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Notice

While reasonable efforts have been made to ensure that the
information in this document is complete and accurate at the time of
printing, Avaya assumes no liability for any errors. Avaya reserves
the right to make changes and corrections to the information in this
document without the obligation to notify any person or organization
of such changes.

Documentation disclaimer

“Documentation” means information published in varying mediums
which may include product information, operating instructions and
performance specifications that are generally made available to users
of products. Documentation does not include marketing materials.
Avaya shall not be responsible for any modifications, additions, or
deletions to the original published version of Documentation unless
such modifications, additions, or deletions were performed by or on
the express behalf of Avaya. End User agrees to indemnify and hold
harmless Avaya, Avaya's agents, servants and employees against all
claims, lawsuits, demands and judgments arising out of, or in
connection with, subsequent modifications, additions or deletions to
this documentation, to the extent made by End User.

Link disclaimer

Avaya is not responsible for the contents or reliability of any linked
websites referenced within this site or Documentation provided by
Avaya. Avaya is not responsible for the accuracy of any information,
statement or content provided on these sites and does not
necessarily endorse the products, services, or information described
or offered within them. Avaya does not guarantee that these links will
work all the time and has no control over the availability of the linked
pages.

Warranty

Avaya provides a limited warranty on Avaya hardware and software.
Refer to your sales agreement to establish the terms of the limited
warranty. In addition, Avaya’s standard warranty language, as well as
information regarding support for this product while under warranty is
available to Avaya customers and other parties through the Avaya
Support website: https://support.avaya.com/helpcenter/
getGenericDetails?detailld=C20091120112456651010 under the link
“Warranty & Product Lifecycle” or such successor site as designated
by Avaya. Please note that if You acquired the product(s) from an
authorized Avaya Channel Partner outside of the United States and
Canada, the warranty is provided to You by said Avaya Channel
Partner and not by Avaya.

“Hosted Service” means an Avaya hosted service subscription that
You acquire from either Avaya or an authorized Avaya Channel
Partner (as applicable) and which is described further in Hosted SAS
or other service description documentation regarding the applicable
hosted service. If You purchase a Hosted Service subscription, the
foregoing limited warranty may not apply but You may be entitled to
support services in connection with the Hosted Service as described
further in your service description documents for the applicable
Hosted Service. Contact Avaya or Avaya Channel Partner (as
applicable) for more information.

Hosted Service

THE FOLLOWING APPLIES ONLY IF YOU PURCHASE AN AVAYA
HOSTED SERVICE SUBSCRIPTION FROM AVAYA OR AN AVAYA
CHANNEL PARTNER (AS APPLICABLE), THE TERMS OF USE
FOR HOSTED SERVICES ARE AVAILABLE ON THE AVAYA
WEBSITE, HTTPS://SUPPORT.AVAYA.COM/LICENSEINFO
UNDER THE LINK “Avaya Terms of Use for Hosted Services” OR
SUCH SUCCESSOR SITE AS DESIGNATED BY AVAYA, AND ARE
APPLICABLE TO ANYONE WHO ACCESSES OR USES THE
HOSTED SERVICE. BY ACCESSING OR USING THE HOSTED
SERVICE, OR AUTHORIZING OTHERS TO DO SO, YOU, ON
BEHALF OF YOURSELF AND THE ENTITY FOR WHOM YOU ARE
DOING SO (HEREINAFTER REFERRED TO INTERCHANGEABLY
AS “YOU” AND “END USER”), AGREE TO THE TERMS OF USE. IF
YOU ARE ACCEPTING THE TERMS OF USE ON BEHALF A
COMPANY OR OTHER LEGAL ENTITY, YOU REPRESENT THAT
YOU HAVE THE AUTHORITY TO BIND SUCH ENTITY TO THESE
TERMS OF USE. IF YOU DO NOT HAVE SUCH AUTHORITY, OR

IF YOU DO NOT WISH TO ACCEPT THESE TERMS OF USE, YOU
MUST NOT ACCESS OR USE THE HOSTED SERVICE OR
AUTHORIZE ANYONE TO ACCESS OR USE THE HOSTED
SERVICE.

Licenses

THE SOFTWARE LICENSE TERMS AVAILABLE ON THE AVAYA
WEBSITE, HTTPS://SUPPORT.AVAYA.COM/LICENSEINFO,
UNDER THE LINK “AVAYA SOFTWARE LICENSE TERMS (Avaya
Products)” OR SUCH SUCCESSOR SITE AS DESIGNATED BY
AVAYA, ARE APPLICABLE TO ANYONE WHO DOWNLOADS,
USES AND/OR INSTALLS AVAYA SOFTWARE, PURCHASED
FROM AVAYA INC., ANY AVAYA AFFILIATE, OR AN AVAYA
CHANNEL PARTNER (AS APPLICABLE) UNDER A COMMERCIAL
AGREEMENT WITH AVAYA OR AN AVAYA CHANNEL PARTNER.
UNLESS OTHERWISE AGREED TO BY AVAYA IN WRITING,
AVAYA DOES NOT EXTEND THIS LICENSE IF THE SOFTWARE
WAS OBTAINED FROM ANYONE OTHER THAN AVAYA, AN
AVAYA AFFILIATE OR AN AVAYA CHANNEL PARTNER; AVAYA
RESERVES THE RIGHT TO TAKE LEGAL ACTION AGAINST YOU
AND ANYONE ELSE USING OR SELLING THE SOFTWARE
WITHOUT A LICENSE. BY INSTALLING, DOWNLOADING OR
USING THE SOFTWARE, OR AUTHORIZING OTHERS TO DO SO,
YOU, ON BEHALF OF YOURSELF AND THE ENTITY FOR WHOM
YOU ARE INSTALLING, DOWNLOADING OR USING THE
SOFTWARE (HEREINAFTER REFERRED TO
INTERCHANGEABLY AS “YOU” AND “END USER”), AGREE TO
THESE TERMS AND CONDITIONS AND CREATE A BINDING
CONTRACT BETWEEN YOU AND AVAYA INC. OR THE
APPLICABLE AVAYA AFFILIATE (“AVAYA”).

Avaya grants You a license within the scope of the license types
described below, with the exception of Heritage Nortel Software, for
which the scope of the license is detailed below. Where the order
documentation does not expressly identify a license type, the
applicable license will be a Designated System License. The
applicable number of licenses and units of capacity for which the
license is granted will be one (1), unless a different number of
licenses or units of capacity is specified in the documentation or other
materials available to You. “Software” means computer programs in
object code, provided by Avaya or an Avaya Channel Partner,
whether as stand-alone products, pre-installed on hardware products,
and any upgrades, updates, patches, bug fixes, or modified versions
thereto. “Designated Processor” means a single stand-alone
computing device. “Server” means a Designated Processor that
hosts a software application to be accessed by multiple users.
“Instance” means a single copy of the Software executing at a
particular time: (i) on one physical machine; or (ii) on one deployed
software virtual machine (“VM”) or similar deployment.

Licence types

Designated System(s) License (DS). End User may install and use
each copy or an Instance of the Software only on a number of
Designated Processors up to the number indicated in the order.
Avaya may require the Designated Processor(s) to be identified in
the order by type, serial number, feature key, Instance, location or
other specific designation, or to be provided by End User to Avaya
through electronic means established by Avaya specifically for this
purpose.

Heritage Nortel Software

“Heritage Nortel Software” means the software that was acquired by
Avaya as part of its purchase of the Nortel Enterprise Solutions
Business in December 2009. The Heritage Nortel Software is the
software contained within the list of Heritage Nortel Products located
at https://support.avaya.com/Licenselnfo under the link “Heritage
Nortel Products” or such successor site as designated by Avaya. For
Heritage Nortel Software, Avaya grants Customer a license to use
Heritage Nortel Software provided hereunder solely to the extent of
the authorized activation or authorized usage level, solely for the
purpose specified in the Documentation, and solely as embedded in,
for execution on, or for communication with Avaya equipment.
Charges for Heritage Nortel Software may be based on extent of
activation or use authorized as specified in an order or invoice.

Copyright

Except where expressly stated otherwise, no use should be made of
materials on this site, the Documentation, Software, Hosted Service,
or hardware provided by Avaya. All content on this site, the
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documentation, Hosted Service, and the product provided by Avaya
including the selection, arrangement and design of the content is
owned either by Avaya or its licensors and is protected by copyright
and other intellectual property laws including the sui generis rights
relating to the protection of databases. You may not modify, copy,
reproduce, republish, upload, post, transmit or distribute in any way
any content, in whole or in part, including any code and software
unless expressly authorized by Avaya. Unauthorized reproduction,
transmission, dissemination, storage, and or use without the express
written consent of Avaya can be a criminal, as well as a civil offense
under the applicable law.

Virtualization

The following applies if the product is deployed on a virtual machine.
Each product has its own ordering code and license types. Note that
each Instance of a product must be separately licensed and ordered.
For example, if the end user customer or Avaya Channel Partner
would like to install two Instances of the same type of products, then
two products of that type must be ordered.

Third Party Components

“Third Party Components” mean certain software programs or
portions thereof included in the Software or Hosted Service may
contain software (including open source software) distributed under
third party agreements (“Third Party Components”), which contain
terms regarding the rights to use certain portions of the Software
(“Third Party Terms”). As required, information regarding distributed
Linux OS source code (for those products that have distributed Linux
OS source code) and identifying the copyright holders of the Third
Party Components and the Third Party Terms that apply is available
in the products, Documentation or on Avaya’s website at: https://
support.avaya.com/Copyright or such successor site as designated
by Avaya. The open source software license terms provided as Third
Party Terms are consistent with the license rights granted in these
Software License Terms, and may contain additional rights benefiting
You, such as modification and distribution of the open source
software. The Third Party Terms shall take precedence over these
Software License Terms, solely with respect to the applicable Third
Party Components to the extent that these Software License Terms
impose greater restrictions on You than the applicable Third Party
Terms.

The following applies only if the H.264 (AVC) codec is distributed with
the product. THIS PRODUCT IS LICENSED UNDER THE AVC
PATENT PORTFOLIO LICENSE FOR THE PERSONAL USE OF A
CONSUMER OR OTHER USES IN WHICH IT DOES NOT RECEIVE
REMUNERATION TO (i) ENCODE VIDEO IN COMPLIANCE WITH
THE AVC STANDARD (“AVC VIDEO”) AND/OR (ii) DECODE AVC
VIDEO THAT WAS ENCODED BY A CONSUMER ENGAGED IN A
PERSONAL ACTIVITY AND/OR WAS OBTAINED FROM A VIDEO
PROVIDER LICENSED TO PROVIDE AVC VIDEO. NO LICENSE IS
GRANTED OR SHALL BE IMPLIED FOR ANY OTHER USE.
ADDITIONAL INFORMATION MAY BE OBTAINED FROM MPEG
LA, L.L.C. SEE HTTP://WWW.MPEGLA.COM.

Service Provider

THE FOLLOWING APPLIES TO AVAYA CHANNEL PARTNER’S
HOSTING OF AVAYA PRODUCTS OR SERVICES. THE PRODUCT
OR HOSTED SERVICE MAY USE THIRD PARTY COMPONENTS
SUBJECT TO THIRD PARTY TERMS AND REQUIRE A SERVICE
PROVIDER TO BE INDEPENDENTLY LICENSED DIRECTLY
FROM THE THIRD PARTY SUPPLIER. AN AVAYA CHANNEL
PARTNER’S HOSTING OF AVAYA PRODUCTS MUST BE
AUTHORIZED IN WRITING BY AVAYA AND IF THOSE HOSTED
PRODUCTS USE OR EMBED CERTAIN THIRD PARTY
SOFTWARE, INCLUDING BUT NOT LIMITED TO MICROSOFT
SOFTWARE OR CODECS, THE AVAYA CHANNEL PARTNER IS
REQUIRED TO INDEPENDENTLY OBTAIN ANY APPLICABLE
LICENSE AGREEMENTS, AT THE AVAYA CHANNEL PARTNER’S
EXPENSE, DIRECTLY FROM THE APPLICABLE THIRD PARTY
SUPPLIER.

WITH RESPECT TO CODECS, IF THE AVAYA CHANNEL
PARTNER IS HOSTING ANY PRODUCTS THAT USE OR EMBED
THE G.729 CODEC, H.264 CODEC, OR H.265 CODEC, THE
AVAYA CHANNEL PARTNER ACKNOWLEDGES AND AGREES
THE AVAYA CHANNEL PARTNER IS RESPONSIBLE FOR ANY
AND ALL RELATED FEES AND/OR ROYALTIES. THE G.729
CODEC IS LICENSED BY SIPRO LAB TELECOM INC. SEE

WWW.SIPRO.COM/CONTACT.HTML. THE H.264 (AVC) CODEC IS
LICENSED UNDER THE AVC PATENT PORTFOLIO LICENSE FOR
THE PERSONAL USE OF A CONSUMER OR OTHER USES IN
WHICH IT DOES NOT RECEIVE REMUNERATION TO: (1)
ENCODE VIDEO IN COMPLIANCE WITH THE AVC STANDARD
(“AVC VIDEQO”) AND/OR (Il) DECODE AVC VIDEO THAT WAS
ENCODED BY A CONSUMER ENGAGED IN A PERSONAL
ACTIVITY AND/OR WAS OBTAINED FROM A VIDEO PROVIDER
LICENSED TO PROVIDE AVC VIDEO. NO LICENSE IS GRANTED
OR SHALL BE IMPLIED FOR ANY OTHER USE. ADDITIONAL
INFORMATION FOR H.264 (AVC) AND H.265 (HEVC) CODECS
MAY BE OBTAINED FROM MPEG LA, L.L.C. SEE HTTP://
WWW.MPEGLA.COM.

Compliance with Laws

You acknowledge and agree that it is Your responsibility for
complying with any applicable laws and regulations, including, but not
limited to laws and regulations related to call recording, data privacy,
intellectual property, trade secret, fraud, and music performance
rights, in the country or territory where the Avaya product is used.

Preventing Toll Fraud

“Toll Fraud” is the unauthorized use of your telecommunications
system by an unauthorized party (for example, a person who is not a
corporate employee, agent, subcontractor, or is not working on your
company's behalf). Be aware that there can be a risk of Toll Fraud
associated with your system and that, if Toll Fraud occurs, it can
result in substantial additional charges for your telecommunications
services.

Avaya Toll Fraud intervention

If You suspect that You are being victimized by Toll Fraud and You
need technical assistance or support, call Technical Service Center
Toll Fraud Intervention Hotline at +1-800-643-2353 for the United
States and Canada. For additional support telephone numbers, see
the Avaya Support website: https://support.avaya.com or such
successor site as designated by Avaya.

Security Vulnerabilities

Information about Avaya’s security support policies can be found in
the Security Policies and Support section of https://
support.avaya.com/security.

Suspected Avaya product security vulnerabilities are handled per the
Avaya Product Security Support Flow (https://
support.avaya.com/css/P8/documents/100161515).

Downloading Documentation

For the most current versions of Documentation, see the Avaya
Support website: https://support.avaya.com, or such successor site
as designated by Avaya.

Contact Avaya Support

See the Avaya Support website: https://support.avaya.com for
product or Hosted Service notices and articles, or to report a problem
with your Avaya product or Hosted Service. For a list of support
telephone numbers and contact addresses, go to the Avaya Support
website: https://support.avaya.com (or such successor site as
designated by Avaya), scroll to the bottom of the page, and select
Contact Avaya Support.

Trademarks

The trademarks, logos and service marks (“Marks”) displayed in this
site, the Documentation, Hosted Service(s), and product(s) provided
by Avaya are the registered or unregistered Marks of Avaya, its
affiliates, its licensors, its suppliers, or other third parties. Users are
not permitted to use such Marks without prior written consent from
Avaya or such third party which may own the Mark. Nothing
contained in this site, the Documentation, Hosted Service(s) and
product(s) should be construed as granting, by implication, estoppel,
or otherwise, any license or right in and to the Marks without the
express written permission of Avaya or the applicable third party.

Avaya is a registered trademark of Avaya Inc.

All non-Avaya trademarks are the property of their respective owners.
Linux® is the registered trademark of Linus Torvalds in the U.S. and
other countries.
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Chapter 1: Introduction

Purpose

This document provides information on features in VSP Operating System Software (VOSS). VOSS
runs on the following product families:

» Avaya Virtual Services Platform 4000 Series
» Avaya Virtual Services Platform 7200 Series
» Avaya Virtual Services Platform 8000 Series

This document provides procedures and conceptual information that you can use to configure the
general routing operations on the switch. The operations included are:

» Address Resolution Protocol (ARP)

« TCP and UDP

* Dynamic Host Configuration Protocol (DHCP) Relay
+ Virtual Router Redundancy Protocol (VRRP)

* VRF-Lite

* Routed Split Multi-Link Trunking (RSMLT)

* Circuitless IP (CLIP) interfaces

Static routes

» Point-to-Point Protocol over Ethernet
» Equal Cost Multipath (ECMP)
* Routing policies

Examples and network illustrations in this document may illustrate only one of the supported
platforms. Unless otherwise noted, the concept illustrated applies to all supported platforms.
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Chapter 2: New in this document

The following sections detail what is new in Configuring IPv4 Routing.

© Important:

The features in this document might not apply to all hardware platforms. For more information
about feature support, see Release Notes.

Release 6.0.1

Clearing DVR host entries
This document includes procedures to clear DvR host entries (IPv4 remote host routes).
For more information, see:

+ Clearing DVR host entries on page 67, to clear the DvR host entries using the CLI.

» Clearing DVR host entries on page 103, to clear the DvR host entries using the EDM.
Configuring a non-DVR BEB to join the DvVR backbone

Clarification information on the behavior of a non-DvR BEB when configured to join the DvR
backbone, is added. For more information, see Configuring a non-DvR BEB to join the DvR
backbone on page 74.

Support differences between DVR Leaf node and DvR Controller

The following procedures in this document are updated to indicate support differences when viewing

configuration information on DvR Controllers and DvR Leaf nodes.

*» Viewing DvR database information on page 85

* Viewing DvR host entries on page 81

» Viewing DvR interfaces on page 79

* Viewing DvR routes on page 83

DVR global information on a DvR Leaf displays the vIST I-SID

When you configure vIST on a DvR Leaf node pair, the switch generates an [-SID from the
configured cluster ID. This I-SID is unique across the SPB network.

You can now view the [-SID when you view DvR global information on the Leaf node. The
procedures in this document are updated to include this information.
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New in this document

Disabling injection of default routes on a Layer 3 VSN (VRF)

On a DvR Controller, you can now view if injection of default routes is disabled at the Layer 3 VSN
(VRF) level. The procedures in this document are updated to include this information.

Release 6.0
Distributed Virtual Routing (DVR)

Stretching IP subnets across multiple locations, racks in a data center and floors or buildings in a
wireless deployment, enables hosts (virtual machines or wireless users) to move around freely
without changing their IP addresses. However, when IP subnets are stretched, inefficient routing
(traffic tromboning) can occur because the default gateway router might not be local to the roaming
hosts.

Distributed Virtual Routing (DvR) addresses this problem by distributing the routing instance to all
switches that have an IP interface in the IP subnet or VLAN. Virtual machines use their first hop Top
of the Rack (TOR) switches to be their default gateways. In wireless deployments users can roam
between buildings and each building provides default gateway routing capabilities for the users, thus
distributing the load and optimizing traffic patterns.

By solving the problem of inefficient routing caused by the Trombone effect, DvR effectively reduces
latency in real-time applications such as voice and video.

For more information, see Distributed Virtual Routing (DvR) on page 49

For configuration using the CLI, see DvR configuration using the CLI on page 62

For configuration using the EDM, see DvR configuration using the EDM on page 96

For a configuration example, see Configuring a DvR solution on page 318
Inclusion of VSP 4000

VOSS 6.0 updates this document to include the VSP 4000 Series. This document is now the single
IP Routing configuration document for all VOSS platforms.

Network Load Balancing (NLB) Multicast operation

When you enable NLB multicast mode on a VLAN, the routed traffic destined to the NLB cluster is
flooded by default on all ports of the VLAN. All VLANs support multiple cluster IPs by default.

Multicast MAC flooding and static multicast ARP entries are not supported for NLB Unicast or NLB
Multicast in this release.

© Note:

This feature is not supported on all hardware platforms. If you do not see this command in the
command list or EDM, the feature is not supported on your hardware. For more information
about feature support, see Release Notes.

For more information, see:
« Static routes on page 18
 Configuring IP_ARP static entries on page 112
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Release 6.0

* Creating static ARP entries on page 120

Resources
Information about related resources is moved to the last chapter in this document.
Increased VRF and Layer 3 VSN scaling

You can now use a boot config flag to increase the number of Virtual Routing and Forwarding (VRF)
instances on the switch from the previous maximum of 24. This enhancement also impacts the
number of Layer 3 Virtual Services Networks (VSN). The maximum number of supported VRFs and
Layer 3 VSNs differs depending on the hardware platform.

For more information about maximum scaling numbers, see Release Notes.

© Important:

If you use the boot config flag to increase the number of VRFs and Layer 3 VSNs, and the
switch operates in SPBM mode, the switch reduces the number of configurable VLANSs.

A Premier or Premier + MACsec license is required to use more than 24 VRFs.
For more information, see the following procedures:
» Configuring the maximum number of VRFs on page 286 for CLI

+ Configuring the maximum number of VRFs on page 297 for EDM
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Chapter 3: IP routing operations
fundamentals

Use the information in this section to understand IP routing.
For more information about Border Gateway Protocol (BGP), see Configuring BGP Services.

For more information about Open Shortest Path First (OSPF) and Routing Information Protocol
(RIP), see Configuring OSPF and RIP.

IP addressing

An IP version 4 address consists of 32 bits expressed in dotted-decimal format (x.x.x.x). The IP
version 4 address space is divided into classes, with classes A, B, and C reserved for unicast
addresses and accounting for 87.5 percent of the 32-bit IP address space. Class D is reserved for
multicast addressing. The following table lists the breakdown of IP address space by address range
and mask.

Class Address range Mask Number of addresses
A 1.0.0.0 to 126.0.0.0 255.0.0.0 126

B 128.0.0.0 to 191.0.0.0 255.255.0.0 127 * 255

Cc 192.0.0.0 t0 223.0.0.0 255.255.255.0 31*255* 255

D 224.0.0.0 to0 239.0.0.0 — —

To express an IP address in dotted-decimal notation, you convert each octet of the IP address to a
decimal number and separate the numbers by decimal points. For example, you specify the 32-bit
IP address 10000000 00100000 00001010 10100111 in dotted-decimal notation as 128.32.10.167.

Each IP address class, when expressed in binary, has a different boundary point between the
network and host portions of the address as illustrated in the following figure. The network portion is
a network number field from 8 through 24 bits. The remaining 8 through 24 bits identify a specific
host on the network.
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IP addressing
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Figure 1: Network and host boundaries in IP address classes

Subnet addressing

Subnetworks (or subnets) extend the IP addressing scheme an organization uses to one with an IP
address range for multiple networks. Subnets are two or more physical networks that share a
common network-identification field (the network portion of the 32-bit IP address).

You create a subnet address by increasing the network portion to include a subnet address, thus
decreasing the host portion of the IP address. For example, in the address 128.32.10.0, the network
portion is 128.32, while the subnet is found in the first octet of the host portion (10). A subnet mask
is applied to the IP address and identifies the network and host portions of the address.

The following table illustrates how subnet masks used with class B and class C addresses can
create differing numbers of subnets and hosts. This example includes the zero subnet, which is
permitted on the switch.

Table 1: Subnet masks for class B and class C IP addresses

Number of | Subnet mask Number of subnets Number of hosts for each
bits (recommended) subnet
Class B
2 255.255.192.0 2 16 382
3 255.255.224.0 6 8 190
4 255.255.240.0 14 4 094
5 255.255.248.0 30 2 046
6 255.255.252.0 62 1022
7 255.255.254.0 126 510
8 255.255.255.0 254 254

Table continues...
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IP routing operations fundamentals

Number of | Subnet mask Number of subnets Number of hosts for each
bits (recommended) subnet
9 255.255.255.128 510 126
10 255.255.255.192 1022 62
11 255.255.255.224 2 046 30
12 255.255.255.240 4 094 14
13 255.255.255.248 8 190
14 255.255.255.252 16 382
Class C
1 255.255.255.128 0 126
2 255.255.255.192 2 62
3 255.255.255.224 30
4 255.255.255.240 14 14
5 255.255.255.248 30 6
6 255.255.255.252 62 2

You use variable-length subnet masking (VLSM) to divide your intranet into pieces that match your
requirements. Routing is based on the longest subnet mask or network that matches. Routing
Information Protocol version 2 and Open Shortest Path First are routing protocols that support

VLSM.

Supernet addressing and CIDR

A supernet, or classless interdomain routing (CIDR) address, is a group of networks identified by
contiguous network addresses. IP service providers can assign customers blocks of contiguous
addresses to define supernets as needed. You can use supernetting to address an entire block of
class C addresses and avoid using large routing tables to track the addresses.

Each supernet has a unique supernet address that consists of the upper bits shared by all of the
addresses in the contiguous block. For example, consider the class C addresses shown in the
following figure. By adding the mask 255.255.128.0 to IP address 192.32.128.0, you aggregate the
addresses 192.32.128.0 through 192.32.255.255 and 128 class C addresses use a single routing
advertisement. In the bottom half of the following figure, you use 192.32.0.0/17 to aggregate the 128
addresses (192.32.0.0/24 to 192.32.127.0/24).
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Figure 2: Class C address supernet

Another example is the block of addresses 192.32.0.0 to 192.32.7.0. The supernet address for this
block is 11000000 00100000 00000, with the 21 upper bits shared by the 32-bit addresses.

A complete supernet address consists of an address and mask pair:

» The address is the first 32-bit IP address in the contiguous block. In this example, the address
is 11000000 00100000 00000000 00000000 (192.32.0.0 in dotted-decimal notation).

» The mask is a 32-bit string containing a set bit for each bit position in the supernet part of the
address. The mask for the supernet address in this example is 11111111 11111111 11111000
00000000 (255.255.248.0 in dotted-decimal notation).

The complete supernet address in this example is 192.32.0.0/21.

Although classes prohibit using an address mask with the IP address, you can use CIDR to create
networks of various sizes using the address mask. With CIDR, the routers outside the network use
the addresses.

Loopback

Circuitless IP (CLIP) is a virtual (or loopback) interface that is not associated with a physical port.
You can use the CLIP interface to provide uninterrupted connectivity to your device as long as a
path exists to reach the device.
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IP routing operations fundamentals

For example, as shown in the following figure, a physical point-to-point link exists between R1 and
R2 along with the associated addresses (195.39.1.1/30 and 195.39.1.2/30). Use an interior Border
Gateway Protocol (iBGP) session between two additional addresses, 195.39.128.1/30 (CLIP 1) and
195.39.281.2/30 (CLIP 2).

CLIP 1 and CLIP 2 represent the virtual CLIP addresses that you configure between R1 and R2.
These virtual interfaces are not associated with the physical link or hardware interface, which
permits the BGP session to continue as long as a path exists between R1 and R2. An IGP (such as
OSPF) routes addresses that correspond to the CLIP addresses. After the routers learn all the CLIP
addresses in the AS, the system establishes iBGP and exchanges routes.

The system advertises loopback routes to other routers in the domain either as external routes using
the route-redistribution process, or after you enable OSPF in passive mode to advertise an OSPF
internal route.

You can also use CLIP for PIM-SM, typically, as a Rendezvous Point (RP), or as a source IP
address for sending SNMP traps and Syslog messages.

195.39.128.1/32 (CLIP 1) 195.39.128.2/32 (CLIP 2)

R1 / \ R2
- IBGP session N :

S T I R I RN N ""‘*

T Physical link v

o
b el

= e

195.39.1.1/30 195.39.1.2/30

Figure 3: Routers with iBGP connections

The system treats the CLIP interface as an IP interface. The network associated with the CLIP is
treated as a local network attached to the device. This route always exists and the circuit is always
up because there is no physical attachment.

Static routes

A static route is a route to a destination IP address that you manually create.

The Layer 3 redundancy feature supports the creation of static routes to enhance network stability.
Use the local next hop option to configure a static route with or without local next hop.

You can configure static routes with a next hop that is not directly connected, but that hop must be
reachable. Otherwise, the static route is not enabled.
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Black hole static routes

Layer 3 redundancy supports only address resolution protocol (ARP) and static route. Static ARP
must configure the nonlocal next-hop of static routes. No other dynamic routing protocols provide
nonlocal next-hop.

You can use a default static route to specify a route to all networks for which no explicit routes exist
in the forwarding information base or the routing table. This route has a prefix length of zero
(RFC1812). You can configure the switch with a route through the IP static routing table.

To create a default static route, you must configure the destination address and subnet mask to
0.0.0.0.

© Note:

It is recommended that you do not configure static routes on a DvR Leaf node unless the
configuration is for reachability to a management network using a Brouter port.

Also, configuring the preference of static routes is not supported on a Leaf node.
Static route tables

A router uses the system routing table to make forwarding decisions. In the static route table, you
can change static routes directly. Although the two tables are separate, the static route table
manager entries are automatically reflected in the system routing table if the next-hop address in the
static route is reachable, and if the static route is enabled.

The system routing table displays only active static routes with a best preference. A static route is
active only if the route is enabled and the next-hop address is reachable (for example, if a valid ARP
entry exists for the next hop).

You can enter multiple routes (for example, multiple default routes) that have different costs, and the
routing table uses the lowest cost route that is available. However, if you enter multiple next hops for
the same route with the same cost, the software does not replace the existing route. If you enter the
same route with the same cost and a different next-hop, the first route is used. If the first route
becomes unreachable, the second route (with a different next-hop) is activated with no connectivity
loss.

° Note:

Static ARP entries are not supported for NLB Unicast or NLB Multicast operations.

Black hole static routes

A black hole static route is a route with an invalid next hop, and the device drops data packets
destined for this network.

While the router aggregates or injects routes to other routers, the router does not have a path to the
aggregated destination. In such cases, the result is a black hole and a routing loop. To avoid routing
loops, configure a black hole static route to the destination the router is advertising.

You can configure a preference value for a black hole route. However, you must configure that
preference value appropriately so that when you want to use the black hole route, it is elected as the
best route.
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Before you add a black hole static route, perform a check to ensure that no other static route to that
identical destination is enabled. If such a route exists, you cannot add the black hole route and an
error message appears.

If you enable a black hole route, you cannot add another static route to that destination. You must
first delete or disable the black hole route before you add a regular static route to that destination.

VLANs and routing

When traffic is routed on a virtual local area network (VLAN), an IP address is assigned to the VLAN
and is not associated with a particular physical port. Brouter ports are VLANSs that route IP packets
and bridge nonroutable traffic in a single-port VLAN.

Virtual routing between VLANs

The switch supports wire-speed IP routing between VLANs. As shown in the following figure, VLAN
1 and VLAN 2 are on the same device, yet for traffic to flow from VLAN 1 to VLAN 2, the traffic must
be routed.

When you configure routing on a VLAN, you assign an IP address to the VLAN, which acts as a
virtual router interface address for the VLAN (a virtual router interface is not associated with a
particular port). You can reach the VLAN IP address through the VLAN ports, and frames are routed
from the VLAN through the gateway IP address. Routed traffic is forwarded to another VLAN within
the device.

: VLAN 1 P © ~VLAN1
; " G o VUNZ et R2
10.1.21@4[,_)____.@ ) .ﬁ__ )= = =| 10131724
= 10.1.1.1/30 5 9

Figure 4: IP routing between VLANs

When Spanning Tree Protocol is enabled in a VLAN, the spanning tree convergence must be stable
before the routing protocol begins. This requirement can lead to an additional delay in the IP traffic
forwarding.

Because a port can belong to multiple VLANs (some of which are configured for routing on the
device and some of which are not), a one-to-one correspondence no longer exists between the
physical port and the router interface.

As with an IP address, virtual router interface addresses using Virtual Router Redundancy Protocol
(VRRP) are also used for device management. For Simple Network Management Protocol (SNMP)
or Telnet management, you can use virtual router interface address to access the device as long as
routing is enabled on the VLAN.

Brouter ports

The switch also supports brouter ports. A brouter port is a single-port VLAN that routes IP packets
and bridges all nonroutable traffic. The difference between a brouter port and a standard IP
protocol-based VLAN configured to route traffic is that the routing interface of the brouter port is not
subject to the spanning tree state of the port. A brouter port can be in the blocking state for
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nonroutable traffic and still route IP traffic. This feature removes interruptions caused by Spanning
Tree Protocol recalculations in routed traffic.

Because a brouter port is a single-port VLAN, each brouter port decreases the number of available
VLANS by one and uses one VLAN ID.

The switch allows IP routing to be enabled on VLANs and brouter ports. For the maximum number
of interfaces, see the Software scaling capabilities section of the Release Notes.

Equal Cost Multipath

With Equal Cost Multipath (ECMP), the switch can determine up to eight equal-cost paths to the
same destination prefix. You can use multiple paths for load sharing of traffic. These multiple paths
allow faster convergence to other active paths in case of network failure. By maximizing load
sharing among equal-cost paths, you can use your links between routers more efficiently when
sending IP traffic. Equal Cost Multipath is formed using routes from the same source or protocol.

ECMP is supported on both Global Routing Table (GRT) and Virtual routing and forwarding (VRF).
The ECMP feature supports and complements the following protocols and route types:
« OSPF
Routing Information Protocol (RIP)
BGP

Static route

Default route
* Virtual Routing and Forwarding (VRF)

Alternative routes

To avoid traffic interruption, you can globally enable the alternative routes feature so the router can
use the next-best route, also known as an alternative route, if the best route becomes unavailable.

Routers learn routes to a destination through routing protocols. Routers maintain a routing table of
the learned alternative routes sorted in order by route preference, route costs, and route sources.
The first route on the list is the best route and the route that the router prefers to use.

The alternative route concept also applies between routing protocols. For example, if an OSPFv3
route becomes unavailable and an alternative RIPng route is available, the system activates the
RIPng route without waiting for the update interval to expire.

February 2017 Configuring IPv4 Routing on VOSS 21

Comments on this document? infodev@avaya.com



mailto:infodev@avaya.com?subject=Configuring IPv4 Routing on VOSS

IP routing operations fundamentals

Route preference

On the switch, all standard routing protocols have default preference values that determine the
routing priority of the protocol. The router uses default preferences to select the best route when a
clash exists in preference between the protocols.

You can modify the global preference for a protocol to give the protocol a higher or lower priority
than other protocols. If you change the global preference for a static route and all best routes remain
best routes, only the local route tables change. However, if the protocol preference change causes
best routes to no longer be best routes, the change affects neighboring route tables.

© Important:

Changing route preferences is a process-intensive operation that can affect system
performance and network reach while you perform route preference procedures. It is
recommended that if you want to change preferences for static routes or routing protocols, do
so when you configure routes or during a maintenance window.

If a router learns a route with the same network mask and cost values from multiple sources, the
router uses the route preferences to select the best route to add to the forwarding database.

© Note:

To modify the preference for a route, you do not need to disable a route before you edit the
configuration.

Preferences for static routes

When you configure a static route on the switch, you can specify a global preference for the route.
You can also specify an individual route preference that overrides the global static route preference.
The preference value can be between 0 and 255, with 0 reserved for local routes and 255
representing an unreachable route.

Preferences for dynamic routes

You can modify the preference value for dynamic routes through route filtering and IP policies, and
this value overrides the global preference for the protocol.

The following table shows the default preferences for routing protocols and route types. Use this
table to help you modify the global preference value.

Table 2: Routing protocol default preferences

Protocol Default preference

Local 0

Static 5

SPBM_L1 7

OSPF intra-area 20

OSPF inter-area 25

Exterior BGP 45

RIP/RIPng 100

OSPF external type 1 120

Table continues. ..
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Protocol Default preference
OSPF external type 2 125

IBGP 175

Staticvb 5

OSPFV3 intra-area 20

OSPFv3 inter-area 25

OSPFv3 external type 1 120

OSPFv3 external type 2 125

Route filtering and IP policies

When the switch routes IP traffic, you can apply a number of filters to manage, accept, redistribute,
and announce policies for unicast routing table information. Filters apply differently to different
unicast routing protocols.

© Note:

IPv6 ingress QoS ACL/Filters and IPv6 Egress Security and QoS ACL/Filters are not supported.
For information on the maximum number of IPv6 ingress port/vlan security ACL/filters supported
on the switch, see Release Noftes.

The following figure shows how filters apply to BGP, RIP, and OSPF protocols.

_BGP | mem local | | BGP RiB |__BGP _
Rx RIB Info Out Tx

Local/static
routes

RIP In/ Routing Teble ouT/ AP
Rx Accept Announce Tx
Redistri-
bute

OSPF
Internal
1

OSPF OSPF
o LSDB =

Y

11041 fa

Figure 5: Route filtering for BGP, RIP, and OSPF routing protocols

The following figure shows how filters apply to the I1S-IS protocol for Fabric Connect Layer 3 VSNs
or IP Shortcuts.
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Figure 6: Route filtering for the IS-IS routing protocol

Accept policies

Accept policies are applied to incoming traffic to determine whether to add the route to the routing
table. Accept policies are applied differently to protocols, as follows:

* RIP and BGP—filters apply to all incoming route information.

+ OSPF—filters apply only to external route information. Internal routing information is not filtered
because otherwise, other routers in the OSPF domain can have inconsistent databases that
can affect the router view of the network topology.

* |S—-IS —filters apply to all incoming route information.

In a network with multiple routing protocols, you can prefer specific routes from RIP instead of from
OSPF. The network prefix is a commonly used match criterion for accept policies.

Redistribution filters

Redistribution filters notify changes in the route table to the routing protocol (within the device). With
redistribution filters, providing you do not breach the protocol rules, you can choose not to advertise
everything that is in the protocol database, or you can summarize or suppress route information. By
default, no external routes are leaked to protocols that are not configured.

Announce policies

Announce policies are applied to outgoing advertisements to neighbors or peers in the protocol
domain to determine whether to announce specific route information. Out filtering applies to RIP
updates and BGP NLRI updates.

In contrast, announce policies are not applied to IS-IS or OSPF information because routing
information must always be consistent across the domain. To restrict the flow of external route
information in the IS-IS or OSPF protocol database, apply redistribution filters instead of announce
policies.
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Route filtering stages
The following figure shows the three distinct filter stages that are applied to IP traffic.
These stages are:

* Filter stage 1 is the accept policy or in filter that applies to incoming traffic to detect changes in
the dynamic (protocol-learned) routing information, which are then submitted to the routing
table.

* Filter stage 2 is the redistribution filter that applies to the entries in the routing table to the
protocol during the leaking process.

* Filter stage 3 is the announce policy or out filter that applies to outgoing traffic within a protocol
domain.

RX - Protocol — Filter3 } X -
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Filter2 )

S

( Filte
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Figure 7: Route filtering stages

The following figure shows the logical process for route filtering on the switch.
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Figure 8: Route filtering logic

Prefix list

In the switch software, you can create one or more IP prefix lists and apply these lists to IP route
policy.
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Route policy definition

You can define an IP route policy and its attributes globally, and then apply them individually to
interfaces and protocols. You can also form a unified database of route policies that the RIP or
OSPF protocol can use for type of filtering purpose. A name or ID identifies a policy.

Under a policy you can have several sequence numbers. If you do not configure a field in a policy,
the field appears as 0 in CLI show command output. This value indicates that the device ignores the
field in the match criteria. Use the clear option to remove existing configurations for the field.

Each policy sequence number contains a set of fields. Only a subset of those fields is used when
the policy is applied in a certain context. For example, if a policy has a configured set-preference
field, it is used only when the policy is applied for accept purposes. This field is ignored when the
policy is applied for announce or redistribute purposes.

You can only apply one policy for each purpose (RIP Announce, for example) on a given RIP
interface. In this case, all sequence numbers under the policy apply to that filter. A sequence
number also acts as an implicit preference; a lower sequence number is preferred.

The following tables display the accept, announce, and redistribute policies for RIP, OSPF, I1S-IS
and BGP. The tables also display which matching criteria apply for a certain routing policy. In these
tables, 1 denotes advertise router, 2 denotes RIP gateway, and 3 denotes that external type 1 and
external type 2 are the only options.

© Note:

The route policies treat permit and deny rules differently for inbound and outbound traffic.

* For an in-policy (RIP, BGP) or an accept policy (OSPF) using a route-map, if a particular
route is not explicitly denied in the accept policy or in-policy with the route-map, then the
route is implicitly allowed.

* For an out-policy (RIP, BGP) or a redistribute policy (RIP, OSPF, BGP) using a route-map,
even if a particular route is not explicitly allowed in the redistribution policy or out-policy
with the route-map, then the route is implicitly denied.

* In order to permit or deny only explicit routes, configure a policy with additional sequences,
where, the last sequence permits all routes that are not explicitly permitted or denied.

Table 3: Protocol route policy table for RIP

Announce Accept
OSPF Direct RIP BGP RIP
Match Protocol Yes Yes Yes Yes
Match Network Yes Yes Yes Yes Yes
Match IpRoute Source Yes' Yes?
Match NextHop Yes Yes Yes Yes Yes
Match Interface Yes

Table continues...
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Announce Accept
OSPF Direct RIP BGP RIP
Match Route Type Yes
Match Metric Yes Yes Yes Yes Yes
MatchAs Path
Match Community

Match Community Exact
MatchTag Yes
NssaPbit
SetRoute Preference Yes

SetMetric Typelnternal
SetMetric Yes Yes Yes Yes Yes
SetMetric Type
SetNextHop
Setlnject NetList Yes Yes Yes Yes Yes
SetMask Yes
SetAsPath
SetAsPath Mode
Set Automatic Tag

Set CommunityNumber

Set CommunityMode
SetOrigin

Setlocal Pref
SetOrigin EgpAs
SetTag

SetWeight

Table 4: Protocol route policy table for OSPF

Redistribute Accept
Direct Static RIP BGP OSPF

Match Protocol
Match Network Yes Yes Yes Yes Yes
Match IpRoute Source Yes?
Match NextHop Yes Yes Yes
Match Interface Yes
Match Route Type Yes?®

Table continues...
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Redistribute

Accept

Direct

Static

RIP

BGP OSPF

Match Metric

Yes

Yes

Yes

Yes Yes

MatchAs Path

Match Community

Match Community Exact

MatchTag

Yes

NssaPbit

SetRoute Preference

Yes

SetMetric Typelnternal

SetMetric

Yes

Yes

Yes

Yes Yes

SetMetric Type

Yes

Yes

Yes

Yes

SetNextHop

Yes

Setlnject NetList

Yes

Yes

Yes

Yes Yes

SetMask

SetAsPath

SetAsPath Mode

Set Automatic Tag

Set CommunityNumber

Set CommunityMode

SetOrigin

SetlLocal Pref

SetOrigin EgpAs

SetTag

SetWeight

Table 5: Protocol route policy table for IS-IS

Redistribute

Accept

Direct

Static

RIP

BGP OSPF

Match Protocol

Match Network

Yes

Yes

Yes

Yes Yes

Match IpRoute Source

Match NextHop

Yes

Yes

Yes

Match Interface

Yes

Match Route Type

Yes3

Match Metric

Yes

Yes

Yes

Yes Yes
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Redistribute Accept

Direct Static RIP BGP OSPF

MatchAs Path

Match Community

Match Community Exact

MatchTag Yes

NssaPbit

SetRoute Preference Yes

SetMetric Typelnternal

SetMetric Yes Yes Yes Yes Yes

SetMetric Type Yes Yes Yes Yes

SetNextHop Yes

Setlnject NetList

SetMask

SetAsPath

SetAsPath Mode

Set Automatic Tag

Set CommunityNumber

Set CommunityMode

SetOrigin

SetlLocal Pref

SetOrigin EgpAs

SetTag

SetWeight

Table 6: Protocol route policy table for BGP

Redistribute Accept Announce

IPv6 Direct | IPv6 Static OSPFv3 BGP BGP

Match as-path Yes Yes

Match community Yes Yes Yes Yes Yes

Match community-exact Yes Yes

Match extcommunity Yes Yes

Match interface

Match local-preference

Match metric Yes Yes Yes Yes Yes

Match network Yes Yes Yes Yes Yes

Table continues...
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Redistribute Accept Announce

IPv6 Direct | IPv6 Static OSPFv3 BGP BGP
Match next-hop Yes Yes Yes Yes
Match protocol
Match route-source Yes
Match route-type Yes Yes
Match tag
Match vrf
Match vrfids
Set as-path Yes Yes
Set as-path-mode Yes Yes
Set automatic-tag
Set community Yes Yes
Set community-mode Yes Yes
Set injectlist Yes Yes Yes
Set ip-preference
Set local-preference Yes Yes
Set mask
Set metric Yes Yes Yes Yes Yes
Set metric-type
Set metric-type-internal
Set next-hop Yes Yes
Set nssa-pbit
Set origin Yes
Set origin-egp-as
Set Tag
Set Weight Yes

Address Resolution Protocol

Network stations using the IP protocol need both a physical address and an IP address to transmit a
packet. In situations where the station knows only the network host IP address, the network station
uses Address Resolution Protocol (ARP) to determine the physical address for a network host by
binding a 32-bit IP address to a 48-bit MAC address. A network station can use ARP across a single
network only, and the network hardware must support physical broadcasts.
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The network station uses ARP to determine the host physical address as follows:

* The network station broadcasts a special packet, called an ARP request, that asks the host at
the specified IP address to respond with its physical address.

 All network hosts receive the broadcast request.
* Only the specified host responds with its hardware address.

» The network station then maps the host IP address to its physical address and saves the
results in an address-resolution cache for future use.

* The network station ARP table displays the associations of the known MAC address to IP
address.

You can create ARP entries, and you can delete individual ARP entries.
Enable ARP traffic

The switch accepts and processes ARP traffic, spanning tree bridge packet data units (BPDU), and
Topology Discovery Protocol packets on port-based VLANs with the default port action of drop. If a
filter port action is drop for a packet, ARP packets are also dropped. As a result, ARP entries on that
port are cleared and are not relearned when the ARP aging timer expires.

To prevent dropped ARP packets, configure the following options:
» A user-defined protocol-based VLAN for ARP EtherType (byprotocol usrDefined 0x0806).
* Ports as static members to this VLAN with the default port action of drop.
* The port default VLAN ID to the correct port-based VLAN where the ARPs are processed.

You do not need to make configuration changes for the BPDU and Topology Discovery Protocol
packets.

Only one user-defined protocol-based VLAN for ARP is allowed for each Spanning Tree Group
(STG). If the ports with the default port action of drop are in different STGs, you must create
additional user-defined protocol-based VLANSs.

Proxy ARP

A network station uses proxy ARP to respond to an ARP request from a locally attached host or end
station for a remote destination. The network station sends an ARP response back to the local host
with its own MAC address of the network station interface for the subnet on which the ARP request
was received. The reply is generated only if the device has an active route to the destination
network.

The following figure shows an example of proxy ARP operation. In this example, host C with mask
24 appears to be locally attached to host B with mask 16, so host B sends an ARP request for host
C. However, the switch is between the two hosts. To enable communication between the two hosts,
the switch responds to the ARP request with the IP address of host C but with its own MAC address.
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Figure 9: Proxy ARP operation

Loop detection

To prevent cases of ARP looping, configure the ARP loop detection flag to detect this situation.
When a loop is detected, the port is shut down.

Flushing router tables

For administrative or troubleshooting purposes, sometimes you must flush the routing tables. Flush
routing tables either by VLAN or by port. In a VLAN context, all entries associated with the VLAN are
flushed. In a port context, all entries associated with the port are flushed.

Reverse Address Resolution Protocol

Certain devices use the Reverse Address Resolution Protocol (RARP) to obtain an IP address from
a RARP server. MAC address information for the port is broadcast on all ports associated with an IP
protocol-based or port-based VLAN. To enable a device to request an IP address from a RARP
server outside its IP VLAN, you must create a RARP protocol-based VLAN.

RARP has the format of an ARP frame but its own Ethernet type (8035). You can remove RARP
from the IP protocol-based VLAN definition and treat it as a separate protocol, thus creating a RARP
protocol-based VLAN.

A typical network topology provides desktop switches in wiring closets with one or more trunk ports
that extend to one or more data center switches where attached servers provide file, print, and other
services. Use RARP functionality to define all ports in a network that require access to a RARP
server as potential members of a RARP protocol-based VLAN. You must define all tagged ports and
data center RARP servers as static or permanent members of the RARP VLAN. Therefore, a
desktop host broadcasts an RARP request to all other members of the RARP VLAN. In normal
operation, these members include only the requesting port, tagged ports, and data center RARP
server ports. Because all other ports are potential members of this VLAN and RARP is only
transmitted at startup, all other port VLAN memberships expire. With this feature, one or more
centrally located RARP servers extend RARP services across traditional VLAN boundaries to reach
desktops globally.
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Multihoming

The switch uses the multihoming feature to support clients or servers that have multiple IP
addresses associated with a single MAC address. Multihomed hosts can be connected to port-
based and policy-based VLANSs.

The IP addresses associated with a single MAC address on a host must be in the same IP subnet.

DHCP option 82

The DHCP option 82 is the DHCP Relay Agent Information option. The DHCP relay agent inserts
option 82 when it forwards the client-originated DHCP packets to a DHCP server. The Relay Agent
Information option is organized as a single DHCP option that contains one or more sub-options that
convey information known by the relay agent. The DHCP server echoes the option back to the relay
agent in server-to-client replies, and the relay agent removes the option before forwarding the reply
to the client.

The DHCP option 82 is added at the DHCP relay level as shown in the following image.

Client 1

DHCP Server

Network A

Client 2

Network B Network n

Figure 10: DHCP Client-Relay-Server Architecture

The Relay Agent Information option (code 82) is a container for specific agent-supplied suboptions;
Agent Circuit ID (code 1) and Agent Remote ID (code 2). The suboptions can represent different
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information relevant for the relay. The fields are encoded in the following manner, where N or n is
the total number of octets in the Agent Information Field (all bytes of the suboptions):

Code Len Agent Information Field
' ~N h'd Al ) memasssssanee )
82 N i1 i2 iN
. A M A S ommmmm \ S
SupOpt Len Circuit ID
's D' N h'd T\ mmmesmmemmeeaa
1 n c1 c2 cn
. A .S A I \ S
SubOpt Len Agent Remote ID
2 n r1 r2 rn

Figure 11: Format of the Relay Agent Information

Because at least one of the sub-options must be defined, the minimum Relay Agent Information
length is two (2), and the length n of the suboption can be zero (0). The sub-options do not have to
appear in any particular order. No pad suboption is defined and the Information field is not
terminated with 255 suboption.

Suboptions
The suboptions are Agent Circuit ID and Agent Remote ID.

The DHCP relay agents can add the Agent Circuit ID to terminate switched or permanent circuits.
The Agent Circuit ID encodes an agent-local identifier of the circuit from which a DHCP client-to-
server packet was received. Agents can use the Circuit ID to relay DHCP responses back to the
proper circuit. In the switch, the Agent Circuit ID field contains the ifindex of the interface on which
the packet is received.

DHCP relay agents can add the Agent Remote ID to terminate switched or permanent circuits, and
can identify the remote host end of the circuit. The switch uses the Agent Remote ID field to encode
the MAC address of the interface on which the packet is received. The Agent Remote ID must be
globally unique.

Agent operations

A DHCP relay agent adds a Relay Agent Information field as the last option in the DHCP options
field of any recognized BOOTP or DHCP packet forwarded from a client to a server. However, if the
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End Option 255 is present, then the DHCP relay agent adds a Relay Agent information field before
the End Option 255 field.

Relay agents can receive a DHCP packet from an untrusted circuit with the gateway IP address
(GIADDR) set to zero to indicate that the relay agent is the first-hop router from the gateway. If a
Relay Agent Information option is present in the packet, the relay agent discards the packet and
increments an error counter. A trusted circuit can contain a trusted downstream network element, for
example, a bridge, between the relay agent and the client. The bridge can add a relay agent option
but does not set the GIADDR field. In this case, the relay agent forwards the DHCP packet per
normal DHCP relay agent operations, and sets the GIADDR field to the relay address. The relay
agent does not add a second relay agent option.

You can distinguish between a trusted circuit and an untrusted circuit based on the type of circuit
termination equipment you use. To make a circuit trusted, set the trusted flag under DHCP for each
interface.

After packets append the Relay Agent Information option, the packets that exceed the MTU or the
vendor size buffer of 64 bits, are forwarded without adding the Agent Information option, and an
error counter is incremented.

The relay agent or the trusted downstream network element removes the Relay Agent Information
option echoed by a server that is added when forwarding a server-to-client response back to the
client.

The following list outlines the operations that the relay agent does not perform:

* The relay agent does not add an Option Overload option to the packet or use the file or sname
fields to add the Relay Agent Information option. The agent does not parse or remove Relay
Agent Information options that can appear in the sname or file fields of a server-to-client packet
forwarded through the agent.

* The relay agent does not monitor or modify client-originated DHCP packets addressed to a
server unicast address; this includes the DHCP-REQUEST sent when entering the
RENEWING state.

» The relay agent does not modify DHCP packets that use the IPSEC Authentication Header or
IPSEC Encapsulating Security Payload.

A DHCP relay agent can receive a client DHCP packet forwarded from a BOOTP/DHCP relay agent
closer to the client. This packet has a GIADDR as non-zero, and may or may not already have a
DHCP Relay Agent option in it.

Relay agents configured to add a Relay Agent option which receive a client DHCP packet with a
nonzero GIADDR, discards the packet if the GIADDR spoofs a GIADDR address implemented by
the local agent itself. Otherwise, the relay agent forwards any received DHCP packet with a valid
non-zero GIADDR without adding any relay agent options. The GIADDR value does not change.

UDP broadcast forwarding

Some network applications, such as the NetBIOS name service, rely on a User Datagram Protocol
(UDP) broadcast to request a service or locate a server for an application. If a host is on a network,
subnet segment, or VLAN that does not include a server for the service, UDP broadcasts are by
default not forwarded to the server located on a different network segment or VLAN. You can
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resolve this problem by forwarding the broadcasts to the server through physical or virtual router
interfaces.

UDP broadcast forwarding is a general mechanism for selectively forwarding limited UDP
broadcasts received on an IP interface out to other router IP interfaces as a rebroadcast or to a
configured IP address. If the address is that of a server, the packet is sent as a unicast packet to
this address. If the address is that of an interface on the router, the frame is rebroadcast.

After a UDP broadcast is received on a router interface, it must meet the following criteria to be
eligible for forwarding:

* It must be a MAC-level broadcast.

* It must be an IP limited broadcast.

* It must be for the specified UDP protocol.

* It must have a time-to-live (TTL) value of at least 2.

For each ingress interface and protocol, the policy specifies how the UDP broadcast is
retransmitted: to a unicast host address or to a broadcast address.

Virtual Router Redundancy Protocol

Because end stations often use a static default gateway IP address, a loss of the default gateway
router causes a loss of connectivity to the remote networks.

The Virtual Router Redundancy Protocol (VRRP) (RFC 2338) eliminates the single point of failure
that can occur when the single static default gateway router for an end station is lost. VRRP
introduces a virtual IP address (transparent to users) shared between two or more routers that
connect the common subnet to the enterprise network. With the virtual IP address as the default
gateway on end hosts, VRRP provides dynamic default gateway redundancy in the event of failover.

The VRRP router that controls the IP addresses associated with a virtual router is the primary router
and it forwards packets to these IP addresses. The election process provides a dynamic transition of
forwarding responsibility if the primary router becomes unavailable.

© Note:

The VRRP virtual IP address cannot be same as the local IP address of the port or VLAN on
which VRRP is enabled.

In the following figure, the first three hosts install a default route to the R1 (virtual router 1) IP
address and the other three hosts install a default route to the R2 (virtual router 2) IP address.

This configuration not only shares the load of the outgoing traffic, but it also provides full
redundancy. If either router fails, the other router assumes responsibility for both addresses.
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Figure 12: Virtual Router Redundancy Protocol configuration

The switch supports 253 VRRP interfaces for each VRF and 253 VRRP interfaces for each system.
The following terms are specific to VRRP:

* VRRP router—a router running the VRRP protocol

+ Virtual router—an abstract object acting as the default router for one or more hosts, consisting
of a virtual router ID and a set of addresses

* Primary IP address—an IP address selected from the real addresses and used as the source
address of packets sent from the router interface (The virtual primary router sends VRRP
advertisements using this IP address as the source.)

* Virtual primary router—the router that assumes responsibility to forward packets sent to the IP
address associated with the virtual router and answer ARP requests for these IP addresses

* Virtual router backup—the virtual router that becomes the primary router if the current primary
router fails

When a VRRP router is initialized it sends a VRRP advertisement. The VRRP router also
broadcasts a gratuitous ARP request that contains the virtual router MAC address for each IP
address associated with the virtual router. The VRRP router then transitions to the controlling state.

In the controlling state, the VRRP router functions as the forwarding router for the IP addresses
associated with the virtual router. The VRRP router responds to ARP requests for these IP
addresses, forwards packets with a destination MAC address equal to the virtual router MAC
address, and accepts only packets addressed to IP addresses associated with the virtual router, the
router transitions to the backup state to ensure that all Layer 2 switches in the downstream path
relearn the new origin of the VRRP MAC addresses.

In the backup state, a VRRP router monitors the availability and state of the primary router. The
backup router does not respond to ARP requests and must discard packets with a MAC address
equal to the virtual router MAC address. The backup router does not accept packets addressed to
IP addresses associated with the virtual router. If a shutdown occurs, the backup router transitions
back to the initialize state. If the primary router goes down, the backup router sends the VRRP
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advertisement and ARP request described in the preceding paragraph and transitions to the
controlling state.

Whenever a packet is redirected on the same IP subnet on which it is received, the switch sends an
Internet Control Message Protocol (ICMP) redirect packet data unit (PDU) to the IP address source
of the packet. ICMP redirect uses the VRRP IP subnet as the source IP address for the end stations
using the VRRP IP address as the next hop.

If an advertisement timer becomes active, the router sends an advertisement. If an advertisement is
received with a 0 priority, the router sends an advertisement. The router transitions to the backup
state in the following situations:

* If the priority is greater than the local priority

* If the priority is the same as the local priority and the primary IP address of the sender is
greater than the local primary IP address

Otherwise, the router discards the advertisement. If a shutdown occurs, the primary router sends a
VRRP advertisement with a priority of 0 and transitions to the initialize state.

Critical IP address

Within a VRRP VLAN, one link can go down while the remaining links in the VLAN remain
operational. Because the VRRP VLAN continues to function, a virtual router associated with that
VLAN does not register a master router failure.

As a result, if the local router IP interface connecting the virtual router to the external network fails,
this does not automatically trigger a master router failover.

© Note:

In this context, local implies an address from the same VRF as the IP interface where VRRP is
being configured.

The critical IP address resolves this issue. If the critical IP address fails, it triggers a failover of the
master router.

You can specify the local router IP interface uplink from the VRRP router to the network as the
critical IP address. This ensures that, if the local uplink interface fails, VRRP initiates a master router
failover to one of the backup routers.

In VRRP, the local network uplink interface on router 1 is shown as the critical IP address for router
1. As well, the same network uplink is shown as the critical IP address for router 2. Router 2 also
requires a critical IP address for cases in which it assumes the role of the master router.

With the support of VRRP and the critical IP interface linked to VRRP, you can build reliable small
core networks that provide support for converged applications, such as voice and multimedia.

VRRP and SMLT

The standard implementation of VRRP supports only one active master device for each IP subnet.
All other VRRP interfaces in a network are in backup mode.

A deficiency occurs when VRRP-enabled switches use Split MultiLink Trunking (SMLT). If VRRP
switches are aggregated into two Split MultiLink Trunk switches, the end host traffic is load-shared
on all uplinks to the aggregation switches (based on the Multilink Trunk traffic distribution algorithm).

However, VRRP usually has only one active routing interface enabled. All other VRRP routers are in
backup mode. Therefore, all traffic that reaches the backup VRRP router is forwarded over the vIST
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towards the master VRRP router. In this case, the vIST does not have enough bandwidth to carry all
the aggregated traffic.

To resolve this issue, assign the backup router as the backup master router. The backup master
router can actively load-share the routing traffic with a master router.

When the backup master router is enabled, the incoming host traffic is forwarded over the SMLT
links as usual. When the backup master router is configured along with the critical IP interface and
the critical IP interface goes down, the VRRP router transitions to be the backup router with the
backup master state down. In this state, the VRRP router does not forward traffic.

VRRP fast hello timers

You can configure the advertisement time interval (in seconds) between sending advertisement
messages. This interval permits fast network convergence with standardized VRRP failover.
However, losing connections to servers for more than a second can result in missing critical failures.
Customer network uptime in many cases requires fast