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Abstract
The Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide
provides technical documentation for configuring advanced IP routing on Extreme
Networks platforms. Coverage includes IPv4/IPv6 addressing with /32 and /128 loopback
configurations, static routing with BFD session monitoring, and ECMP load balancing
with resilient hashing using FLOWSET tables. Key components encompass BGP4/
BGP4+ with four-byte AS support, MP-BGP extensions for L2VPN EVPN, VxLAN
MAC-in-UDP encapsulation, and VRF instances with independent routing tables.
Technical specifications detail policy-based routing using route-maps with community
filtering, threshold monitoring with SNMP trap generation, and advanced BGP features
including Add-Path capability, route reflector clustering, and prefix-independent
convergence for sub-second failover. Implementation architecture emphasizes Clos
fabric topologies with spine-leaf designs, VTEP configurations using loopback
interfaces, Type 2 MAC route advertisements with sequence numbering, and split-
horizon groups for BUM traffic handling. Target audience consists of experienced
network engineers implementing enterprise routing solutions using CLI-based
procedures with OpenConfig YANG and gNMI/gNOI management interfaces.
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Preface
Read the following topics to learn about:
• The meanings of text formats used in this document.
• Where you can find additional information and help.
• How to reach us with questions and comments.

Text Conventions
Unless otherwise noted, information in this document applies to all supported
environments for the products in question. Exceptions, like command keywords
associated with a specific software version, are identified in the text.

When a feature, function, or operation pertains to a specific hardware product, the
product name is used. When features, functions, and operations are the same across
an entire product family, such as Extreme Networks switches or routers, the product is
referred to as the switch or the router.

Table 1: Notes and warnings
Icon Notice type Alerts you to...

 

Tip Helpful tips and notices for using the product

 

Note Useful information or instructions

 

Important Important features or instructions

 

Caution Risk of personal injury, system damage, or loss of data

 

Warning Risk of severe personal injury
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Table 2: Text
Convention Description
screen displays This typeface indicates command syntax, or represents

information as it is displayed on the screen.
The words enter and
type

When you see the word enter in this guide, you must type
something, and then press the Return or Enter key. Do not
press the Return or Enter key when an instruction simply
says type.

Key names Key names are written in boldface, for example Ctrl or Esc.
If you must press two or more keys simultaneously, the
key names are linked with a plus sign (+). Example: Press
Ctrl+Alt+Del

Words in italicized type Italics emphasize a point or denote new terms at the place
where they are defined in the text. Italics are also used
when referring to publication titles.
New information. In a PDF, this is searchable text.

Table 3: Command syntax
Convention Description
bold text Bold text indicates command names, keywords, and

command options.
italic text Italic text indicates variable content.
[ ] Syntax components displayed within square brackets are

optional.
Default responses to system prompts are enclosed in
square brackets.

{ x | y | z } A choice of required parameters is enclosed in curly
brackets separated by vertical bars. You must select one of
the options.

x | y A vertical bar separates mutually exclusive elements.
< > Nonprinting characters, such as passwords, are enclosed in

angle brackets.
... Repeat the previous element, for example,

member[member...].

\ In command examples, the backslash indicates a “soft” line
break. When a backslash separates two lines of a command
input, enter the entire command at the prompt without the
backslash.

Documentation and Training
Find Extreme Networks product information at the following locations:

Documentation and Training Preface
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Current Product Documentation
Release Notes
Hardware and Software Compatibility for Extreme Networks products
Extreme Optics Compatibility
Other Resources such as articles, white papers, and case studies

Open Source Declarations
Some software files have been licensed under certain open source licenses. Information
is available on the Open Source Declaration page.

Training
Extreme Networks offers product training courses, both online and in person, as well as
specialized certifications. For details, visit the Extreme Networks Training page.

Help and Support
If you require assistance, contact Extreme Networks using one of the following
methods:

Extreme Portal
Search the GTAC (Global Technical Assistance Center) knowledge base; manage
support cases and service contracts; download software; and obtain product
licensing, training, and certifications.

The Hub
A forum for Extreme Networks customers to connect with one another, answer
questions, and share ideas and feedback. This community is monitored by Extreme
Networks employees, but is not intended to replace specific guidance from GTAC.

Call GTAC
For immediate support: (800) 998 2408 (toll-free in U.S. and Canada) or
1 (408) 579 2800. For the support phone number in your country, visit
www.extremenetworks.com/support/contact.

Before contacting Extreme Networks for technical support, have the following
information ready:
• Your Extreme Networks service contract number, or serial numbers for all involved

Extreme Networks products
• A description of the failure
• A description of any actions already taken to resolve the problem
• A description of your network environment (such as layout, cable type, other relevant

environmental information)
• Network load at the time of trouble (if known)
• The device history (for example, if you have returned the device before, or if this is a

recurring problem)
• Any related RMA (Return Material Authorization) numbers

Preface Open Source Declarations
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Subscribe to Product Announcements
You can subscribe to email notifications for product and software release
announcements, Field Notices, and Vulnerability Notices.

1. Go to The Hub.
2. In the list of categories, expand the Product Announcements list.
3. Select a product for which you would like to receive notifications.
4. Select Subscribe.
5. To select additional products, return to the Product Announcements list and repeat

steps 3 and 4.

You can modify your product selections or unsubscribe at any time.

Send Feedback
The User Enablement team at Extreme Networks has made every effort to ensure
that this document is accurate, complete, and easy to use. We strive to improve our
documentation to help you in your work, so we want to hear from you. We welcome all
feedback, but we especially want to know about:
• Content errors, or confusing or conflicting information.
• Improvements that would help you find relevant information.
• Broken links or usability issues.

To send feedback, email us at Product-Documentation@extremenetworks.com.

Provide as much detail as possible including the publication title, topic heading,
and page number (if applicable), along with your comments and suggestions for
improvement.

Subscribe to Product Announcements Preface
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About This Document
This document provides comprehensive information on Extreme ONE OS Switching, an
application extending the capabilities of the base Extreme ONE OS to deliver advanced
switching and routing (Switching) functionalities. Extreme ONE OS Switching offers
flexible management options through both an enhanced command line interface (CLI)
for traditional configuration and support for modern, model-driven configuration and
management via gNMI and gNOI based on OpenConfig. This enables the configuration
of Layer 2 switching features and Layer 3 routing protocols, including technologies such
as EVPN for VXLAN and BGP, alongside essential network services such as Quality of
Service (QoS) and security features.
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IPv4 Addressing
IPv4 Addressing Overview on page 16
Virtual Routing and Forwarding (VRF) on page 18
IP Parameters and Protocols on page 19
Address Resolution Protocol on page 20
Assigning an IPv4 Address to a Loopback Interface on page 23
Assigning IPv4 addresses to Non-Loopback Interfaces on page 23
IPv4 Management on page 25
Deleting an IP Address from an Interface on page 26
About the Domain Name System on page 27
Configuring the Source IP Address for Various Packet Types on page 28
IP Addressing Show and Clear Commands on page 29

The following topics describe how to configure IPv4 addressing.

IPv4 Addressing Overview
IPv4 uses a 32-bit addressing system designed for use in packet-switched networks.
IPv4 routing is enabled by default on Extreme ONE OS devices that operate at Layer 3
and cannot be disabled.

IPv4 is an Internet protocol used to deliver packets of data from a source to a
destination across an interconnected system of networks. IPv4 uses a fixed-length 32-
bit addressing system and is represented in a 4-byte dotted decimal format: x.x.x.x.

IP uses four main mechanisms to provide service:
• Type of Service (ToS)—Indicates the Quality of Service (QoS) required for a specific
traffic type or network and enables a higher priority to be given to voice traffic, for
example, that is more sensitive to dropped packets.

• Time to Live (TTL)—The time period for which a packet can exist before it reaches
its final destination. If the TTL expires before the packet reaches its destination, the
packet is destroyed. The period is set by the packet sender.

• Options—Control mechanisms such as timestamps, security, and other special
routing functions that are optional.

• Header Checksum—Used to verify that the packet contents have transmitted
correctly. If the checksum algorithm fails, the packet is dropped immediately.

An IP address has two sections:
• Network—Identifies the network on which the device is configured.
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• Host—Identifies the host device.

IPv4 does not provide a reliable communication function. No acknowledgments are
sent, and the only error control is the header checksum. There are no flow control
mechanisms or retransmissions. Internet Control Message Protocol (ICMP) can be used
to report any errors.

IP interfaces
Extreme ONE OS devices that operate at Layer 3 allow IPv4 addresses to be configured
on the following types of interfaces (and subinterfaces):
• Ethernet ports
• VE interfaces
• Port channel (LAG) interfaces
• Loopback interfaces

You can configure up to 128 IP addresses on each interface (or subinterface).

Note
After you configure a port as part of a bridge domain, you cannot configure
Layer 3 interface parameters on that port. The parameters must be configured
on the appropriate virtual routing interface.

ARP Cache
The ARP cache contains entries that map IP addresses to MAC addresses.

Entries to the Address Resolution Protocol (ARP) cache are added in one of the
following ways:
• From devices that are directly attached to the Layer 3 device.
• From an interface based static IP route that goes to a destination two or more

router hops away. The MAC address is either of the destination device of the router
interface answering an ARP request on behalf of the device, using proxy ARP.

The ARP cache can contain both dynamic (learned) entries and static (user-configured)
entries. The software places an entry in the ARP cache:
• Dynamic—When the Layer 3 device learns a device MAC address from an ARP

request or ARP reply from the device.
• Static—When the interface with a proper IP address comes up.

The ARP cache also contains the ARP entries learned from MLAG and EVPN.

For more information about ARP, see ARP Overview on page 20.

IPv4 Addressing IP interfaces
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Virtual Routing and Forwarding (VRF)

VRF is a technology that allows multiple independent routing tables to coexist within
a single Layer 3 device. It enables traffic routing between VLANs assigned to the
VRF, simulating multiple networks on one router. This provides enhanced security and
separation.

Key VRF configuration items:
• Unicast: Enables IPv4 VPN instance on the VRF (required for other features)
• Multicast: Enables Layer 3 VSN IP Multicast over Fabric Connect for the VRF (required

for other features)
• Direct Route: Sets up route redistribution for the VRF
• Default Gateway: Configures a default gateway for the VRF
• DvR Redistribution: Controls route redistribution over DvR

IP Addressing
IP addressing is scoped within each VRF.
• Each VRF has its own IP address space and Layer 3 interfaces.
• IP addresses are assigned per VRF, allowing reuse of the same IP in different VRFs

without conflict.
• IP interfaces are bound to a specific VRF (For example, interface vlan 100 vrf

Customer-A).

Static Routing
Static routes are created and maintained separately per VRF. Each VRF has its own
routing table, and routes are not visible across VRFs unless leaked.

ECMP Maximum Paths
ECMP allows a router to use multiple paths to forward traffic to the same destination.
ECMP support in VRF:
• Enables load balancing and redundancy within a VRF.
• Allows traffic distribution across multiple paths to the same destination.

The following is an example of the ecmp-max-path command that enables the ECMP
feature to set the number of paths:
device(config)# vrf default-vrf
device(config-vrf-default-vrf)# ecmp-max-path
  (2-128)  Specify the maximum ECMP paths (range: 2-128, power of 2, default: 8)
device(config-vrf-default-vrf)# 

Load Balancing
Use the following CLI commands to configure Ethernet, L3, or L4 load balancing:

Virtual Routing and Forwarding (VRF) IPv4 Addressing
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Ethernet Load Balancing
load-balance ethernet: Configure Ethernet-specific hash options
• dst-mac: Destination MAC address
• etype: Ether-type
• src-mac: Source MAC address
• vlan: VLAN ID

L3/L4 Load Balancing
• load-balance ipv4: Configure IP-specific hash options

◦ dst-ip: Destination IP address
◦ dst-l4-port: Destination TCP/UDP port
◦ protocol: IP protocol field
◦ src-ip: Source IP address
◦ src-l4-port: Source TCP/UDP port

• load-balance ipv6: Configure IPv6-specific hash options
◦ dst-ip: Destination IPv6 address
◦ dst-l4-port: Destination TCP/UDP port
◦ nxt-hdr: Next header field
◦ src-ip: Source IPv6 address
◦ src-l4-port: Source TCP/UDP port

Resilient Hashing
Resilient hashing ensures consistent traffic distribution across ECMP paths, even when
paths change. With VRF and ECMP, it:
• Ensures consistent traffic distribution across ECMP paths.
• Minimizes traffic disruption and maintains predictable traffic redistribution.

Combining VRF, ECMP, and Resilient Hashing creates a scalable and resilient network
infrastructure, supporting complex routing requirements.

IP Parameters and Protocols
Most IP parameters are dynamic. They take effect as soon as you run the CLI command.
You can verify that a dynamic change has taken effect by displaying the running
configuration.
• To display the running configuration, run the show running-config command.
• To change the memory allocation, reload the software after you save the changes to

the startup configuration file.

The following protocols are disabled by default:
• Route exchange protocols (OSPF, BGP4)
• Multicast protocols (IGMP)

IPv4 Addressing Resilient Hashing
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Address Resolution Protocol
The following topics describe how to configure Address Resolution Protocol (ARP).
These topics include instructions for setting how long a device considers another
device to be reachable after successfully contacting it as well as instructions for
creating static ARP entries to ensure reliable, secure, and controlled IP-to-MAC
mapping (useful for security, troubleshooting, legacy support, or network enforcement).

ARP Overview
The Address Resolution Protocol (ARP) maps IPv4 network addresses to MAC hardware
addresses.

When forwarding traffic, a device needs to know the destination MAC address because
each IP packet is encapsulated in an Ethernet frame. The MAC address is needed for
the packet's final destination and for a next hop toward the destination.

A device first searches its ARP cache, and a match for the IP address supplies
the corresponding MAC address. Otherwise, the device broadcasts an ARP request.
Network devices receive the requests, and the host with a matching IP address sends
an ARP reply that includes its MAC address.

After the device receives a matching ARP reply, the following events occur:
• The packet is sent toward its destination.
• The IP address/MAC address pair is added to the ARP cache as a dynamic ARP entry.

Configuring ARP Reachable Time for Remote IPv4 Nodes
You can configure the duration (in seconds) that a router considers a remote IPv4 node
to be reachable. You can configure ARP reachable time for Ethernet, port channel
(LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet and port channel
subinterfaces.

To do so, you use the ipv4 neighbor reachable-time command to configure the
ARP IPv4 neighbor reachable-time configuration on an interface. ARP establishes
correspondences between pairs of network-layer (Layer 3) addresses and LAN hardware
addresses (Layer 2 MAC addresses).

Router advertisement messages include a reachable time value. All nodes on a link use
the same value.

Reachable time is how long a device considers another device to be reachable after
successfully contacting it without re-verifying its presence. When a device sends traffic
to a neighbor and receives a response, it marks that neighbor as reachable.

The reachable time is a timer that specifies how long the entry stays in the reachable
state before the device must probe or refresh the neighbor information. If no
additional communication happens during the reachable time, the device transitions
the neighbor entry to a stale state and eventually needs to verify it again using an ARP
request.

Address Resolution Protocol IPv4 Addressing
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Extreme Networks recommends that you configure a long duration, because a
short duration causes IPv4 network devices to process the information at a greater
frequency.

1. Access global configuration mode.
device# configure terminal

2. Access the interface on which you are changing the reachable time.
device(config)# interface ethernet 0/1

3. Specify the new reachable time value.
device(config-if-eth-0/1)# ipv4 neighbor reachable-time 300

Valid values range from 30 through 3600 seconds. The default is 1200 seconds.

The following examples show how to configure ARP reachable time for Ethernet, port
channel (LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet and port channel
subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# ipv4 neighbor reachable-time 300
device(config-if-eth-0/1)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# ipv4 neighbor reachable-time 600
device(config-if-po-10)#
device# configure terminal
device(config)# interface ve 100
device(config-if-ve-100)# ipv4 neighbor reachable-time 1500
device(config-if-ve-100)#
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# subinterface vlan 100
device(config-subif-eth-0/1.100)# ipv4 neighbor reachable-time 2500
device(config-subif-eth-0/1.100)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# subinterface vlan 200
device(config-subif-po-10.200)# ipv4 neighbor reachable-time 3600
device(config-subif-po-10.200)#

The following example displays the configuration of Ethernet interface 0/1 that is
running currently on the device. In this example, the reachable time is set to 300
seconds on the interface:
device# show running-config interface ethernet 0/1

interface ethernet 0/1
  mtu 1600
  ipv4 neighbor reachable-time 300
  no shutdown
!
device#

IPv4 Addressing
Configuring ARP Reachable Time for Remote IPv4

Nodes
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CLI Commands for Configuring a Static ARP Entry for an Interface
A static entry in the IPv4 Address Resolution Protocol (ARP) cache ensures that an IPv4
neighbor is always reachable. You can create a static ARP entry for a device that is not
yet connected to the network or to prevent an entry from aging out. You can configure
static ARP entries for Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces
as well as Ethernet and port channel subinterfaces.

1. Access global configuration mode.
device# configure terminal

2. Specify the interface to contain the static ARP entry.
device(config)# interface ethernet 0/1

3. Create the static ARP entry for the neighbor.
device(config-int-eth-0/1)# ipv4 neighbor 1.x.x.x 3c:fd:fe:e4:xx:a8 

The example above creates a static ARP entry for a neighbor with IPv4 address 1.1.1.10
and associates it with MAC address 3c:fd:fe:e4:37:a8, reachable through physical port
Ethernet 0/1.

The following example displays the configuration of Ethernet interface 0/1 that is
running currently on the device. In this example, the ARP IPv4 address and MAC
address on the interface are set to 1.1.1.10 and 3c:fd:fe:e4:37:a8 respectively:
device# show running-config interface ethernet 0/1

interface ethernet 0/1
  ipv4 address 1.x.x.x/24
  ipv4 neighbor 1.x.x.x 3c:fd:fe:e4:yy:xx
  no shutdown
!
device#

The following examples show how to configure static ARP entries for Ethernet, port
channel (LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet and port channel
subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# ipv4 neighbor 1.x.x.x 3c:fd:fe:ex:xx:a5 
device(config-if-eth-0/1)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# ipv4 neighbor 1.x.x.x 3c:fd:fe:cv:xx:a6
device(config-if-po-10)#
device# configure terminal
device(config)# interface ve 100
device(config-if-ve-100)# ipv4 neighbor 1.x.x.x 3c:fd:fe:e4:xx:ax
device(config-if-ve-100)#
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# subinterface vlan 100
device(config-subif-eth-0/1.100)# ipv4 neighbor 1.x.x.x 3c:fd:fe:ex:xx:a8
device(config-subif-eth-0/1.100)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# subinterface vlan 200

CLI Commands for Configuring a Static ARP Entry for
an Interface IPv4 Addressing
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device(config-subif-po-10.200)# ipv4 neighbor 1.x.x.x 3c:fd:ff:ee:xx:aa
device(config-subif-po-10.200)#

Assigning an IPv4 Address to a Loopback Interface
IPv4 addresses can be assigned to a loopback interface via Classless Interdomain
Routing (CIDR) network masks. Loopback interfaces add stability to a network, because
they do not incur route flap problems due to unstable links between devices.

IPv4 routing is enabled by default on Extreme ONE OS devices that operate at Layer 3
and cannot be disabled. IP addresses must be assigned to interfaces on the devices to
allow IPv4 based protocols to operate across the network.

1. From privileged EXEC mode, access global configuration mode.
device# configure terminal

2. Access the interface to which you are assigning the IP addresses.
device(config)# interface loopback 1

3. Assign an IP address to the interface.

Note
You can define only one IP address per loopback. The only valid mask value
is /32.

device(config-if-lo-1)# ipv4 address 1.1.1.1/32

4. Activate the interface.
device(config-if-lo-1)# no shutdown

5. Verify that the IP address is assigned to the interface.
device# show ipv4 interface loopback 1

Interface: Lo 1 Admin-status:UP Oper-status:UP
IP MTU: 1500
Vrf:default-vrf
Address     Status
========    ========
 1.1.1.1/32 PREFERRED
device# 

Assigning IPv4 addresses to Non-Loopback Interfaces
IPv4 addresses (primary or secondary) can be assigned to interfaces or subinterfaces,
using Classless Interdomain Routing (CIDR) network masks. You can assign IPv4
addresses tor Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces as well
as Ethernet and port channel subinterfaces.

1. Access global configuration mode.
device# configure terminal

2. Access the interface to which you are assigning the IP addresses.
device(config)# interface ethernet 0/1

IPv4 Addressing Assigning an IPv4 Address to a Loopback Interface
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3. Assign one or more IP addresses with a CIDR network mask..
device(config-if-eth-0/1)# ipv4 address 11.1.1.11/24
device(config-if-eth-0/1)# ipv4 address 11.11.1.11/24 

The example above assigns IPv4 address 11.1.1.11 and CIDR network mask /24 to
interface Ethernet 0/1 and also assigns IPv4 address 11.11.1.11 and CIDR network
mask /24 to the same interface.

4. To assign a secondary IPv4address with a CIDR network mask, include the
secondary keyword.
device(config-if-eth-0/1)# ipv4 address 11.11.1.12/24 secondary

Note
You can configure a secondary IPv4 address only if the primary IPv4 address
is already configured in the same subnet.

5. Activate the interface.
device(config-if-eth-0/1)# no shutdown

6. Verify that the IPv4 addresses are assigned to the interface.
device(config-if-eth-0/1)# do show ipv4 interface ethernet 0/1

Interface: Eth 0/1 Admin-status:UP Oper-status:UP
IP MTU: 1500
Vrf: red
Address                    Status
========                   ========
 11.x.x.x/24              PREFERRED
 11.x.x.x/24             PREFERRED
 11.x.x.x/24 (secondary) PREFERRED
device# 

The following example displays the configuration of Ethernet interface 0/1 that is
running currently on the device. In this example, IPv4 address 1.1.1.1 and CIDR network
mask /24 are assigned to interface Ethernet 0/1:
device# show running-config interface ethernet 0/1

interface ethernet 0/1
  ipv4 address 1.x.x.x/24
  ipv4 neighbor 1.x.x.x 3c:fd:fe:e4:xx:a8
  no shutdown
!
device#

The following examples show how to configure IPv4 addresses with CIDR network
masks to Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces as well as
Ethernet and port channel subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# ipv4 address 1.x.x.x/24 
device(config-if-eth-0/1)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# ipv4 address 1.x.x.x/24
device(config-if-po-10)#
device# configure terminal
device(config)# interface ve 100

Assigning IPv4 addresses to Non-Loopback Interfaces IPv4 Addressing
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device(config-if-ve-100)# ipv4 address 1.x.x.x/24
device(config-if-ve-100)#
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# subinterface vlan 100
device(config-subif-eth-0/1.100)# ipv4 address 1.x.x.x/24
device(config-subif-eth-0/1.100)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# subinterface vlan 200
device(config-subif-po-10.200)# ipv4 address 1.1.1.5/24
device(config-subif-po-10.200)#

The following examples show how to use the secondary keyword to configure
secondary IPv4 addresses with CIDR network masks to Ethernet, port channel (LAG),
and Virtual Ethernet (VE) interfaces as well as Ethernet and port channel subinterfaces
respectively:
device# configure terminal
device(config)# interface ethernet 1/1
device(config-if-eth-1/1)# ipv4 address y.x.x.x/24 secondary
device(config-if-eth-1/1)#
device# configure terminal
device(config)# interface port-channel 5
device(config-if-po-5)# ipv4 address y.x.x.x/24 secondary
device(config-if-po-5)#
device# configure terminal
device(config)# interface ve 50
device(config-if-ve-50)# ipv4 address y.x.x.x/24 secondary
device(config-if-ve-50)#
device# configure terminal
device(config)# interface ethernet 0/2
device(config-if-eth-0/2)# subinterface vlan 50
device(config-subif-eth-0/2.50)# ipv4 address y.x.x.x/24 secondary
device(config-subif-eth-0/2.50)#
device# configure terminal
device(config)# interface port-channel 4
device(config-if-po-4)# subinterface vlan 75
device(config-subif-po-4.75)# ipv4 address y.x.x.x/24 secondary
device(config-subif-po-4.75)#

IPv4 Management
This section describes the Ping and Traceroute tools. These are both network
diagnostic tools, but they serve different purposes and provide different insights into
network connectivity. You use Ping to check if a host is up, quickly test latency, or verify
DNS name resolution. You use Traceroute to troubleshoot slow or dropped connections,
determine if a specific hop or route is causing issues, or map the path from source to
destination.

IPv4 Ping
The ping command verifies connectivity from an Extreme ONE OS device to an IPv4
destination on a TCP/IP network. This command is a diagnostic tool used to test
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connectivity between your device and another network host. It tells you whether the
target is reachable and how long it takes to respond.

This command sends a specified number of pings with configured parameters to
the specified IPv6 destination device. Optional parameters include the datagram size,
interface name, source address, time (in seconds) to wait for a response, and VRF
instance name.

A ping displays information for the device as soon as the information is received. This
includes the number of packets transmitted and received, percentage of packets lost,
and elapsed time.

You can specify that the device display up to 1000 transmissions (pings). The range is 1
through 1000.

For more information about the command, including examples, see the Extreme ONE
OS Switching Command Reference.

IPv4 Traceroute
The traceroute command displays the path of network packets from a Extreme ONE
OS device to an IPv4 host. Traceroute is a network diagnostic tool used to track the path
that packets take from your device to a destination IP address or hostname. It shows
each hop (router or gateway) that the packet goes through to help identify where
delays or failures occur in the network.

A traceroute displays information for each hop as soon as the information is received.
Optional parameters include an interface name, minimum and maximum Time to
Live (TTL) values in a number of hops, source address, time (in seconds) to wait for a
response, and VRF instance name.

The traceroute command lets you configure a minimum TTL setting between 1 and
255 hops (the default is 1 hop). It also lets you configure a maximum TTL setting
between 1 and 255 hops (the default is 30 hops).

The device displays up to three responses when there are multiple equal-cost routes to
the destination.

For more information about the command, including examples, see the Extreme ONE
OS Switching Command Reference.

Deleting an IP Address from an Interface
You can delete a specified IP address, or all IP addresses, from an interface or
subinterface.

1. From privileged EXEC mode, access global configuration mode.
device# configure terminal

2. Access the interface from which you are deleting the IP address.
device(config)# interface ethernet 0/2

IPv4 Traceroute IPv4 Addressing
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3. To delete a specific IP address from the interface, run the no ipv4 address
command with the IP address and the mask.
device(config-if-eth-0/2)# no ipv4 address 192.x.x.x/24

4. To delete all IP addresses from the interface, run the no ipv4 address command.
device(config-if-eth-0/2)# no ipv4 address

About the Domain Name System
The Domain Name System (DNS) is a hierarchical naming system that assigns a name
(such as a company name) to an Internet entity to represent the real IP address of the
entity. An entity can be a gateway router and is referred to as a domain.

A domain name (for example, extreme.router.com) can be used in place of an IP
address for certain operations such as IP pings, traceroutes, and Telnet management
connections to the router. A domain name is easier to remember than all of the
numbers in an IP address. DNS has several components.
• DNS server: A DNS server stores the information about a DNS domain. DNS servers

are a key element of DNS because they respond to queries against its database.
When a DNS domain is defined on this device to recognize all hosts in that domain,
this device automatically appends the appropriate domain to the host address and
forwards it to the DNS server.

• DNS resolver: In a Layer 2 or Layer 3 device, the DNS resolver sends and receives
queries to and from the DNS server on behalf of a client. You can create a list of
domain names that can be used to resolve host names. This list can have more than
one domain name. When a client performs a DNS query, all hosts in the domains
in the list can be recognized and queries can be sent to any domain on the list.
After you define a domain name, the device automatically appends the appropriate
domain to a host and forwards it to the DNS servers for resolution.

• DNS gateway addresses: Gateway IP addresses that are assigned to the device
enable clients that are attached to the device to reach DNS.

Configuring a DNS Domain and Gateway Addresses
You can configure a DNS domain and DNS gateway addresses to resolve host names to
IP addresses.

1. Access global configuration mode.
device# configure terminal

2. Access system configuration mode.
device(config)# system

3. Access DNS configuration mode.
device(config-system)# dns

4. Configure one or more domain names.
device(config-system-dns)# domain-name mydevice1.com
device(config-system-dns)# domain-name mydevice2.com

IPv4 Addressing About the Domain Name System
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5. Configure one or more DNS gateway addresses for DNS servers.
device(config-system-dns)# name-server 10.x.x.x
device(config-system-dns)# name-server 10.x.x.x

The first DNS server IP address added to the domain name configuration will be
considered the primary DNS server. You can add up to five additional DNS servers
for the domain name. Any combination of IPv4 or IPv6 DNS name servers can be
configured. For example, you could add two IPv6 name servers alongside four IPv4
name servers. However, you cannot add more than six name servers for the domain.

If you add more than six name servers for the domain, the following error message
appears:
too many 'ip dns name-server', 7 configured, at most 6 must be configured

6. Return to privileged EXEC mode.
device(config-system-dns)# end

7. (Optional) Verify the DNS configuration.
device# traceroute mydevice1.com

Sending DNS Query to 10.x.x.x
Tracing Route to IP node 10.x.x.y
To ABORT Trace Route, Please use stop-traceroute command.
Traced route to target IP node 10.x.x.x:
IP Address    Round Trip Time1    Round Trip Time2
10.x.x.y    93 msec             121 msec
  

The output shows that 10.x.x.x is the IP address of the DNS server (default DNS
gateway address), and 10.x.x.y represents the IP address of the mydevice1.com host.

The following example configures six DNS name servers for the domain
www.mydevice1.com. Of these six domain names, two are IPv6 DNS resolvers:
device# configure terminal
device(config)# system
device(config-system)# dns
device(config-system-dns)# domain-name www.mydevice1.com
device(config-system-dns)# name-server 10.x.x.x
device(config-system-dns)# name-server 10.x.x.x
device(config-system-dns)# name-server 172.x.x.x
device(config-system-dns)# name-server xxx:f8::ed:xxx
device(config-system-dns)# name-server xxxx:eb::xxx:ff87
device(config-system-dns)# name-server 10.x.x.x
device(config-system-dns)# 

Configuring the Source IP Address for Various Packet Types
When a device originates a packet of one of the following types, the default source
address of the packet is the lowest-numbered IP address on the interface that sends
the packet:
• Telnet
• TACACS/TACACS+
• TFTP
• RADIUS

Configuring the Source IP Address for Various Packet
Types IPv4 Addressing
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• Syslog
• SNTP

You can configure the device to always use the lowest-numbered IP address on a
specific Ethernet, loopback, or Virtual Ethernet (VE) interface as the source addresses
for these packets. When configured, the device uses the same IP address as the source
for all packets of the specified type regardless of the ports that actually sends the
packets.

Designating a source IP address provides the following benefits:
• If your server is configured to accept packets only from specific IP addresses, you

can configure the device to always send the packets from the same link or source
address.

• If you specify a loopback interface as the single source for specified packets, servers
can receive the packets regardless of the states of individual links. Thus, if a link to
the server becomes unavailable but can be reached through another link, the client
or server still receives the packets, and the packets still have the source IP address of
the loopback interface.

IP Addressing Show and Clear Commands
You can display and delete information related to IPv4 interfaces and routes.

Table 4: IP addressing show and clear commands
Command Description
show ipv4 interface [ ethernet
interface-name | loopback
port-number | port-channel
port-channel-number | tunnel
interface-name | ve interface-
name | internal interface-
name ] [ brief ]

Displays the IPv4 address, status, and
configuration for a specified Ethernet, loopback,
or VE interface. You can also display a brief
summary of such information for all interfaces.

show ipv4 neighbor vrf { all |
vrf-name } [ ipv4-address ]

Displays the address resolution protocol (ARP)
entries in the neighbor caches for Virtual
Routing and Forwarding (VRF) instances.

show ipv4 route vrf vrf-
name [ ipv4-address / prefix-
length] [ connected | static |
arp | bgp | brief ]

Displays IPv4 route information.

clear ipv4 route vrf vrf-
name [ ipv4-address / prefix-
length ]

Clears a specified route or all IPv4 routes in the
IP routing tables.

IPv4 Addressing IP Addressing Show and Clear Commands
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IPv6 Addressing
IPv6 Addressing Overview on page 30
Assigning an IPv6 Address to a Loopback Interface on page 31
Assigning IPv6 Addresses to Non-Loopback Interfaces on page 32
IPv6 Management on page 34
IPv6 Neighbor Discovery on page 35
Displaying Global IPv6 Information on page 42
Clearing Global IPv6 Information on page 44

The following topics describe how to configure IPv6 addressing.

IPv6 Addressing Overview
IPv6 increases the number of network address bits from 32 (IPv4) to 128 bits, which
provides more unique IP addresses to support more network devices.

An IPv6 address consists of 8 fields of 16-bit hexadecimal values separated by colons (:).

Figure 1: IPv6 address format

As shown in the figure, HHHH is a 16-bit hexadecimal value. H is a 4-
bit hexadecimal value. The following is an example of an IPv6 address:
2001:0000:0000:0200:002D:D0FF:FE48:4672.

An IPv6 address can include hexadecimal fields of zeros. To make the address
manageable, you can:
• Omit the leading zeros. For example, 2001:0:0:200:2D:D0FF:FE48:4672.
• Compress the successive groups of zeros at the beginning, middle, or end

of an IPv6 address to two colons (::) once per address. For example,
2001::200:2D:D0FF:FE48:4672.

When specifying an IPv6 address in a command syntax, consider the following:
• You can use the two colons (::) only once in the address to represent the longest

successive hexadecimal fields of zeros.

30 Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide



• The hexadecimal letters in IPv6 addresses are not case sensitive.

As shown in the figure, the IPv6 network prefix consists of the leftmost bits of the
address. As with an IPv4 address, you can specify the IPv6 prefix using the prefix/prefix-
length format, for which the following rules apply.
• The prefix parameter is specified as 16-bit hexadecimal values separated by a colon.
• The prefix-length parameter is specified as a decimal value that indicates the

network portion of the IPv6 address.

The following is an example of an IPv6 prefix: 2001:DB8:49EA:D088::/64.

IP interfaces
Extreme ONE OS devices that operate at Layer 3 allow IPv6 addresses to be configured
on the following types of interfaces (and subinterfaces):
• Ethernet ports
• VE interfaces
• Port channel (LAG) interfaces
• Loopback interfaces

You can configure up to 128 IP addresses on each interface (or subinterface).

Note
After you configure a port as part of a bridge-domain, you cannot configure
Layer 3 interface parameters on that port. The parameters must be configured
on the appropriate virtual routing interface.

Assigning an IPv6 Address to a Loopback Interface
IPv6 addresses can be assigned to a loopback interface via Classless Interdomain
Routing (CIDR) network masks. Loopback interfaces add stability to a network, because
they do not incur route flap problems due to unstable links between devices.

IPv6 routing is enabled by default on Extreme ONE OS devices that operate at Layer 3
and cannot be disabled. IP addresses must be assigned to interfaces on the devices to
allow IPv6 based protocols to operate across the network.

1. From privileged EXEC mode, access global configuration mode.
device# configure terminal

2. Access the interface to which you are assigning the IP addresses.
device(config)# interface loopback 1

3. Assign an IP address to the interface.

Note
You can define only one IP address per loopback. The only valid mask value
is /128.

device(config-if-lo-1)# ipv4 2001::100/128
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4. Activate the interface.
device(config-if-lo-1)# no shutdown

5. Verify that the IP address is assigned to the interface.
device# show ipv6 interface loopback 1

Interface: Lo 1 Admin-status:UP Oper-status:UP
IP MTU: 1500
Vrf:default-vrf
Address       Status
========      ========
2001::100/128 PREFERRED
device# 

Assigning IPv6 Addresses to Non-Loopback Interfaces
IPv6 addresses (primary or secondary) can be assigned to interfaces or subinterfaces,
using Classless Interdomain Routing (CIDR) network masks. You can assign interfaces
tor Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet
and port channel subinterfaces.

Configuration of IPv6 addresses on an interface (or subinterface) has the following
conditions:
• Multiple primary IPv6 addresses from different subnets are allowed, but not from the

same subnet.
• Secondary IPv6 addresses must have the same subnet as the primary addresses.
• Primary IPv6 addresses cannot be deleted when a secondary address is configured.
• Secondary IPv6 addresses cannot be added when the primary address is not
configured.

Perform the following steps to assign IPv6 addresses. The following example is for an
Ethernet interface.

1. Enter global configuration mode.
device# configure terminal

2. Access the interface to which you are assigning the IP addresses.
device(config)# interface ethernet 0/2

3. Assign one or more primary IP addresses, including the CIDR network mask.
device(config-if-eth-0/2)# ipv6 address 102:102::1/64
device(config-if-eth-0/2)# ipv6 address 202:102::1/64

4. Assign one or more secondary IP addresses, including the CIDR network mask and
the secondary keyword.
device(config-if-eth-0/2)# ipv6 address 102:102::2/64 secondary
device(config-if-eth-0/2)# ipv6 address 202:102::2/64 secondary

5. Activate the interface.
device(config-if-eth-0/2)# no shutdown

6. Verify that the IP addresses are assigned to the interface.
device# show ipv6 interface ethernet 0/2

Interface: Eth 0/2 Admin-status:UP Oper-status:UP
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IP MTU: 1500
Vrf: red
Address                    Status
========                   ========
 102:102::1/64             PREFERRED 
 202:102::1/64             PREFERRED
 102:102::2/64 (secondary) PREFERRED
 202:102::2/64 (secondary) PREFERRED
device# 

The following example displays the configuration of Ethernet interface 0/1 that is
running currently on the device. In this example, IPv4 address 102:102::1 and CIDR
network mask /64 are assigned to interface Ethernet 0/1:
device# show running-config interface ethernet 0/1

interface ethernet 0/1
  ipv6 address 102:102::1/64
  ipv6 neighbor 102:102::9 3c:fd:fe:e4:37:a0
  no shutdown
!
device#

The following examples show how to configure IPv6 addresses with CIDR network
masks to Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces as well as
Ethernet and port channel subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# ipv6 address 102:xxx::x/64 
device(config-if-eth-0/1)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# ipv6 address 102:xxx::x/64
device(config-if-po-10)#
device# configure terminal
device(config)# interface ve 100
device(config-if-ve-100)# ipv6 address 102:xxx::x/64
device(config-if-ve-100)#
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# subinterface vlan 100
device(config-subif-eth-0/1.100)# ipv6 address 102:xxx::x/64
device(config-subif-eth-0/1.100)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# subinterface vlan 200
device(config-subif-po-10.200)# ipv6 address 102:xxx::y/64
device(config-subif-po-10.200)#

The following examples show how to use the secondary keyword to configure
secondary IPv6 addresses with CIDR network masks to Ethernet, port channel
(LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet and port channel
subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/2
device(config-if-eth-0/2)# ipv6 address 102:xxx::x/64 secondary
device(config-if-eth-0/2)#
device# configure terminal
device(config)# interface port-channel 5
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device(config-if-po-5)# ipv6 address 102:xxx::x/64 secondary
device(config-if-po-5)#
device# configure terminal
device(config)# interface ve 50
device(config-if-ve-50)# ipv6 address 102:xxx::x/64 secondary
device(config-if-ve-50)#
device# configure terminal
device(config)# interface ethernet 0/2
device(config-if-eth-0/2)# subinterface vlan 50
device(config-subif-eth-0/2.50)# ipv6 address 102:xxx::x/64 secondary
device(config-subif-eth-0/2.50)#
device# configure terminal
device(config)# interface port-channel 4
device(config-if-po-4)# subinterface vlan 75
device(config-subif-po-4.75)# ipv6 address 102:xxx::x/64 secondary
device(config-subif-po-4.75)#

IPv6 Management
Ping and Traceroute are both network diagnostic tools, but they serve different
purposes and provide different insights into network connectivity. You use Ping to
check if a host is up, quickly test latency, or verify DNS name resolution. You use
Traceroute to troubleshoot slow or dropped connections, determine if a specific hop
or route is causing issues, or map the path from source to destination.

Note
On the management interface of an Extreme ONE OS device, the IPv6 routing
functionality is not enabled.

IPv6 Ping
The ping ipv6 command verifies connectivity from an Extreme ONE OS device to an
IPv6 destination on a TCP/IP network. This command is a diagnostic tool used to test
connectivity between your device and another network host. It tells you whether the
target is reachable and how long it takes to respond.

This command sends a specified number of pings with configured parameters to
the specified IPv6 destination device. Optional parameters include the datagram size,
interface name, source address, time (in seconds) to wait for a response, and VRF
instance name.

A ping displays information for the device as soon as the information is received. This
includes the number of packets transmitted and received, percentage of packets lost,
and elapsed time.

You can specify that the device display up to 1000 transmissions (pings). The range is 1
through 1000.

For more information about the command, including examples, see the Extreme ONE
OS Switching Command Reference.
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IPv6 Traceroute
The traceroute ipv6 command displays the path of network packets from a Extreme
ONE OS device to an IPv6 host. Traceroute is a network diagnostic tool used to track
the path that packets take from your device to a destination IP address or hostname.
It shows each hop (router or gateway) that the packet goes through to help identify
where delays or failures occur in the network.

A traceroute displays information for each hop as soon as the information is received.
Optional parameters include the interface name, minimum and maximum Time to
Live (TTL) values in a number of hops, source address, time (in seconds) to wait for a
response, and VRF instance name.

The device displays up to three responses when there are multiple equal-cost routes to
the destination.

For more information about the command, including examples, see the Extreme ONE
OS Switching Command Reference.

IPv6 Neighbor Discovery
The Neighbor Discovery feature for IPv6 uses IPv6 ICMP messages to perform the
following tasks:
• Determine the link-layer address of a neighbor on the same link.
• Verify that a neighbor is reachable.
• Track neighbor routers.

An IPv6 host is required to listen for and recognize the following addresses that identify
itself:
• Link local address
• Assigned unicast address
• Loopback address
• All-nodes multicast address
• Solicited node multicast address
• Multicast address to all other groups to which it belongs

IPv6 Neighbor Discovery features that you can adjust include the following:
• Neighbor solicitation messages for duplicate address detection.
• Router advertisement messages:

◦ Interval between router advertisement messages.
◦ Value that indicates a router is advertised as a default router (for use by all nodes

on a link).
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◦ Prefixes advertised in router advertisement messages.
◦ Flags for host stateful autoconfiguration.

Note
For all solicitation and advertisement messages, Extreme ONE OS uses
seconds as the unit of measure instead of milliseconds.

Note
Neighbor Discovery is not supported on tunnel interfaces.

About Router Advertisement and Solicitation Messages
Router advertisement and solicitation messages enable a node on a link to discover the
routers on the same link.

Each configured router interface on a link sends out a router advertisement message
(which has a value of 134 in the Type field of the ICMP packet header) periodically to the
all-nodes link local multicast address (FF02::1).

A configured router interface can also send a router advertisement message in
response to a router solicitation message from a node on the same link. This message is
sent to the unicast IPv6 address of the node that sent the router solicitation message.

At system startup, a host on a link sends a router solicitation message to the all-routers
multicast address (FF01). Sending a router solicitation message (which has a value of
133 in the Type field of the ICMP packet header) lets the host automatically configure
its IPv6 address immediately instead of awaiting the next periodic router advertisement
message.

Because a host at system startup typically does not have a unicast IPv6 address,
the source address in the router solicitation message is usually the unspecified IPv6
address (0:0:0:0:0:0:0:0). If the host has a unicast IPv6 address, the source address is the
unicast IPv6 address of the host interface sending the router solicitation message.

Configuring IPv6 Router Advertisement

You can configure the interval for sending router advertisements, the router
advertisement lifetime, the hop limit, and several other settings. As a best practice,
ensure that the interval between router advertisement transmission is less than or
equal to the router lifetime value if the router is advertised as a default route.

IPv6 router advertisement has the following limitations or unsupported features:
• RFC 6104 Rogue IPv6 Router Advertisement Problem Statement
• RFC 6105 IPv6 Router Advertisement Guard
• RFC 6106 IPv6 Router Advertisement Options for DNS Configuration
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• Origination of router solicitation
• IPV4 router advertisement

1. Access global configuration mode.
device# configure terminal

2. Access interface configuration mode.
device# interface ethernet 0/1

3. Access IPv6 router advertisement configuration mode.
device(config-if-eth-0/1)# ipv6-router-advertisement

4. (Optional) Configure the allowed maximum number of hops for the IPv6 router
advertisement.
device(config-if-eth-0/1-ipv6-router-advertisement)# hop-limit 133

The default hop limit is 64 hops.
5. (Optional) Configure the lifetime for the IPv6 router advertisement.

device(config-if-eth-0/1-ipv6-router-advertisement)# lifetime 200

The default lifetime is 1800 seconds. If you set the lifetime to 0, the router is not
advertised as a default router.

6. (Optional) Enable the managed address configuration flag for IPv6 router
advertisement.
device(config-if-eth-0/1-ipv6-router-advertisement)# managed-config-flag

The managed address configuration flag is disabled by default. When this feature
is enabled, the managed address configuration (M) flag is set in the router
advertisement. This flag indicates that there are addresses available via DHCPv6.

7. (Optional) Disable the transmission of unsolicited messages for IPv6 router
advertisement.
device(config-if-eth-0/1-ipv6-router-advertisement)# mode disable-unsolicited-ra

Transmission of unsolicited router advertisement messages is enabled by default.
8. (Optional) Enable the other configuration (O) flag for IPv6 router advertisement.

device(config-if-eth-0/1-ipv6-router-advertisement)# other-config

The O flag is disabled by default. When this feature is enabled, the O flag is set
in the advertised router advertisement. The O flag indicates that there is other
configuration available via DHCPv6 (such as DNS servers).

9. (Optional) Configure the maximum and minimum intervals for IPv6 router
advertisement.
device(config-if-eth-0/1-ipv6-router-advertisement)# interval 100 min 50

These are the intervals during which router advertisement messages are sent
randomly.

The maximum interval is 600 seconds by default. The minimum interval is .33 x
the maximum interval, if the maximum interval is nine seconds or more, by default
(otherwise, the default equals the maximum interval).
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10. Enable IPv6 router advertisement on the interface.
device(config-if-eth-0/1-ipv6-router-advertisement)# enable

11. Configure a prefix for IPv6 router advertisement.
device(config-if-eth-0/1-ipv6-router-advertisement)# prefix 100::1/64
device(config-if-ipv6-router-advertisement-prefix-100::1/64)# advertisement
device(config-if-ipv6-router-advertisement-prefix-100::1/64)# autoconfiguration
device(config-if-ipv6-router-advertisement-prefix-100::1/64)# onlink
device(config-if-ipv6-router-advertisement-prefix-100::1/64)# preferred-lifetime 5000
device(config-if-ipv6-router-advertisement-prefix-100::1/64)# valid-lifetime 10000

Advertisement is enabled by default. This makes the prefix get advertised.

Autoconfiguration is optional and is enabled by default. When autoconfiguration
is disabled, the prefix will not be used for stateless address configuration. This is
achieved by setting the autonomous address configuration bit for the prefix.

Onlink is optional and is enabled by default. When onlink is enabled, the prefix
is marked as being "on link" via the L flag bit for the prefix within a router
advertisement. This flag tells hosts that the prefix is reachable directly on the local
link. This means that packets to destinations within that prefix will be sent directly
(without going through a router).

The default values for preferred lifetime and valid lifetime are 604,800 seconds and
2,592,000 seconds respectively. The preferred lifetime value must not exceed the
valid lifetime value. The preferred lifetime is the length of time that the address
within the prefix remains in the preferred state, which means that unrestricted use
is allowed by upper-layer protocols. The valid lifetime is the length of time that the
prefix is valid relative to the time the packet was sent.

The following example displays the configuration of Ethernet interface 0/1 that
is running currently on the device. In this example, IPv6 router advertisement is
configured on the interface:
device# show running-config interface ethernet 0/1

!
interface ethernet 0/1
  ipv6 address 1111::10/64
  ipv6 neighbor 1111::1 00:04:96:eb:c4:51
  ipv6-router-advertisement
    hop-limit 133
    lifetime 200
    managed-config-flag
    mode disable-unsolicited-ra 
    other-config
    enable
    interval 100 min 50
    prefix 100::1/63
    prefix 100::1/64
      advertisement
      autoconfiguration
      onlink
      preferred-lifetime 5000
      valid-lifetime 10000
  !
  no shutdown
!
device# 
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The following example displays details about IPv6 router advertisement on Ethernet
interface 0/1:
device# show ipv6 router-advertisement interface ethernet 0/1

If Name: ethernet 0/1.0
ICMPv6 active timers:
  Last Router-Advertisement sent :0s
  Next Router-Advertisement sent in : 2s
Router-Advertisement parameters:
  Ra Enable flag : true
  Router lifetime field : 1800
  Periodic interval : 20 to 10 seconds
  Managed Address Configuration flag : true
  Other config flag : true
  RA Mode : disable_unsolicited_ra
  Current Hop Limit field : 0
  MTU option value : 1500
  Reachable Time field : 1200
device# 

About Duplicate Address Detection
Although the stateless auto configuration feature assigns the 64-bit interface ID
portion of an IPv6 address using the MAC address of the host’s NIC, duplicate MAC
addresses can occur. Therefore, the duplicate address detection feature verifies that a
unicast IPv6 address is unique before it is assigned to a host interface by the stateless
auto configuration feature. Duplicate address detection (DAD) verifies that a unicast
IPv6 address is unique.

If duplicate address detection identifies a duplicate unicast IPv6 address, the address
is not used. If the duplicate address is the link local address of the host interface, the
interface stops processing IPv6 packets.

In the DAD NS message, the source address field in the IPv6 header is set to the
unspecified address (::). The address being queried for duplication cannot be used until
it is determined that there are no duplicates. In the neighbor advertisement (NA) reply
to a DAD NS message, the destination address in the IPv6 header is set to the link
local all-nodes multicast address (FF02::1). The Solicited flag in the NA message is set to
0. Because the sender of the DAD NS message is not using the desired IP address, it
cannot receive unicast NA messages. Therefore, the NA message is multicast.

Upon receipt of the multicast NA message with the target address field set to the
IP address for which duplication is being detected, the node disables the use of the
duplicate IP address on the interface. If the node does not receive an NA message that
defends the use of the address, it initializes the address on the interface.

Configuring a Static Neighbor Entry for an Interface
A static entry in the IPv6 Neighbor Discovery (ND) cache ensures that an IPv6 neighbor
is always reachable. You can create a static ND entry for a device that is not yet
connected to the network or to prevent an entry from aging out. You can configure
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static ND entries for Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces
as well as Ethernet and port channel subinterfaces.

1. Access global configuration mode.
device# configuration terminal

2. Specify the interface to contain the static ND entry.
device(config)# interface ethernet 0/1

3. Create the static ND entry for the neighbor.
device(config-if-eth-0/1)# ipv6 neighbor 2001:db8:2678::2 0000.002b.8641

The example above adds a static ND entry for a neighbor with IPv6 address
2001:db8:2678::2 and MAC address aa:aa:aa:aa:aa:aa, reachable through
physical port ethernet 0/1.

The following example displays the configuration of Ethernet interface 0/1 that is
running currently on the device. In this example, the ND IPv6 address and MAC address
on the interface are set to 2001:db8:2678::2 and aa:aa:aa:aa:aa:aa respectively:
device# show running-config interface ethernet 0/1

interface ethernet 0/1
  ipv6 address 2001:DB8:1::1
  ipv6 neighbor 2001:db8:2678::2 aa:aa:aa:aa:aa:aa
  no shutdown
!
device#

The following examples show how to configure static ND entries for Ethernet, port
channel (LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet and port channel
subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# ipv6 neighbor 2001:db8:2678::2 aa:aa:aa:aa:aa:aa 
device(config-if-eth-0/1)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# ipv6 neighbor 2001:db8:2678::3 aa:aa:aa:aa:aa:ab
device(config-if-po-10)#
device# configure terminal
device(config)# interface ve 100
device(config-if-ve-100)# ipv6 neighbor 2001:db8:2678::4 aa:aa:aa:aa:aa:ac
device(config-if-ve-100)#
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# subinterface vlan 100
device(config-subif-eth-0/1.100)# ipv6 neighbor 2001:db8:2678::5 aa:aa:aa:aa:aa:ad
device(config-subif-eth-0/1.100)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# subinterface vlan 200
device(config-subif-po-10.200)# ipv6 neighbor 2001:db8:2678::6 aa:aa:aa:aa:aa:ae
device(config-subif-po-10.200)#
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Configuring Reachable Time for Remote IPv6 Nodes
You can configure the duration (in seconds) that a router considers a remote IPv6
node to be reachable. You can configure neighbor discovery (ND) reachable time for
Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces as well as Ethernet
and port channel subinterfaces.

To do so, you use the ipv6 neighbor reachable-time command to configure
the ND IPv6 neighbor reachable-time configuration on an interface. ND establishes
correspondences between pairs of network-layer (Layer 3) addresses and LAN hardware
addresses (Layer 2 MAC addresses).

Router advertisement messages include a reachable time value. All nodes on a link use
the same value.

Reachable time is how long a device considers another device to be reachable after
successfully contacting it without re-verifying its presence. When a device sends traffic
to a neighbor and receives a response, it marks that neighbor as reachable.

The reachable time is a timer that specifies how long the entry stays in the reachable
state before the device must probe or refresh the neighbor information. If no
additional communication happens during the reachable time, the device transitions
the neighbor entry to a stale state and eventually needs to verify it again using an ND
request.

Extreme Networks recommends that you configure a long duration, because a
short duration causes IPv6 network devices to process the information at a greater
frequency.

1. Access global configuration mode.
device# configuration terminal

2. Access interface configuration mode.
device(config)# interface ethernet 0/1

3. Configure the reachable time.
device(config-int-eth-0/1)# ipv6 neighbor reachable-time 300

The range is 30 to 3600 seconds. The default is 1200 seconds.

Note
The actual reachable time ranges from 0.5 to 1.5 times the configured or
default value.

The following examples show how to configure IPv6 neighbor reachable time on
Ethernet, port channel (LAG), and Virtual Ethernet (VE) interfaces as well as on Ethernet
and port channel subinterfaces respectively:
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# ipv6 neighbor reachable-time 300
device(config-if-eth-0/1)#
device# configure terminal
device(config)# interface port-channel 10
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device(config-if-po-10)# ipv6 neighbor reachable-time 600
device(config-if-po-10)#
device# configure terminal
device(config)# interface ve 100
device(config-if-ve-100)# ipv6 neighbor reachable-time 1500
device(config-if-ve-100)#
device# configure terminal
device(config)# interface ethernet 0/1
device(config-if-eth-0/1)# subinterface vlan 100
device(config-subif-eth-0/1.100)# ipv6 neighbor reachable-time 2500
device(config-subif-eth-0/1.100)#
device# configure terminal
device(config)# interface port-channel 10
device(config-if-po-10)# subinterface vlan 200
device(config-subif-po-10.200)# ipv6 neighbor reachable-time 3600
device(config-subif-po-10.200)#

The following example displays the configuration of Ethernet interface 0/1 that is
running currently on the device. In this example, the IPv6 neighbor reachable time
is set to 300 seconds on the interface:
device# show running-config interface ethernet 0/1

interface ethernet 0/1
  mtu 1600
  ipv6 neighbor reachable-time 300
  no shutdown
!
device#

Displaying Global IPv6 Information
You can use show commands to display information about IPv6 interfaces, neighbors,
and route tables.

1. Display IPv6 interface information.
device# show ipv6 interface brief

L3 Interface     IPv6-Address      Vrf            Admin status Oper status Address 
status
================ ================= ============== ============ =========== 
==============
Eth 0/9:3.1332   2001:1:1:535::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.2399   2001:1:1:960::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.3054   2001:1:1:bef::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.3254   2001:1:1:cb7::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.523    2001:1:1:20c::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.2044   2001:1:1:7fd::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.2563   2001:1:1:a04::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.520    2001:1:1:209::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.2109   2001:1:1:83e::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.3328   2001:1:1:d01::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.3798   2001:1:1:ed7::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.2148   2001:1:1:865::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.312    2001:1:1:139::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.695    2001:1:1:2b8::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.720    2001:1:1:2d1::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.760    2001:1:1:2f9::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.1166   2001:1:1:48f::2   default-vrf    UP           UP          PREFERRED
Eth 0/9:3.1641   2001:1:1:66a::2   default-vrf    UP           UP          PREFERRED

Displaying Global IPv6 Information IPv6 Addressing

42 Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide



Eth 0/9:3.2086   2001:1:1:827::2   default-vrf    UP           UP          PREFERRED
device# 

2. Display IPv6 neighbor information for an interface.
device# show ipv6 neighbor interface ve 822

-----------

Interface Name:  _bridge_domain 822

IP Address                 MAC Address         Type      Interface  L2 
Interface        Age
========================== =================== ========= ========== 
=================== =========

2001:1:1:337::1            00:04:96:eb:c4:51   Local     ve 822     
-                   2h17m3s

2001:1:1:337::10           00:10:94:00:07:1d   Dynamic   ve 822     port-channel 
1.822  15m19s

2001:1:1:337::40           00:10:94:00:46:b3   MLAG      ve 822     port-channel 
1.822  2h7m1s

2001:1:1:337::60           00:10:94:00:56:b1   MLAG      ve 822     port-channel 
1.822  2h6m45s

2001:1:1:337::90           00:10:94:00:66:af   MLAG      ve 822     port-channel 
1.822  1h22m9s

fe80::204:96ff:feeb:c451   00:04:96:eb:c4:51   Local     ve 822     
-                   2h17m3s
device# 

3. Display the IPv6 neighbor discovery protocol (NDP) entries in the neighbor caches.
device# show ipv6 neighbor vrf default-vrf

vrf :default-vrf
---------------
Total number of neighbor entries: 4

Ipv6 address    Mac-address         Type       Interface        L2 Interface      Age
============    =================   =======    ==============   ==============    =====
1111::1         aa:aa:aa:aa:aa:aa   Dynamic    ethernet 0/1:1   ethernet 0/1:1   17m35s
1112::2         bb:bb:bb:bb:bb:bb   Static     ethernet 0/1:1   ethernet 0/1:1   17m37s
1113::3         cc:cc:cc:cc:cc:cc   Dynamic    ethernet 0/1:3   ethernet 0/1:3   17m40s
1114::4         dd:dd:dd:dd:dd:dd   Static     ve 100           ethernet 0/1:4   
17m42s 
device# 

4. Display the IPv6 route table.
device# show ipv6 route vrf default-vrf

 Resilient Hash: Disabled
Ecmp Max Path: 128
Total number of IPv6 routes: 26, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
1001::/64, attached, [0/0], tag 0, 1m12s
  via direct, ethernet 0/1:1
1001::1/128, local, [0/0], tag 0, 1m12s
  via direct, ethernet 0/1:1
2001::/64, attached, [0/0], tag 0, 1m4s
  via direct, ethernet 0/1:2.200
2001::1/128, local, [0/0], tag 0, 1m4s

IPv6 Addressing Displaying Global IPv6 Information
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  via direct, ethernet 0/1:2.200
3001::/64, attached, [0/0], tag 0, 17s
  via direct, ve 100
3001::1/128, local, [0/0], tag 0, 17s
device# 

Clearing Global IPv6 Information
You can use clear commands to remove IPv6 neighbor discovery information and IPv6
routes.

1. Clear the IPv6 neighbor discovery cache on an interface.
device# clear ipv6 neighbor interface ethernet 0/1

2. Clear the IPv6 neighbor discovery cache on a VRF.
device# clear ipv6 neighbor vrf default-vrf

3. Clear the IPv6 routing tables on a VRF.
device# clear ipv6 route vrf default-vrf

Clearing Global IPv6 Information IPv6 Addressing
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IPv4 Static Routing
About IPv4 Static Routing on page 45
About IPv4 Static Route Availability on page 46
About Default VRF and User-Defined VRFs on page 46
About BFD for Layer 3 Protocols on page 48
Configuring a Basic IPv4 Static Route on page 50
Configuring a BFD session for an IPv4 static route on page 50
Disabling Recursive Lookup for an IPv4 Static Route on page 52
Adding a Cost Metric or Administrative Distance to an IPv4 Static
Route on page 52
Configuring an IPv4 Static Route to Use with a Route Map on page 53
Configuring an IPv4 Null Static Route on page 53
Configuring a Default IPv4 Static Route on page 55
Configuring IPv4 Static Routes for Load Sharing and Redundancy on page 55
Removing an IPv4 Static Route on page 57
Displaying IPv4 Static Route Information on page 58

The following topics describe how to configure IPv4 static routing.

About IPv4 Static Routing
Static routes can be used to specify desired routes, backup routes, or routes of last
resort. Static routing can help provide load balancing .

The IPv4 route table can receive routes from several sources, such as static routes,
directly connected networks, OSPF, and BGP4.

Static routes are manually configured entries in the IPv4 routing table. Next hop
functionality only supports IP addresses, not interfaces like Ethernet, Port Channel (PO),
or Virtual Ethernet (Ve) interfaces.

You can influence the preference that a route is given:
• Configure a route metric higher than the default metric
• Give the route an administrative distance
• Specify a route tag for use with a route map

Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide 45



Static routes can be configured to serve as any of the following:
• Default routes
• Primary routes
• Backup routes
• Null routes (for dropping traffic intentionally when the desired connection fails)
• Alternate routes to the same destination (to help load balance traffic)

About IPv4 Static Route Availability
IPv4 static routes remain in the IP route table only as long as the port or virtual
interface used by the route is available and the next hop IP address is valid.

If the interface is not available and the next hop IP address is invalid, the software
removes the static route from the route table. When the port or VE interface becomes
available and the next hop is valid, the software adds the route to the route table.

This feature allows the router to adjust to changes in network topology. The router does
not continue trying to use routes on unavailable paths. Instead, it uses routes only when
their paths are available.

In the following example, a static route is configured on Switch A:

Figure 2: Example of static route

In the example, the static route to the 207.95.7.0 destination is configured as follows.
207.95.6.157 is used as the next hop gateway:
device(config-vrf-default-vrf)# static-route 207.95.7.0/24 207.95.6.157
device(config-vrf-default-vrf)#

When you configure a static IP route, you specify the destination address for the route
and the next hop gateway or Layer 3 interface through which the Layer 3 device can
reach the route. The device adds the route to the IP route table. In this case, Switch
A knows that 207.95.6.157 is reachable through port 1/2 and also assumes that local
interfaces in that subnet are on the same port. Switch A deduces that IP interface
207.95.7.7 is also on port 1/2.

About Default VRF and User-Defined VRFs

You can use two types of VRF: the default VRF and user-defined VRFs.

About IPv4 Static Route Availability IPv4 Static Routing
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Default VRF: The default VRF (always named default-vrf in the system) is used for
general routing and is the primary VRF for most network traffic. It exists automatically
on the device without any specific configuration. It acts as the device's global routing
table. Interfaces are assigned to the default VRF unless explicitly moved to a user-
defined VRF. Routes and interfaces in the default VRF are separate from those in user-
defined VRFs, which prevents route leakage unless explicitly configured otherwise.

User-Defined VRFs: User-defined VRFs are created by administrators to isolate specific
network traffic or services. Each VRF has an independent routing table and forwarding
rules and is used to segregate and manage traffic for different departments, customers,
or services in the same physical network infrastructure. They offer granular control
over routing policies, interfaces, and security. They also offer flexibility and isolation for
specialized network configurations, such as:
• Creating virtual networks to separate tenants or virtual networks on the same

physical infrastructure
• Isolating services or applications (for example, web servers and database servers)

onto their VRFs
• Providing a sandboxed environment for testing and development

The VRF handles general network operations, while user-defined VRFs provide
customized isolation and routing for specific needs.

Following is an example of the default VRF after configuration:
device# show running-config vrf default-vrf

  member loopback 1-2
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 201.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 202.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 201.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
device#

Following is an example of a user-defined VRF named uservrf1 after configuration:
device# show running-config vrf uservrf1

  member ethernet 0/1:1
  member ethernet 0/1:2
  member ethernet 0/1:3
  member ethernet 0/1:4
  member port-channel 1 vlan 1-60
  member port-channel 2 vlan 61-120
  member port-channel 3 vlan 121-180
  member port-channel 4 vlan 181-240
  static-route 201.0.55.0/24 11.1.56.1 enable-bfd profile default
  static-route 2003:1:6:1::/64 1004:1:6:1::1 enable-bfd profile default
  static-route 2003:1:13:1::/64 1004:1:13:1::1 enable-bfd profile default
  static-route 200.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 201.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 202.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 2000:1:2xx:1::/64 1001:1:23:1::1 enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:21:1::1 enable-bfd profile default
  static-route 200.0.xx.0/24 192.x.x.x enable-bfd profile default

IPv4 Static Routing About Default VRF and User-Defined VRFs
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  static-route 202.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 202.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 203.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 2001:1:xx:1::/64 1002:1:26:1::1 enable-bfd profile default
  static-route 201.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 203.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:26:1::1 enable-bfd profile default
  static-route 2002:1:2x:1::/64 1003:1:2d:1::1 enable-bfd profile default
  static-route 2003:1:1f:1::/64 1004:1:1f:1::1 enable-bfd profile default
  static-route 202.0.45.0/24 12.1.46.1 enable-bfd profile default
  static-route 2002:1:12:1::/64 1003:1:12:1::1 enable-bfd profile default
  static-route 200.0.51.0/24 192.x.x.x enable-bfd profile default
  static-route 200.0.59.0/24 192.x.x.x enable-bfd profile default
  static-route 2002:1:39:1::/64 1003:1:39:1::1 enable-bfd profile default
  static-route 2003:1:33:1::/64 1004:1:33:1::1 enable-bfd profile default
  static-route 2003:1:38:1::/64 1004:1:38:1::1 enable-bfd profile default
  static-route 201.0.34.0/24 11.1.35.1 enable-bfd profile default
  static-route 203.0.32.0/24 13.1.33.1 enable-bfd profile default
  static-route 2000:1:a:1::/64 1001:1:a:1::1 enable-bfd profile default
  static-route 2000:1:b:1::/64 1001:1:b:1::1 enable-bfd profile default
  static-route 203.0.2.0/24 13.1.3.1 enable-bfd profile default
  static-route 200.0.28.0/24 10.1.29.1 enable-bfd profile default
  static-route 2003:1:a:1::/64 1004:1:a:1::1 enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:11:1::1 enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:32:1::1 enable-bfd profile default
device# 

About BFD for Layer 3 Protocols
Layer 3 protocols can use Bidirectional Forwarding Detection (BFD) for rapid failure
detection in the forwarding path between two adjacent routers, including the
interfaces, data links, and forwarding planes.

BFD can be configured for use with the following protocols:
• OSPFv2
• OSPFv3
• IS-IS
• BGP4
• BGP4+
• Static Route

BFD must be enabled at the interface and routing protocol levels. BFD asynchronous
mode depends on the sending of BFD control packets between two systems to
activate and maintain BFD neighbor sessions between routers. Therefore, BFD must
be configured on both BFD peers.

A BFD session is created after BFD is enabled on the interfaces and at the router level
for the appropriate routing protocols. BFD timers are then negotiated, and the BFD
peers begin to send BFD control packets to each other at the negotiated interval.

BFD provides one point of forwarding path monitoring when more than one Layer 3
application wants to monitor a host. BFD runs a session for that host and provides
the status to multiple applications, instead of multiple applications running individual
sessions to the host.

About BFD for Layer 3 Protocols IPv4 Static Routing
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By sending rapid failure detection notices to the routing protocols in the local device
to initiate the routing table recalculation process, BFD contributes to greatly reducing
overall network convergence time.

Note
BFD, IS-IS, and OSPF stop operating when Rapid Spanning Tree Protocol
(RSTP) path-cost changes are made to the Alt Discarding port on the switch.

The following figure shows the establishment of a BFD session where OSPF discovers
a neighbor and sends a request to BFD requesting that a BFD neighbor session be
created with the OSPF neighbor router.

1. OSPF discovers a neighbor.
2. OSPF requests that the local BFD process initiate a BFD neighbor session with the

OSPF neighbor router.
3. A BFD neighbor session is established with the OSPF neighbor router.

Figure 3: Establishing a BFD neighbor session

The following figure shows the termination of a BFD neighbor session after a failure
occurs in the network.

1. A network failure occurs.
2. The BFD session with the OSPF neighbor router is torn down.
3. BFD notifies the local OSPF process that the BFD neighbor is not reachable.
4. The local OSPF process tears down the OSPF relationship and starts reconverging.

Figure 4: Terminating a BFD neighbor session

IPv4 Static Routing About BFD for Layer 3 Protocols
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Configuring a Basic IPv4 Static Route
To configure a basic IPv4 static route, you specify the IPv4 destination address, the
address mask, and the IPv4 address of the next hop.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter the IP address and prefix length for the route destination network and the IP
address for the next hop.
device(config-vrf-default-vrf)# static-route 192.x.x.x/24 10.x.x.x

Note
Prefix lengths must be used as part of the address. Network masks cannot
be used. The prefix length of /8 is equivalent to a network mask of 255.0.0.0.
The prefix length of /24 (equivalent to the mask 255.255.255.0) matches all
hosts in the Class C subnet address in the destination IP address.

Configuring a BFD session for an IPv4 static route
An IPv4 static route is associated with a static Bidirectional Forwarding Detection (BFD)
session when the next hop for the static route matches the neighbor address of the
static BFD neighbor, and BFD monitoring is enabled for the static route.

When static BFD is configured, the static route manager checks the routing table for
a route to the BFD neighbor. If a route exists and the next hop is directly connected, a
single-hop session is created. If the next hop is not directly connected, a multihop BFD
session is created.

When the BFD session is up, a corresponding static route is added to the routing
table. When the BFD session that monitors the static route goes down because the
BFD neighbor is not reachable, static routes are removed from the routing table. These
removed routes are replaced in the routing table when the BFD neighbor is reachable.

To use BFD for an IPv4 static route, you configure the static route and the
corresponding static BFD separately.

1. Access global configuration mode.
device# configure terminal

2. Access BFD configuration mode.
device(config)# bfd

3. Create a BFD profile.
device(config-bfd)# profile profile1

device(config-bfd)# member
  ethernet      Ethernet
  loopback      Interface Loopback Port
  port-channel  Port-channel
  ve            Ve

Configuring a Basic IPv4 Static Route IPv4 Static Routing
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device(config-bfd)# member ethernet 0/1
  profile   Add default profile for sessions under this interface
  shutdown  Administratively shutdown the BFD session
device(config-bfd)#

Note
• If no BFD profile is configured for a static route, the profile configured for

the BFD member interface is used.
• If BFD profiles are configured for both the static route and the member

interface, the one with the shorter detection time takes precedence.

4. Configure the interval (the desired rate at which to send BFD control packets to the
neighboring system).
device(config-bfd-profile-profile1)# interval 5000 min-rx 10000 multiplier 4

5. Return to global configuration mode.
device(config-bfd-profile-profile1)# exit
device(config-bfd)# exit

6. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

7. Enter the IP address, prefix length for the route destination network, the IP address
for the next hop, and the BFD profile.
device(config-vrf-default-vrf)# static-route 192.x.x.x/24 x.x.x.y enable-bfd profile 
profile1

Note
Prefix lengths must be used as part of the address. Network masks cannot
be used. The prefix length of /8 is equivalent to a network mask of 255.0.0.0.
The prefix length of /24 (equivalent to the mask 255.255.255.0) matches all
hosts in the Class C subnet address in the destination IP address.

The following is a configuration example for the " bfd-source-interface " option, which is
used for multihop BFD:
device(config-vrf-default-vrf)#  static-route 10.x.x.x/24 x.x.x.x enable-bfd
  <cr>
  bfd-source-interface  Bfd source interface
  description           Description for the prefix
  profile               Bfd profile
device(config-vrf-default-vrf)#  static-route 10.x.x.x/24 x.x.x.x enable-bfd bfd-source-
interface
  loopback  Loopback
device(config-vrf-default-vrf)#  static-route 10.x.x.x/24 x.x.x.x enable-bfd bfd-source-
interface loopback 1
  <cr>
  description  Description for the prefix
  profile      Bfd profile
device(config-vrf-default-vrf)#  static-route 10.x.x.x/24 x.x.x.x enable-bfd bfd-source-
interface loopback 1 profile default
  <cr>
  description  Description for the prefix
device(config-vrf-default-vrf)#

IPv4 Static Routing Configuring a BFD session for an IPv4 static route
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Disabling Recursive Lookup for an IPv4 Static Route
The recursive lookup feature allows a device to search for another route if the original
next hop is not reachable. This feature is enabled by default.

If the next hop for a basic static route is directly reachable, it is added to the routing
table. If that next hop is not reachable, the device can perform a lookup for another
route (a recursive route). You can disable the recursive lookup feature in the default VRF
or in a non-default VRF.

Note
An original next-hop is not considered resolved if it is reachable through a
default route, such as 0.0.0.0/0.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf red

3. To disable recursive lookup, enter the following command.
device(config-vrf-red)# static-route 192.x.x.x/24 x.x.x.x no-recurse

This example disables recursive lookup in a VRF named red.

Adding a Cost Metric or Administrative Distance to an IPv4 Static Route
You can influence route preference by adding a cost metric or an administrative
distance to a static route.

The device replaces a static route if it receives a route to the same destination with a
lower administrative distance.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Designate the route destination, the next hop, and the route priority.

Option Description

Cost metric The value is compared to the metric for other static routes in the IPv4
route table to the same destination. Two or more routes to the same
destination with the same metric load will share traffic to the destination.
The value can be from 1 through 16. The default is 1. A route with a cost of
16 is considered unreachable.

Administrative
distance

This value is compared to the administrative distance of all routes to the
same destination. By default, static routes take precedence over learned
protocol routes. However, to give a static route a lower priority than a
dynamic route, give the static route the higher administrative distance.
The value is preceded by the keyword distance and can be from 1 to 254.
The default is 1. A value of 255 is considered unreachable.

Disabling Recursive Lookup for an IPv4 Static Route IPv4 Static Routing
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The following example configures a static route with an administrative distance of 10:
device(config-vrf-default-vrf)# static-route 10.x.x.x/24 10.x.x.x admin-distance 10
device(config-vrf-default-vrf)# 

The following example configures a static route with an administrative distance of 3:
device(config-vrf-default-vrf)# static-route 0.x.x.x/24 10.x.x.x admin-distance 3
device(config-vrf-default-vrf)# 

The following example configures a static route with a cost metric of 2:
device(config-vrf-default-vrf)# static-route 0.x.x.x/24 10.x.x.x metric 2
device(config-vrf-default-vrf)# 

Configuring an IPv4 Static Route to Use with a Route Map
You can configure a static route with a tag that can be referenced in a route map.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter the destination network IP address and prefix length, the set-tag keyword, a
tag number, and the next hop IP address.
device(config-vrf-default-vrf)# static-route 10.x.x.x/24 set-tag 9999 5.5.5.5

The tag "9999" in this example can be used in a route map.

Configuring an IPv4 Null Static Route
You can configure a null static route to drop packets to a certain destination. This is
useful when the traffic should not be forwarded if the preferred route is unavailable.

Note
You cannot add a null or interface based static route to a network if a static
route of any type exists with the same metric you specify for the null or
interface based route.

The following figure depicts how a null static route works with a standard route to the
same destination:

IPv4 Static Routing
Configuring an IPv4 Static Route to Use with a Route

Map
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Figure 5: Null route and standard route to same destination

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Configure the preferred route to a destination.
device(config-vrf-default-vrf)# static-route 192.x.x.x/24 192.y.y.y

This example creates a static route to destination network addresses that have an
IP address beginning with 192.168.7.0. These destinations are routed through the
next-hop gateway 192.168.6.157. The route carries the default metric of 1.

4. Configure the null route to the same destination, followed by the keyword null, a
space, and a zero. Also specify a metric value of 2 (which is higher than the default
metric of 1 as described above).
device(config-vrf-default-vrf)# static-route 192.168.7.0/24 null 0 metric 2

The example above creates a null static route to the same destination. The metric
is set higher so that the preferred route is used if it is available. When the preferred
route becomes unavailable, the null route is used, and traffic to the destination is
dropped.

Configuring an IPv4 Null Static Route IPv4 Static Routing

54 Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide



The following example summarizes the commands in this procedure:
device# configure terminal
device(config)# vrf default-vrf
device(config-vrf-default-vrf)# static-route 192.x.x.x/24 192.x.x.x
device(config-vrf-default-vrf)# static-route 192.x.x.x/24 null 0 metric 2
device(config-vrf-default-vrf)# 

Configuring a Default IPv4 Static Route
A router uses a default static route when there are no other default routes to a
destination.

You cannot create a default route to a Virtual Ethernet (VE) or physical interface.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter the destination route and prefix length (0.0.0.0/0) followed by a valid next hop
IP address.
device(config-vrf-default-vrf)# static-route 0.0.0.0/0 10.x.x.x

The following example configures a default route that is a null route:
device# configure terminal
device(config)# vrf default-vrf
device(config-vrf-default-vrf)# static-route 0.0.0.0/0 null 0
device(config-vrf-default-vrf)#

Configuring IPv4 Static Routes for Load Sharing and Redundancy
You can configure multiple static routes to the same destination as load sharing or
backup routes.

If you configure more than one static route to the same destination with different next
hop gateways but the same metrics, the device load balances among the routes by
using a basic round robin method.

If you configure multiple static IP routes to the same destination with different next
hop gateways and different metrics, the device uses the route with the lowest metric.
If this route becomes unavailable, the device fails over to the static route with the next
lowest metric.

IPv4 Static Routing Configuring a Default IPv4 Static Route
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Figure 6: Two static routes to same destination

Note
You can also use administrative distance to set route priority. Assign the static
route a lower administrative distance than other types of routes, unless you
want the other route types to be preferred over the static route.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter multiple routes to the same destination using different next hops.
device(config-vrf-default-vrf)# static-route 10.128.2.0/24 10.157.22.1
device(config-vrf-default-vrf)# static-route 10.128.2.0/24 10.111.10.1
device(config-vrf-default-vrf)# static-route 10.128.2.0/24 10.1.1.1

The example above creates three next hop gateways to the destination. Traffic
alternates among the three paths through next-hop 10.157.22.1, next hop 10.111.10.1,
and next hop 10.1.1.1.

Configuring IPv4 Static Routes for Load Sharing and
Redundancy IPv4 Static Routing
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4. To prioritize the routes, use different metrics for each possible next hop.
device(config-vrf-default-vrf)# static-route 10.x.x.x/24 10.157.22.1
device(config-vrf-default-vrf)# static-route 10.xx.x.x/24 10.x.x.x metric 2
device(config-vrf-default-vrf)# static-route 10.xx.x.x/24 10.x.x.x metric 3

The example above creates three alternate routes to the destination. The primary
next hop is 10.157.22.1, which has the default metric of 1 (the default metric is not
entered in the CLI). If this path is not available, traffic is directed to 10.111.10.1, which
has the next lowest metric of 2. If the second path fails, traffic is directed to 10.1.1.1,
which has a metric of 3.

Removing an IPv4 Static Route
Use the no form of the static-route command to remove an IPv4 static route.

1. (Optional) View configured routes and confirm parameters.
device# show ipv4 route vrf default-vrf 

Resilient Hash: Enabled
Ecmp Max Path: 128
Total number of IPv4 routes: 13, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
1.1.1.0/24, attached, [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:1
1.1.1.1/32, , [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:1
1.1.1.2/32, ARP, [3/0], tag 0, 5m58s
  via , ethernet 0/11:1, [00:16:3e:58:fb:20, ethernet 0/11:1.0]
2.2.2.0/24, attached, [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:2
2.2.2.1/32, , [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:2
2.2.2.2/32, static, [1/1], tag 0, 2m34s
  via 13.1.1.3, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
3.3.3.0/24, attached, [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:3
3.3.3.1/32, , [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:3
3.3.3.3/32, static, [1/1], tag 0, 2m34s
  via 13.1.1.3, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
10.x.x.x/32, ebgp, [20/0], tag 0, 5m32s
  via 1.1.1.2, ethernet 0/11:1, [00:16:3e:58:fb:20, ethernet 0/11:1]
  via 2.2.2.2, ethernet 0/11:2, [00:16:3e:58:fb:21, ethernet 0/11:2]
  via 3.3.3.2, ethernet 0/11:3, [00:16:3e:58:fb:22, ethernet 0/11:3]
20.x.x.x/24, attached, [0/0], tag 0, 5m57s
  via direct, ethernet 0/32:1
20.x.x.x/32, , [0/0], tag 0, 5m57s
  via direct, ethernet 0/32:1
30.3x.x.x/24, , [1/1], tag 0, 5m58s
  via 1.1.1.2, ethernet 0/11:1, [00:16:3e:58:fb:20, ethernet 0/11:1]
  via 2.2.2.2, ethernet 0/11:2, [00:16:3e:58:fb:21, ethernet 0/11:2]
  via 3.3.3.2, ethernet 0/11:3, [00:16:3e:58:fb:22, ethernet 0/11:3]
device# 

2. (Optional) Narrow the output to static routes only.
device# show ipv4 route vrf default-vrf static

Resilient Hash: Enabled
Ecmp Max Path: 128
Total number of IPv4 routes: 8, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
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2.2.2.2/32, static, [1/1], tag 0, 2m34s
  via 13.1.1.3, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
3.3.3.3/32, static, [1/1], tag 0, 2m34s
  via 13.1.1.3, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
device#

3. Access global configuration mode.
device# configure terminal

4. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

5. Remove the static route, including the destination and next hop.
device(config-vrf-default-vrf)# no static-route 10.x.x.x/32 10.x.x.x>>no option to 
mention ethernet interface
  <cr>

You do not need to include cost metric, distance, or tag parameters.

Displaying IPv4 Static Route Information
You can use show commands to display information about configured IPv4 routes,
static routes, directly connected routes, routes configured for different protocols, the
cost associated with each route, and the time the route has been available.

1. Display the configured static routes.
device# show running-config vrf

vrf mgmt-vrf
  address-family ipv4 unicast
  address-family ipv6 unicast
vrf default-vrf
  address-family ipv4 unicast
  address-family ipv6 unicast
  static-route 1.x.x.x/24 2.2.2.2
  static-route 10:94::/64 set-tag 9999 interface ethernet 0/1 description this is a 
connected static route
  static-route 10:101::/64 set-tag 9999 55::55 admin-distance 5 metric 10 no-recurse 
description all parameters
  static-route 10:187::/64 55::55
  static-route 10.x.x.x/24 set-tag 9999 5.5.5.5 admin-distance 5 metric 10 no-recurse 
description all parameters
  static-route 10:1::/64 set-tag 100 null 0 description this is a drop route
  static-route 1.x.x.x/24 set-tag 9999 interface ethernet 0/1 description this is a 
connected static route
  static-route 1.x.x.x/24 set-tag 100 null 0 description this is drop route
  static-route 10:d7::/64 set-tag 9999 fe80::29 interface port-channel 25 admin-
distance 5 metric 10 description link-local nexthop
device# 

2. Display a list of active static routes and their connection times.
device# show ipv4 route vrf default-vrf static

Resilient Hash: Enabled
Ecmp Max Path: 128
Total number of IPv4 routes: 8, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
2.2.2.2/32, static, [1/1], tag 0, 2m34s
  via 13.x.x.x, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
3.3.3.3/32, static, [1/1], tag 0, 2m34s
  via 13.x.x.x, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
device#
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3. Display all active IP routes and their connection times.
device# show ipv4 route vrf default-vrf 

Resilient Hash: Enabled
Ecmp Max Path: 128
Total number of IPv4 routes: 13, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
1.1.1.0/24, attached, [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:1
1.1.1.1/32, , [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:1
1.1.1.2/32, ARP, [3/0], tag 0, 5m58s
  via , ethernet 0/11:1, [00:16:3e:58:fb:20, ethernet 0/11:1.0]
2.2.2.0/24, attached, [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:2
2.2.2.1/32, , [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:2
2.2.2.2/32, ARP, [3/0], tag 0, 5m57s
  via , ethernet 0/11:2, [00:16:3e:58:fb:21, ethernet 0/11:2.0]
3.3.3.0/24, attached, [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:3
3.3.3.1/32, , [0/0], tag 0, 5m58s
  via direct, ethernet 0/11:3
3.3.3.2/32, ARP, [3/0], tag 0, 5m58s
  via , ethernet 0/11:3, [00:16:3e:58:fb:22, ethernet 0/11:3.0]
10.x.x.x/32, ebgp, [20/0], tag 0, 5m32s
  via 1.1.1.2, ethernet 0/11:1, [00:16:3e:58:fb:20, ethernet 0/11:1]
  via 2.2.2.2, ethernet 0/11:2, [00:16:3e:58:fb:21, ethernet 0/11:2]
  via 3.3.3.2, ethernet 0/11:3, [00:16:3e:58:fb:22, ethernet 0/11:3]
20.x.x.x/24, attached, [0/0], tag 0, 5m57s
  via direct, ethernet 0/32:1
20.x.x.x/32, , [0/0], tag 0, 5m57s
  via direct, ethernet 0/32:1
30.3x.x.x/24, , [1/1], tag 0, 5m58s
  via 1.1.1.2, ethernet 0/11:1, [00:16:3e:58:fb:20, ethernet 0/11:1]
  via 2.2.2.2, ethernet 0/11:2, [00:16:3e:58:fb:21, ethernet 0/11:2]
  via 3.3.3.2, ethernet 0/11:3, [00:16:3e:58:fb:22, ethernet 0/11:3]
device# 

4. Display abbreviated information in the IPv4 routing table for all entries for the VRF
instance.
device# show ipv4 route vrf default-vrf brief

Total number of IPv4 routes: 5, Max Routes: Not Set
Type Codes - B:BGP L:Local O:OSPF D:Direct/Connected S:Static A: Arp
BGP  Codes - i:iBGP e:eBGP E:evpn
OSPF Codes - i:Inter Area 1:External Type 1 2:External Type 2
Hardware Status Codes - #:Failed
IP Prefix                Next Hop     Interface           Pref/Metric  Type  
----------------------- ------------- ----------------    ------------ ------
10.x.x.x/24            DIRECT          tunnel testtunnel  0 0/0         D     
10.x.x.x/24            DIRECT          tunnel testtunnel  1 0/0         D     
192.x.x.x/24           DIRECT          ethernet 0/1       0/0           D     
192.x.x.x/32           DIRECT          ethernet 0/1       0/0           L     
192.x.x.x/24           10.x.x.x        tunnel testtunnel  0 20/0        Be    
device#
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IPv6 Static Routing
About IPv6 Static Routing on page 60
About IPv6 Static Route Availability on page 61
About Default VRF and User-Defined VRFs on page 61
Configuring a Basic IPv6 Static Route on page 63
CLI Commands for Configuring a BFD session for an IPv6 static
route on page 63
Disabling Recursive Lookup for an IPv6 Static Route on page 64
Adding a Cost Metric or Administrative Distance to an IPv6 Static
Route on page 65
Configuring an IPv6 Static Route to Use with a Route Map on page 65
Configuring an IPv6 Null Static Route on page 66
Configuring a Default IPv6 Static Route on page 67
Configuring IPv6 Static Routes for Load Sharing and Redundancy on page 68
Removing an IPv6 Static Route on page 70
Displaying IPv6 Static Route Information on page 71

The following topics describe how to configure IPv6 static routing.

About IPv6 Static Routing
Static routes can be used to specify desired routes, backup routes, or routes of last
resort. Static routing can help provide load balancing.

Static routes are manually configured entries in the IPv6 routing table. Next hop
functionality only supports IP addresses, not interfaces like Ethernet, Port Channel (PO),
or Virtual Ethernet (Ve) interfaces.

You can influence the preference a route is given:
• Configure a route metric higher than the default metric
• Give the route an administrative distance

Static routes can be configured to serve as any of the following:
• Default routes
• Primary routes
• Backup routes
• Null routes for intentionally dropping traffic when the desired connection fails
• Alternate routes to the same destination (to help load balance traffic)
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About IPv6 Static Route Availability
IPv6 static routes remain in the IP route table only as long as the port or virtual
interface used by the route is available and the next hop IP address is valid.

If the interface is not available and the next hop IP address is invalid, the software
removes the static route from the route table. When the port or VE interface becomes
available and the next hop is valid, the software adds the route to the route table.

This feature allows the router to adjust to changes in network topology. The router does
not continue trying to use routes on unavailable paths. Instead, it uses routes only when
their paths are available.

In the following example, a static route is configured on Switch A:

Figure 7: Example of static route

In the example, the static route to 2001:DB8::0/32 was configured as follows, using
2001:DB8:2343:0:ee44::1 as the next hop gateway.
device(config-vrf-default-vrf)# static-route 2001:DB8::0/32 2001:DB8:2343:0:ee44::1
device(config-vrf-default-vrf)#

When you configure a static IP route, you specify the destination address for the route
and the next hop gateway or Layer 3 interface through which the Layer 3 device can
reach the route. The device adds the route to the IP route table. In this case, Switch A
knows that 2001:DB8:2343:0:ee44::1 is reachable through port 1/2 and also assumes that
local interfaces in that subnet are on the same port. Switch A deduces that IP interface
2001:DB8::0/32 is also on port 1/2.

About Default VRF and User-Defined VRFs

You can use two types of VRF: the default VRF and user-defined VRFs.

Default VRF: The default VRF (always named default-vrf in the system) is used for
general routing and is the primary VRF for most network traffic. It exists automatically
on the device without any specific configuration. It acts as the device's global routing
table. Interfaces are assigned to the default VRF unless explicitly moved to a user-
defined VRF. Routes and interfaces in the default VRF are separate from those in user-
defined VRFs, which prevents route leakage unless explicitly configured otherwise.
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User-Defined VRFs: User-defined VRFs are created by administrators to isolate specific
network traffic or services. Each VRF has an independent routing table and forwarding
rules and is used to segregate and manage traffic for different departments, customers,
or services in the same physical network infrastructure. They offer granular control
over routing policies, interfaces, and security. They also offer flexibility and isolation for
specialized network configurations, such as:
• Creating virtual networks to separate tenants or virtual networks on the same

physical infrastructure
• Isolating services or applications (for example, web servers and database servers)

onto their VRFs
• Providing a sandboxed environment for testing and development

The VRF handles general network operations, while user-defined VRFs provide
customized isolation and routing for specific needs.

Following is an example of the default VRF after configuration:
device# show running-config vrf default-vrf

  member loopback 1-2
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 201.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 202.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 201.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 203.x.x.x/24 192.x.x.x enable-bfd profile default
device#

Following is an example of a user-defined VRF named uservrf1 after configuration:
device# show running-config vrf uservrf1

  member ethernet 0/1:1
  member ethernet 0/1:2
  member ethernet 0/1:3
  member ethernet 0/1:4
  member port-channel 1 vlan 1-60
  member port-channel 2 vlan 61-120
  member port-channel 3 vlan 121-180
  member port-channel 4 vlan 181-240
  static-route 201.0.55.0/24 11.1.56.1 enable-bfd profile default
  static-route 2003:1:6:1::/64 1004:1:6:1::1 enable-bfd profile default
  static-route 2003:1:13:1::/64 1004:1:13:1::1 enable-bfd profile default
  static-route 200.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 201.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 202.x.x.x/24 192.x.x.x enable-bfd profile default
  static-route 2000:1:2xx:1::/64 1001:1:23:1::1 enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:21:1::1 enable-bfd profile default
  static-route 200.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 202.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 202.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 203.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 2001:1:xx:1::/64 1002:1:26:1::1 enable-bfd profile default
  static-route 201.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 203.0.xx.0/24 192.x.x.x enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:26:1::1 enable-bfd profile default
  static-route 2002:1:2x:1::/64 1003:1:2d:1::1 enable-bfd profile default
  static-route 2003:1:1f:1::/64 1004:1:1f:1::1 enable-bfd profile default
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  static-route 202.0.45.0/24 12.1.46.1 enable-bfd profile default
  static-route 2002:1:12:1::/64 1003:1:12:1::1 enable-bfd profile default
  static-route 200.0.51.0/24 192.x.x.x enable-bfd profile default
  static-route 200.0.59.0/24 192.x.x.x enable-bfd profile default
  static-route 2002:1:39:1::/64 1003:1:39:1::1 enable-bfd profile default
  static-route 2003:1:33:1::/64 1004:1:33:1::1 enable-bfd profile default
  static-route 2003:1:38:1::/64 1004:1:38:1::1 enable-bfd profile default
  static-route 201.0.34.0/24 11.1.35.1 enable-bfd profile default
  static-route 203.0.32.0/24 13.1.33.1 enable-bfd profile default
  static-route 2000:1:a:1::/64 1001:1:a:1::1 enable-bfd profile default
  static-route 2000:1:b:1::/64 1001:1:b:1::1 enable-bfd profile default
  static-route 203.0.2.0/24 13.1.3.1 enable-bfd profile default
  static-route 200.0.28.0/24 10.1.29.1 enable-bfd profile default
  static-route 2003:1:a:1::/64 1004:1:a:1::1 enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:11:1::1 enable-bfd profile default
  static-route 2002:1:xx:1::/64 1003:1:32:1::1 enable-bfd profile default
device# 

Configuring a Basic IPv6 Static Route
Specify the IPv6 destination address, the address mask, and the IPv6 address of the
next hop.

Enable IPv6 on at least one interface by configuring an IPv6 address or explicitly
enabling IPv6 on that interface.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter the route destination IPv6 address in hexadecimal with 16-bit values between
colons, the address prefix length preceded by a slash, and the IPv6 address of the
next hop gateway.
device(config-vrf-default-vrf)# static-route 2001:DB8::0/32 2001:DB8:0:ee44::1

Note
The IPv6 address architecture is defined in RFC 2373.

CLI Commands for Configuring a BFD session for an IPv6 static route
An IPv6 static route is associated with a static Bidirectional Forwarding Detection (BFD)
session when the next hop for the static route matches the neighbor address of the
static BFD neighbor, and BFD monitoring is enabled for the static route.

When static BFD is configured, the static route manager checks the routing table for
a route to the BFD neighbor. If a route exists and the next hop is directly connected, a
single-hop session is created. If the next hop is not directly connected, a multihop BFD
session is created.

When the BFD session is up, a corresponding static route is added to the routing
table. When the BFD session that monitors the static route goes down because the
BFD neighbor is not reachable, static routes are removed from the routing table. These
removed routes are replaced in the routing table when the BFD neighbor is reachable.
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To use BFD for an IPv6 static route, you configure the static route and the
corresponding static BFD separately.

Note

1. Access global configuration mode.
device# configure terminal

2. Access BFD configuration mode.
device(config)# bfd

3. Create a BFD profile.
device(config-bfd)# profile profile1

4. Configure the interval (the desired rate at which to send BFD control packets to the
neighboring system).
device(config-bfd-profile-profile1)# interval 5000 min-rx 10000 multiplier 4

5. Return to global configuration mode.
device(config-bfd-profile-profile1)# exit
device(config-bfd)# exit

6. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

7. Enter the IP address, prefix length for the route destination network, the IP address
for the next hop, and the BFD profile.
device(config-vrf-default-vrf)# static-route 26.1.2.0/24 25.1.2.100 enable-bfd profile 
profile1

Note
Prefix lengths must be used as part of the address. For example, /24 is the
prefix length in the 26.1.2.0/24 address used in this step.

Disabling Recursive Lookup for an IPv6 Static Route
The recursive lookup feature allows a device to search for another route if the original
next-hop is not reachable. This feature is enabled by default.

If the next-hop for a basic static route is directly reachable, it is added to the routing
table. If that next hop is not reachable, the device can perform a lookup for another
route (a recursive route). You can enable the recursive lookup feature in the default VRF
or in a non-default VRF.

Note
An original next-hop is not considered resolved if it is reachable through a
default route, such as ::/0.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf red

Disabling Recursive Lookup for an IPv6 Static Route IPv6 Static Routing

64 Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide



3. To disable recursive lookup, enter the following command.
device(config-vrf-red)# static-route 10:101::/64 55::55 no-recurse

Adding a Cost Metric or Administrative Distance to an IPv6 Static Route
You can influence route preference by adding a cost metric or an administrative
distance to a static route.

Enable IPv6 on at least one interface by configuring an IPv6 address or explicitly
enabling IPv6 on that interface.

1. Access global configuration mode.
device# configure terminal

2. Designate the route destination, the next hop, and the route priority.

Option Description

Cost metric The value is compared to the metric for other static routes in the IPv6
route table to the same destination. Two or more routes to the same
destination with the same metric load share traffic to the destination. The
value can be from 1 through 16. The default is 1. A route with a cost of 16 is
considered unreachable.

Administrative
distance

This value is compared to the administrative distance of all routes to the
same destination. By default, static routes take precedence over learned
protocol routes. However, to give a static route a lower priority than a
dynamic route, give the static route the higher administrative distance.
The value is preceded by the keyword admin-distance and can be from 1
to 254. The default is 1. A value of 255 is considered unreachable.

This example configures a static route with an administrative distance of 3:
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 2001:DB8:0:ee44::1 admin-
distance 3
device(config-vrf-default-vrf)#

This example configures a static route with an administrative distance of 254:
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 2001:DB8:2343:0:ee44::1 
admin-distance 254
device(config-vrf-default-vrf)#

This example configures a static route with a cost metric of 2:
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 2001:DB8:2343:0:ee44::1 
metric 2
device(config-vrf-default-vrf)#

Configuring an IPv6 Static Route to Use with a Route Map
You can configure a static route with a tag that can be referenced in a route map.

Enable IPv6 on at least one interface by configuring an IPv6 address or explicitly
enabling IPv6 on that interface.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf
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3. Enter the destination IP address and prefix length, the set-tag keyword, a tag
number, and the next hop address.

device(config-vrf-default-vrf)# static-route 10:d7::/64 set-tag 9999 fe80::29

The tag "9999" in this example can be used in a route map.

Configuring an IPv6 Null Static Route
You can configure a null static route to drop packets to a certain destination. This is
useful when the traffic should not be forwarded if the preferred route is unavailable.

Note
You cannot add a null or interface based static route to a network if a static
route of any type exists with the same metric you specify for the null or
interface based route.

The following figure depicts how an IPv6 null static route works with a standard route
to the same destination:

Figure 8: Null route and standard route to same destination
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The following procedure creates a preferred route and a null route to the same
destination. The null route drops packets when the preferred route is not available.

1. Enter global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Configure the preferred route to a destination.
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 fe80::1 interface
  ethernet      Ethernet
  port-channel  Port-channel
  ve            Virtual Ethernet
device(config-vrf-default-vrf)#  static-route 2001:DB8::0/64 fe80::1 interface ve 3

This example creates a static route to IPv6 2001 : DB8 : : 0/64 destination addresses.
These destinations are routed through link-local address fe80::1 and the next hop
gateway Virtual Ethernet interface 3 (ve 3). The route uses the default cost metric of 1.

4. Configure the null route to the same destination, followed by the keyword null, a
space, and a zero. Also specify a metric value of 2 (which is higher than the default
metric of 1 as described above).
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 null 0 metric 2

The example above creates a null static route to the same destination. The metric
is set higher so that the preferred route is used if it is available. When the preferred
route becomes unavailable, the null route is used, and traffic to the destination is
dropped.

The following example summarizes the commands in this procedure:
device# configure terminal
device(config)# vrf default-vrf
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 fe80::1 interface ve 3
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 null 0 metric 2
device(config-vrf-default-vrf)#

Configuring a Default IPv6 Static Route
A router uses a default static route when there are no other default routes to a
destination.

You cannot create a default route to a Virtual Ethernet (VE) or physical interface.

1. Access global configuration mode.
device# configure terminal 

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter the destination route and network mask (::/0) followed by a valid next hop IP
address.

device(config-vrf-default-vrf)# static-route ::/0 2001:DB8:0:ee44::1

The following example summarizes the commands in this procedure:
device# configure terminal
device(config)# vrf default-vrf

IPv6 Static Routing Configuring a Default IPv6 Static Route
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device(config-vrf-default-vrf)# static-route ::/0 2001:DB8:0:ee44::1
device(config-vrf-default-vrf)#

Configuring IPv6 Static Routes for Load Sharing and Redundancy
You can configure multiple static routes to the same destination as load sharing or
backup routes.

If you configure more than one static route to the same destination with different next
hop gateways but the same metrics, the device load balances among the routes using
a basic round robin method.

If you configure multiple static IP routes to the same destination with different next
hop gateways and different metrics, the device always uses the route with the lowest
metric. If this route becomes unavailable, the device fails over to the static route with
the next lowest metric.

Configuring IPv6 Static Routes for Load Sharing and
Redundancy IPv6 Static Routing
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Figure 9: Two static routes to same destination

Note
You can also use administrative distance to set route priority. Assign the static
route a lower administrative distance than other types of routes, unless you
want the other route types to be preferred over the static route.

1. Access global configuration mode.
device# configure terminal

2. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

3. Enter multiple routes to the same destination using different next hops.
device(config-vrf-default-vrf)# static-route 2001:DB8::0/64 2001:DB8:2343:0:ee44::1
device(config-vrf-default-vrf))# static-route 2001:DB8::0/64 2001:DB8:2344:0:ee44::2

The example above creates two next-hop gateways for all 2001:DB8::0/64
destinations. Traffic alternates between the two paths.

IPv6 Static Routing
Configuring IPv6 Static Routes for Load Sharing and

Redundancy
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4. To prioritize multiple routes, use different metrics for each possible next hop.
device(config-vrf-default-vrf))# static-route 2001:DB8::0/64 2001:DB8:2343:0:ee44::1
device(config-vrf-default-vrf))# static-route 2001:DB8::0/64 2001:DB8:2344:0:ee44::2 2

The example above creates an alternate route to all 2001:DB8::0/64 destinations. The
primary route uses 2001:DB8:2343:0:ee44::1 as the next hop. The route has the default
metric of 1 (the default metric is not entered in the CLI). If this path is not available,
traffic is directed through 2001:DB8:2344:0:ee44::2, which has the next lowest metric
of 2.

Removing an IPv6 Static Route
Use the no form of the static-route command to remove an IPv6 static route.

1. (Optional) View configured routes and confirm parameters.
device# device# show ipv6 route vrf default-vrf 

Total number of IPv6 routes: 110, Max Routes: Not Set
'[x/y]' denotes [preference/metric]

152:1::2/128, static, [21/1], tag 0, 2m0s
  via 211:11:2::2, ethernet 0/5:2, [, ]
  via 211:2:1::2, ethernet 0/5:1, [f0:64:26:f7:91:32, ethernet 0/5:1]
152:2::1/128, attached, [0/0], tag 0, 3m11s
  via direct, loopback 522
152:2::2/128, static, [1/1], tag 0, 2m0s
  via 211:2:2::2, ethernet 0/5:2.2, [f0:64:26:f7:91:33, ethernet 0/5:2.2]
152:3::1/128, attached, [0/0], tag 0, 3m11s
  via direct, loopback 523
211:2:4::2/128, ARP-local, [3/0], tag 0, 2m0s
  via , port-channel 122.3, [f0:64:26:f7:91:05, port-channel 122.3]
211:11:2::1/128, local, [0/0], tag 0, 2m0s
  via direct, ethernet 0/5:2
211:11:2::2/128, local, [254/0], tag 0, 2m0s
  via 211:11:2::2, ethernet 0/5:2, [, ]
device#

2. (Optional) Narrow the output to static routes only.
device# show ipv6 route vrf default-vrf static

Total number of IPv6 routes: 110, Max Routes: Not Set
'[x/y]' denotes [preference/metric]

152:1::2/128, static, [21/1], tag 0, 2m0s
  via 211:11:2::2, ethernet 0/5:2, [, ]
  via 211:2:1::2, ethernet 0/5:1, [f0:64:26:f7:91:32, ethernet 0/5:1]
152:2::2/128, static, [1/1], tag 0, 2m0s
  via 211:2:2::2, ethernet 0/5:2.2, [f0:64:26:f7:91:33, ethernet 0/5:2.2]
device#

3. Access global configuration mode.
device# configure terminal

4. Specify a VRF name and enter VRF configuration mode.
device(config)# vrf default-vrf

5. Remove the static route, including the destination and next hop.
device(config-vrf-default-vrf)# no static-route 152:1::2/128 211:11:2::2

You do not need to include cost metric, distance, or tag parameters.

Removing an IPv6 Static Route IPv6 Static Routing
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Displaying IPv6 Static Route Information
You can use show commands to display information about connected, static, and
protocol routes.

1. Display the configured static routes.
device# device# show running-config vrf

vrf mgmt-vrf
  address-family ipv4 unicast
  address-family ipv6 unicast
vrf default-vrf
  address-family ipv4 unicast
  address-family ipv6 unicast
  static-route 1.x.x.x/24 2.2.2.2
  static-route 10:94::/64 set-tag 9999 interface ethernet 0/1 description this is a 
connected static route
  static-route 10:101::/64 set-tag 9999 55::55 admin-distance 5 metric 10 no-recurse 
description all parameters
  static-route 10:xxx::/64 55::55
  static-route 10.xx.x.x/24 set-tag 9999 5.5.5.5 admin-distance 5 metric 10 no-recurse 
description all parameters
  static-route 10:1::/64 set-tag 100 null 0 description this is a drop route
  static-route 1.x.x.x/24 set-tag 9999 interface ethernet 0/1 description this is a 
connected static route
  static-route 1.x.x.x/24 set-tag 100 null 0 description this is drop route
  static-route 10:d7::/64 set-tag 9999 fe80::29 interface port-channel 25 admin-
distance 5 metric 10 description link-local nexthop
device# 

2. Display a list of active static routes and their connection times.
device# show ipv6 route vrf default-vrf static

Resilient Hash: Enabled
Ecmp Max Path: 128
Total number of IPv6 routes: 6, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
2222::2/128, static, [1/1], tag 0, 2m36s
  via 1003::3, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
3333::3/128, static, [1/1], tag 0, 2m36s
  via 1003::3, ethernet 0/13, [e4:db:ae:5c:24:16, ethernet 0/13]
device#

3. Display all active IP routes and their connection times.
device# show ipv6 route vrf default-vrf 

Resilient Hash: Disabled
Ecmp Max Path: 128
Total number of IPv6 routes: 26, Max Routes: Not Set
'[x/y]' denotes [preference/metric]
1001::/64, attached, [0/0], tag 0, 1m12s
  via direct, ethernet 0/1:1
1001::1/128, local, [0/0], tag 0, 1m12s
  via direct, ethernet 0/1:1
2001::/64, attached, [0/0], tag 0, 1m4s
  via direct, ethernet 0/1:2.200
2001::1/128, local, [0/0], tag 0, 1m4s
  via direct, ethernet 0/1:2.200
3001::/64, attached, [0/0], tag 0, 17s
  via direct, ve 100
3001::1/128, local, [0/0], tag 0, 17s
device# 
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4. Display abbreviated information in the IPv6 routing table for all entries for the VRF
instance.
device# show ipv6 route vrf default-vrf brief

Total number of IPv6 routes: 40, Max Routes: Not Set
Type Codes - B:BGP L:Local O:OSPF D:Direct/Connected S:Static A: Arp
BGP  Codes - i:iBGP e:eBGP E:evpn
OSPF Codes - i:Inter Area 1:External Type 1 2:External Type 2
Hardware Status Codes - #:Failed
IP Prefix         Next Hop              Interface          Pref/Metric  Type
------------------------------------------ -------------- ------------  -----
1521::/64         DIRECT                ve 1521            0/0          D
1522::/64         DIRECT                ve 1522            0/0          D
1523::/64         DIRECT                ve 1523            0/0          D
1524::/64         DIRECT                ve 1524            0/0          D
1621::/64         DIRECT                ve 1621            0/0          D
5:3:1::/64        DIRECT                ethernet 0/1:3     0/0          D
6:3:1::/64        DIRECT                ethernet 0/1:4.6   0/0          D
152:1::1/128      DIRECT                loopback 521       0/0          D
152:1::2/128      211:2:3::             port-channel 121   1/1          S
                  211:2:2::             ethernet 0/5:2.2
                  211:2:1::             ethernet 0/5:1
152:2::1/128      DIRECT                loopback 522       0/0          D
152:2::2/128      11:2:2::              ethernet 0/5:2.2   21/1         S
152:3::1/128      DIRECT                loopback 523       0/0          D
152:3::2/128      211:2:3::             port-channel 121   21/1         S
152:4::1/128      DIRECT                loopback 524       0/0          D
152:4::2/128      5:3:1::2              ethernet 0/1:3     21/1         S
2:1:4::1/128      6:3:1::2              ethernet 0/1:4.6   21/1         S
2:3:2::2/128      211:2:2::             ethernet 0/5:2.2   21/1         S
2:3:3::2/128      211:2:3::             port-channel 121   21/1         S
2:3:4::2/128                                               254/0        L
                  211:2:4::             port-channel 122.3
5:3:1::1/128      DIRECT                ethernet 0/1:3     0/0          L
5:3:1::2/128      00:05:03:01:00:02     ethernet 0/1:3     3/0          A
6:3:1::1/128      DIRECT                ethernet 0/1:4.6   0/0          L
6:3:1::2/128      00:06:03:01:00:02     ethernet 0/1:4.6   3/0          A
211:2:3::/127     DIRECT                port-channel 121   0/0          D
211:2:4::/127     DIRECT                port-channel 122.3 0/0          D
211:2:1::/128     f0:64:26:f7:91:32     ethernet 0/5:1     3/0          A
211:2:2::/128     f0:64:26:f7:91:33     ethernet 0/5:2.2   3/0          A
211:2:3::/128     f0:64:26:f7:91:04     port-channel 121   3/0          A
211:2:4::/128     f0:64:26:f7:91:05     port-channel 122.3 3/0          A
100:1:3::1/128    DIRECT                loopback 2         0/0          D
100:1:3::2/128    5:3:1::2              ethernet 0/1:3     21/1         S
160:1:3::1/128    DIRECT                loopback 601       0/0          D
160:1:3::2/128    6:3:1::2              ethernet 0/1:4.6   21/1         S
211:2:1::1/128    DIRECT                ethernet 0/5:1     0/0          L
211:2:2::1/128    DIRECT                ethernet 0/5:2.2   0/0          L
211:2:3::1/128    DIRECT                port-channel 121   0/0          L
211:2:4::1/128    DIRECT                port-channel 122.3 0/0          L
device# 
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Layer 3 Policy Based Routing
Routing Policy on page 73
CLI Commands for Policy Configuration on page 73

Use this topic to learn abou the Layer 3 policy-based routing (routing policy). This topic
defines the route filtering object and container for applying routing policies to dynamic
routing protocols.

Routing Policy
The Routing Policy feature provides control over routing information flow. You can
configure policies to determine which routes are accepted or advertised by dynamic
routing protocols.

Use the Routing Policy for:
• Filtering routes imported into the routing table
• Controlling route exports
• Managing route redistribution
• Manipulating attributes like preference value, AS path, community, and so on.

How it works
Routing policies offer two control points:
• Before routing information is placed in the routing table
• Before routing information is added to the BGP routing table
• Before routing information is advertised to the BGP peers
• After the routing information is placed in the routing table

The process involves:
• Configuration commands are handled by the respective protocol microservice
• Routes are evaluated against routing policies using the library's infrastructure

CLI Commands for Policy Configuration

The Routing Policy configuration commands provide detailed information about
routing policy configuration, client registration, and policy application.
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You can find all Routing Policy feature CLI commands in the Extreme ONE OS
Switching v22.2.0.0 Command Reference.

Creating Routing Policies
The following output shows how to configure match conditions, policy results, and
policy actions.
device# show running-config route-policy

route-policy
  prefix-set p1
    prefix 1.1.0.0/24 mask-range exact
    prefix 1.1.1.0/24 mask-range 24..32
  !
  prefix-set p2
    prefix 1.1.1.1/24 mask-range exact
  !
  bgp-defined-sets
    community-set c1
      member 1:1 100:56
      match-set-options any!
    community-set c2
      member 10:56 no-advertise no-export NO_EXPORT_SUBCONFED
    !
    ext-community-set ec1
      member 1:1
      match-set-options all
    !
    as-path-set as1
      member 10 11 65000 1.1 1[0-9][1-2] 1[1-5][4-7] 65001
    !
    as-path-set test
  !
  policy p1
    statement 1
      conditions
        match-prefix-set p1 any
        bgp-conditions
          local-pref-eq 10
          match-as-path-set as1 any
          match-community-set c1
        !
      !
      actions
        policy-result permit
        bgp-actions
          set-local-pref 100
          set-med 200
          set-route-origin egp
          set-next-hop 1.2.1.0
          set-community add c1
          set-ext-community add ec1
          set-as-path-prepend 65537 4
        !
      !
    !
    statement 3
      conditions
        match-prefix-set p1 any
        bgp-conditions
          med-eq 100
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        !
      !
      actions
        policy-result permit
        bgp-actions
          set-local-pref 200
          set-med 300
          set-next-hop 1.2.2.2
          set-community add c1
          set-ext-community add ec1
          set-as-path-prepend 21 4
        !
      !
    !
  !
  policy p2
    statement 1
      conditions
        match-prefix-set p2 any
        bgp-conditions
          local-pref-eq 10
        !
      !
      actions
        policy-result permit
        bgp-actions
          set-community add c1
          set-as-path-prepend 20 4
        !
      !
    !
  !
!
device# 

Attaching Routing Policies
Routing policies can be attached at the address-family per peer-group level for BGP
clients, in either the ingress or egress direction.

Use the following commands:

Import policy at peer group level
device# configure terminal 
device(config)# vrf default-vrf 
device(config-vrf-default-vrf)# router bgp 
device(config-vrf-bgp)# peer-group pg1 
device(config-vrf-bgp-pg)# address-family ipv4 unicast 
device(config-vrf-bgp-pg-ipv4u)# import-policy map1

Export policy at peer group level
device# configure terminal
device(config)# vrf default-vrf 
device(config-vrf-default-vrf)# router bgp 
device(config-vrf-bgp)# peer-group pg1 
device(config-vrf-bgp-pg)# address-family ipv4 unicast 
device(config-vrf-bgp-pg-ipv4u)# export-policy map1
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The following output shows how to import and export policies at the peer group level:
device# show running-config vrf default-vrf

vrf default-vrf
  member ethernet 0/2 vlan 1-8,33-36
  member ethernet 0/3 vlan 100
  member  ve 37-44,69-72
  member  loopback 1
  router bgp
    local-as 1
    router-id 1.0.0.0
    address-family ipv4 unicast
      activate
    !
    address-family ipv6 unicast
      activate
    !
    peer-group PG_IPV4_1
      remote-as 1
      address-family ipv4 unicast
        export-policy p1
        activate
      !
      neighbor 2.2.2.0
    !
    peer-group PG_IPV4_3
      remote-as 65
      address-family ipv4 unicast
        activate
      !
      neighbor 2.2.2.1
    !
  !
!
device#

The following output shows how to display the routing policy configuration that is
running currently on the device:
device# show running-config route-policy

route-policy
  prefix-set prefix1
    prefix 121.1.0.0/24 mask-range exact
    prefix 141.1.0.0/24 mask-range exact
    prefix 11.1.0.0/24 mask-range 24..32
  !
  prefix-set prefix2
    prefix 2002:121:1::/64 mask-range exact
    prefix 2002:141:1::/64 mask-range exact
  !
  bgp-defined-sets
    as-path-set as1
      member 10, 10
    !
  !
  policy poiicy6
    statement 1
      actions
        policy-result permit
      !
    !
  !
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  policy policy1
    statement 1
      conditions
        match-prefix-set prefix1 any
      !
      actions
        policy-result permit
        bgp-actions
          set-med 55
        !
      !
    !
    statement 2
  !
  policy policy2
    statement 1
      conditions
        match-prefix-set prefix1 any
      !
      actions
        policy-result deny
      !
    !
    statement 2
  !
  policy policy6
    statement 1
      conditions
        match-prefix-set prefix2 any
      !
      actions
        policy-result permit
        bgp-actions
          set-med 69
        !
      !
    !
  !
!
device# 

The following output shows how to display BGP information (including any inbound
and outbound policies configured:
device# show bgp vrf abc neighbor 2.2.2.1 

Peer: 2.2.2.1, Remote Port: 179, Peer-AS: 10
Localhost: , Local Port: 60996, Local-AS: 2, Local-AS-Forced: -
Peer Router ID: 192.0.0.2, Local Router ID: 20.20.20.20, VRF: abc
Route Reflector Client: No, Cluster-ID: -
Fast External Failover: false
State: Idle, Uptime: -, Dynamic Peer: false, Peer Group: peer2

Last Notification Time      : 2023-08-13 19:49:50 +0000 UTC
Last Connection Reset Reason: Update Message Error Malformed AS Path 
Send Community: No, Send Extended Community: No

Address-family Inbound Policy Outbound Policy
============== ============== ===============
IPv4 UNICAST                  map10

Timers          Interval(Sec)      Method             Remaining(Sec)
======          ================== ================== ==============
Connect Retry   31                 Default            -
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Hold Timer      0                  Negotiated         -
Keepalive Timer 60                 Default            -
Start Timer     5                  System             -
Update Interval 0                  Default            -
device# 

Routing Policy Configuration Commands
• prefix-set: configures the prefix list.

device# configure terminal
device(config)# route-policy  
device(config-route-policy)# prefix-set p1 
device(config-route-policy-prefix-set-p1)# prefix 10.1.1.0/24 
device(config-route-policy-prefix-set-p1)# prefix 20.1.1.0/24 mask 25 mask-range-end 
30 

• as-path-set: configures the as path set.
device# configure terminal
device(config)# route-policy 
device(config-route-policy)# bgp-defined-sets 
device(config-route-policy-bgp-set)# as-path-set aspath1 
device(config-route-policy-bgp-set-as-path-set-aspath1)# member 65535 65400 
device(config-route-policy-bgp-set-as-path-set-aspath1)# exit 
device(config-route-policy-bgp-set)# as-path-set aspath2 
device(config-route-policy-bgp-set-as-path-set-aspath2)#member 45556423 45556420 
device(config-route-policy-bgp-set-as-path-set-aspath2)# exit 
device(config-route-policy-bgp-set)# 

• community-set: configures the community set.
device# configure terminal
device(config)# route-policy 
device(config-route-policy)# bgp-defined-sets 
device(config-route-policy-bgp-set)# community-set comm1 
device(config-route-policy-bgp-set-community-comm1)# match-set-options all 
device(config-route-policy-bgp-set-community-comm1)# member 65535 
device(config-route-policy-bgp-set-community-comm1)# exit 
device(config-route-policy-bgp-set)# 
device(config-route-policy-bgp-set)# community-set comm2 
device(config-route-policy-bgp-set-community-comm2)# match-set-options invert 
device(config-route-policy-bgp-set-community-comm2)# member no-advertise no-export  
device(config-route-policy-bgp-set-community-comm2)# exit

• ext-community-set: configures the ext-community set.
device # configure terminal
device(config)# route-policy 
device(config-route-policy)# bgp-defined-sets 
device(config-route-policy-bgp-set)# ext-community-set ex-comm1   
device(config-route-policy-bgp-set-ext-community-ex-comm1)# match-set-options any 
device(config-route-policy-bgp-set-ext-community-ex-comm1)# member rt 65535:100 
65535:200 
device(config-route-policy-bgp-set-ext-community-ex-comm1)# exit 
device(config-route-policy-bgp-set)# ex-comm2   
device(config-route-policy-bgp-set-ext-community-ex-comm2)# match-set-options all 
device(config-route-policy-bgp-set-ext-community-ex-comm2)# member soo 65510:100 
65520:200 
device(config-route-policy-bgp-set-ext-community-ex-comm2)# exit 

• large-community-set: configure the large community set.
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# bgp-defined-sets 
device(config-route-policy-bgp-set)# large-community-set lcomm1   
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device(config-route-policy-bgp-set-large-community-lcomm1)# match-set-options any 
device(config-route-policy-bgp-set-large-community-lcomm1)# member 10:100:200 
20:200:300  
device(config-route-policy-bgp-set-large-community-lcomm1)# exit 
device(config-route-policy-bgp-set)# large-community-set lcomm2   
device(config-route-policy-bgp-set-large-community-lcomm2)# match-set-options all 
device(config-route-policy-bgp-set-large-community-lcomm2)# member 50:65510:100 
60:65520:200 
device(config-route-policy-bgp-set-large-community-lcomm2)# exit

• route-policy: configures route policy definition
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# description "route filtering for tenant1" à 
Needs augmentation 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# exit 

• match conditions: indicates the container for all match conditions. All match
directives for this statement block will be under conditions.
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)#

• prefix-set-name: references a defined prefix set
device# configure terminal
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions) #match-prefix-set p1 any 

• protocol-id: represents the name of the routing protocol. Allowed values are
ISIS, PIM, GRIBI, BGP, LOCAL_AGGREGATE, STATIC, DIRECTLY_CONNECTED, OSPF,
OSPF3, IGMP.

[oc-pol-types: INSTALL_PROTOCOL_TYPE
device# configure terminal
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions) #match-protocol-instance bgp

• BGP specific Match statements (conditions): indicates the container for all BGP
specific match conditions. All match directives for this statement block will be under
bgp- conditions.
device# configure terminal
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)#
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• Match Based on MED (match med, med-value): med value & med value to be
matched against
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# med-eq 20 

• Match Based on ORIGIN: indicates match based on route origin and type of origin
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# origin-eq 
igp 

• Match Based on NEXTHOP: matches the nexthop IP address, and Ip address of
nexthop interface.
device# configure terminal
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# nexthop-in  
10.1.1.1

• Match Based on AFI/SAFI: delete the configuration, matches afi safi Parameters,
represents AFI/SAFI types as defined in oc-bgp-types
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# afi-safi-in 
IPV4_UNICAST 

• Match Based on Local-preference: Used to delete the configuration, matches local
preference parameter, local preference value to be matched against
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# local-pref-
eq 100 

• Match Based on Route-type: Used to delete the configuration, match based on route
type, represents type of route internal/external
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
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device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# route-type 
internal 

• Match Based on Community-set: defines community-set match condition, name of
the community-set that is being referenced
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# match-
community-set  comm1 

• Match Based on Extended Community-set: defines extended community-set match
condition, name of the defined community set that is being reference
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# ^C 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# match-ext-
community-set ex-comm1 

• Match Based on as-path-set: match as-path-set condition.
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# ^C 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# match-as-
path-set aspath1 any 

• Match Based on Community-count: matches a defined community-set count
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# ^C 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# community-
count equal-to 5 

• Match based on as-path-length: matches a defined as-path-set counts
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# ^C 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# as-path-
length equal-to 15

• Match Based on Large Community-set: match based on defined large-community-
set
device# configure terminal 
device(config)# route-policy 
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device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# conditions 
device(config-route-policy-policy-map1-stmt-10-conditions)# ^C 
device(config-route-policy-policy-map1-stmt-10-conditions)# bgp-conditions 
device(config-route-policy-policy-map1-stmt-10-conditions-bgp-conditions)# match-large-
community-set lcomm1

• Actions: all actions for this statement block will be under this one.
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# actions 
device(config-route-policy-policy-map1-stmt-10-actions)# 

• Policy match result: select the final disposition for the route, either accept or reject.
If a statement has match or action criteria and policy-result is not configured, then
policy library will use the default vale of DENY as result.
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# actions 
device(config-route-policy-policy-map1-stmt-10-actions)# policy-result permit 
device(config-route-policy-policy-map1-stmt-10-actions)#  

• Action Set Tag: action set tag values
device# configure terminal 
device(config)# route-policy 
device(config-route-policy)# policy map1 
device(config-route-policy-policy-map1)# statement 10 
device(config-route-policy-policy-map1-stmt-10)# actions 
device(config-route-policy-policy-map1-stmt-10-actions)# set-tag 100 

• show running-config route-policy:
# show running-config route-policy 

route-policy 

  bgp-defined-sets 

    community-set comm1 

      member 100 300:45 no-export 

      match-set-options all 

    ! 

    as-path-set as1 

      member 123 45.34 

    ! 

  ! 

  policy map1 

    statement 10 

      conditions 
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        bgp-conditions 

          local-pref-eq 100 

          match-community-set comm1 

        ! 

      ! 

      actions 

        policy-result permit 

        bgp-actions 

          set-med 300 

          set-as-path-prepend 666 2 

        ! 

      ! 

    ! 

    statement 20 

      conditions 

        bgp-conditions 

          med-eq 240 

          match-as-path-set as1 any 

        ! 

      ! 

      actions 

        policy-result permit 

        bgp-actions 

          set-local-pref 150 

          set-community add comm
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BGP4
BGP4 Overview on page 84
About BGP4 Peering on page 86
About BGP4 Message Types on page 88
BGP Best Path Selection on page 91
CLI Commands for BGP Route Origination through Redistribution on page 92
BGP Route Origination through Network on page 94
BGP Route Origination through Default Route on page 95
BGP Add Path on page 96
BGP Allow-Own-AS on page 101
BGP Local-AS-Forced on page 103
CLI Commands for BGP MD5 Authentication on page 103
BGP Multiprotocol on page 104
BGP EVPN on page 105
BGP Route Refresh on page 105
CLI Commands for EBGP Multihop: Extending BGP Reachability on page 106
BGP Fast External Failover on page 106
BGP IPv6 on page 108
BGP Monitoring with Bidirectional Forwarding Detection (BFD) on page 108
CLI Commands for BGP Address Family on page 109
BGP4+ Peer Groups on page 110
BGP Four-Byte AS Number on page 112
BGP Multi-VRF on page 112
BGP Router-ID on page 113
BGP4+ Route Reflection on page 114
BGP Prefix Independent Convergence on page 115
About BGP4 Graceful Restart on page 121

The following topics describe how to configure Border Gateway Protocol version 4
(BGP4).

BGP4 Overview

BGP4 is the standard protocol used on the Internet to route traffic between different
autonomous systems (AS) while preventing routing loops. An AS is a group of
networks with shared routing and administrative characteristics, such as a company's
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internal network. These networks can use different internal routing protocols, but to
communicate with other ASs, they need to use an exterior gateway protocol like BGP4.
This protocol enables devices in different ASs to exchange routing information and
communicate with each other.

Limitation
The following features are not supported:
• BGP Aggregation
• BGP Confederation
• BGP Route Dampening

Supported BGP Features
1. Four Octet AS Number
2. Address Family
3. Peer Group
4. Static Neighbors
5. Listen Range
6. Authentication
7. EBGP Multihop
8. Fast-External Failover
9. Overriding Local-AS
10. Timers
11. Route Origination - Redistribution
12. Route Origination - Network
13. Route Origination - Default-information
14. Route Selection and Download
15. Route Advertisement
16. Policy Enforcement
17. Load Balancing or ECMP
18. Add Path
19. Route Reflection
20.BFD
21. Multi-instance Support
22.Route Refresh

BGP Communities, Extended Communities and Route Filtering
BGP Communities

BGP Communities is a variable-length attribute that groups routes with common
characteristics. Each community is represented by a 32-bit value, divided into an
Autonomous System Number (ASN) and a locally defined value.

BGP4 Limitation
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Types of Communities
• Standard Communities: 4-octet values for grouping routes.
• Extended Communities: 8-octet values for larger grouping or categorization.

Community Lists and Filtering
• Community Lists: Define a list of communities for filtering or setting path

attributes.
• Extended Community Lists: Similar to community lists, but for extended

communities.
• AS Path Lists: Filter routes based on AS numbers or regular expressions.
• IP Prefix Lists: Match routes based on prefixes.

Route Policy
• Route Policy: A set of match conditions and parameter settings that control

routes and change attributes.
• Linking Lists: Route policies reference filter lists, which are then applied to peer

groups.
• Direction: Define the direction of route policy application (incoming or outgoing).

Key Points
• No default lists; configuration is required.
• Lists are linked through route policies, not directly to peer groups.
• Communities set by policy are carried in BGP path attributes.
• No specific command for triggering community sending (varies by vendor).
• No support for large communities.

For details on syntax and parameters for configuring Routing Policy , see Extreme ONE
OS Switching v22.2.0.0 Command Reference Guide.

About BGP4 Peering

BGP4 does not have neighbor detection capability. BGP4 neighbors (or peers) must be
configured manually.

Neighbor address or listen-range must be configured.

BGP Static Peers
A BGP peer is a network device that participates in the Border Gateway Protocol (BGP)
routing process, exchanging routing information with other peers. These peers can be
from different Autonomous Systems (ASes) in External BGP (eBGP) or within the same
AS in Internal BGP (iBGP).

About BGP4 Peering BGP4
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Key Configuration Points

1. Peer Identification: Each BGP peer is identified by its IP address and AS number
(for eBGP).

2. Peer Grouping: Peers are grouped under a peer group, and group-
specific configurations are applied. This simplifies configuration and reduces
administrative overhead.

3. No Default Peers: No default peers exist in the system; each peer must be
manually configured.

4. Peer Configuration: Peer-specific configurations, such as IP address and AS
number, are defined under a peer group. Configurations associated with a peer
group cannot be overridden per peer.

5. Address Family: A peer group can only include peers of the same address family
(IPv4 or IPv6).

6. Link-Local Addresses: Link-local addresses can be used as BGP IPv6 peers, but
must be associated with a specific interface due to their non-uniqueness.

Best Practices

1. Create a peer group for multiple peers with shared attributes.
2. Configure peer group-specific attributes, rather than individual peer
configurations.

BGP Peering with Listen Range

Unlike Interior Gateway Protocol (IGP) neighbors, which are typically discovered
automatically and are one hop away, Border Gateway Protocol (BGP) neighbors often
require manual configuration and can be multiple hops away. As the number of BGP
neighbors grows, so does the administrative burden.

Use the listen-range command to specify a range of trusted IPv4 or IPv6 addresses to
be added dynamically as neighbors to a BGP peer group within a Virtual Routing and
Forwarding (VRF) instance. You can also specify the number of BGP neighbors to be
accepted for this listen range.

Key Benefits

• Reduced administrative overhead: No need for static peer configurations.
• Dynamic peer creation: New peers inherit attributes from the associated peer group.
• Support for both IPv4 and IPv6 peers.

BGP4 BGP Peering with Listen Range
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• Bidirectional Forwarding Detection (BFD) support for dynamic neighbors.
• MD5 authentication support for dynamic neighbors.

Note
• No default listen range exists; it must be manually configured.
• Each IP address can only belong to one listen range.
• Static neighbors take precedence over dynamic neighbors.
• Link-local IPv6 neighbors are not supported.
• Peer group configurations are inherited by dynamic neighbors.

How Listen Range Works

The BGP Listen Range feature streamlines the process by allowing you to define a
range of IP addresses that can establish dynamic peering relationships. When a device
detects an incoming TCP session from an IP address within the specified range, it
automatically creates a new BGP peer.

Limitations

Link-local addresses as BGP IPv6 peers is not supported.

About BGP4 Message Types
BGP4 messages can be of the following types: OPEN, UPDATE, NOTIFICATION,
KEEPALIVE, or ROUTE-REFRESH.

All BGP4 messages use a common packet header, with the following byte lengths:

Marker Length Type Data
16 2 1 variable

Note
All values in the following tables are in bytes.

OPEN message
After establishing TCP connection, BGP peers exchange OPEN message to identify
each other.

Version Autonomous
System

Hold-
Time

BGP
Identifier

Optional
Parameter Len

Optional
Parameters

1 2 or 4 2 4 1 4

Version
Only BGP4 version 4 is supported.

Autonomous System

About BGP4 Message Types BGP4
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Both 2-byte and 4-byte autonomous system numbers are supported.

BGP Timers and Keepalives
BGP timers play a crucial role in maintaining session stability and ensuring
fast convergence. By customizing these timers, administrators can optimize their
network's performance. However, finding the right balance is key, as overly short
timers can cause unnecessary session flaps, while longer timers can delay failure
detection.

By understanding and customizing BGP timers, administrators can optimize their
network's performance and ensure high availability. The following three primary
timers can be customized:

1. Keepalive Timer: Sends periodic messages to ensure the connection between
BGP peers remains active. Default interval is 60 seconds.

2. Hold Timer: Defines the maximum time a BGP router waits without receiving
messages from a neighbor before considering the session down. Default hold
time is 180 seconds (3 minutes).

3. Connect Retry Timer: Manages the interval between attempts to re-establish a
connection to a BGP peer after a session has been torn down.

Note
• Keepalive, Hold, and Connect timers can be tweaked at the peer group

level.
• Default values:

◦ Keepalive: 60 seconds
◦ Hold: 180 seconds
◦ Connect: 30 seconds

BGP Identifier
Indicates the router (or device) ID of the sender. In Extreme ONE OS, you must
manually configure the BGP Identifier or router-id. If not configured, the system will
not use a default value..

Parameter List
An optional list of additional parameters used in peer negotiation.

UPDATE message
The UPDATE message advertises new routes, withdraws previously advertised routes, or
both. The UPDATE message passes BGP4 attributes to describe the characteristics of a
BGP path by the advertising device.

Withdrawn Routes
Length

Withdrawn
Routes

Total Path
Attributes Len

Path Attributes NLRI

2 variable 2 variable variable

BGP4 UPDATE message
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Withdrawn Routes Length
Indicates the length of the next (withdrawn routes) field. It can be 0.

Withdrawn Routes
Contains a list of routes (or IP-prefix/Length) to indicate routes being withdrawn.

Total Path Attribute Len
Indicates the length of the next (path attributes) field. It can be 0.

Path Attributes
Indicates characteristics of the advertised path. Possible attributes: Origin, AS Path,
Next Hop, MED (Multi-Exit Discriminator), Local Preference, Atomic Aggregate,
Aggregator, Community, extended-Communities. All well-known attributes, as
described in RFC 4271, are supported.

NLRI
Network Layer Reachability Information. The set of destinations whose addresses
are represented by one prefix. This field contains a list of IP address prefixes for the
advertised routes.

NOTIFICATION message
If an error causes the TCP connection to close, the closing peer sends a notification
message to indicate the type of error.

Error Code Error Subcode Error Data
1 1 variable

Error Code
Indicates the type of error, which can be one of following:
• Message header error
• Open message error
• Update message error
• Hold timer expired
• Finite state-machine error
• Cease (voluntarily)

Error Subcode
Provides specific information about the reported error.

Error Data
Provides data based on the error code and the subcode.

KEEPALIVE message
Because BGP does not regularly exchanges route updates to maintain a session,
KEEPALIVE messages are sent to keep the session alive. The KEEPALIVE time specifies
how frequently the device sends KEEPALIVE messages to its BGP4 neighbors.

NOTIFICATION message BGP4
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A KEEPALIVE message contains the BGP header without a data field. The default
KEEPALIVE time is 60 seconds and is configurable.

REFRESH message
A REFRESH message is sent to a neighbor requesting that the neighbor resend the
route updates. This message is useful when the inbound policy has been changed.

BGP Best Path Selection

When multiple paths are available, Border Gateway Protocol (BGP) uses a step-by-step
process to select the most preferred route to a destination. This process is critical in
large-scale networks like the internet, where redundant paths between Autonomous
Systems (ASes) or networks often exist.

How BGP Selects the Best Route
BGP evaluates a series of attributes in a specific order to determine the best route. The
attributes are checked one by one, and the first matching criterion determines the best
route. Here's the typical sequence:

1. Highest Local Preference: BGP prefers routes with the highest LOCAL_PREF value,
which indicates the preferred exit point within an AS.

2. Shortest AS Path: A shorter AS Path is preferred, as it indicates fewer hops and a
more direct route.

3. Lowest Origin Type: BGP prefers routes with the lowest origin type: IGP (Interior
Gateway Protocol) over EGP (Exterior Gateway Protocol) over INCOMPLETE.

4. Lowest MED (Multi-Exit Discriminator): A lower MED value is preferred to influence
path selection between ASes.

5. EBGP over IBGP: Routes learned from External BGP (EBGP) neighbors are preferred
over those from Internal BGP (IBGP) neighbors.

6. Lowest IGP Metric to Next-Hop: BGP prefers routes with the lowest IGP metric to the
next-hop router.

7. Shortest Cluster Length: If all else is equal, BGP prefers routes with the shortest
cluster length.

8. Older Route: If all attributes are equal, BGP may prefer the older route.
9. Lowest Router ID: Finally, BGP uses the lowest router ID to break ties.

Key Points
• These steps apply to both IPv4/IPv6 unicast routes.
• BGP EVPN routes have additional route calculation steps.
• These steps are default and currently cannot be modified.

BGP4 REFRESH message
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CLI Commands for BGP Route Origination through Redistribution

BGP establishes sessions with peers to exchange routes, which can be either received
from other peers or locally originated. One way to originate routes within BGP
is through route redistribution, which involves importing routes from one routing
protocol into BGP or vice versa. This process enables networks running different routing
protocols to exchange routing information, providing greater flexibility in managing
multiple routing domains.

How BGP Redistribution Works
When routes are redistributed into BGP, they undergo the regular route selection
process. If selected, they go through the regular route advertisement process. The
imported routes inherit default path attribute values, including:
• Local Preference: 100
• Origin: Incomplete
• AS PATH: Empty
• Communities: None
• Ext-Communities: None

Key Points
• Redistribution is disabled by default and requires the table-connection command to

be configured.
• Route policy association with redistribution is not currently supported.
• Redistributed routes take on default path attribute values.
• BGP considers protocol routes from the best source as the routes to be redistributed.
• BGP cannot redistribute its own routes to prevent routing loops, although it can pick

routes from other VRFs (not currently supported).
• Redistributed routes undergo regular route selection and advertisement within BGP.

Configuring BGP Redistribution
To enable BGP redistribution, you use the table-connections command to enter
VRF table connections configuration (conf-vrf-name-table-connections) mode. This is
the mode for configuring table connection settings for the source and destination
protocols for route redistribution for a specified address family. For details about this
command, see the Extreme ONE OS Switching v22.2.0.0 Command Reference.

While in this mode, you use the src-protocol command to add table connections
configurations for route redistribution to a specific VRF instance. This command
configures the routing of redistribution between pairs of protocols for specified address
families within a VRF instance. You use this command to add pairs of protocols and the
address family (IPv4 or IPv6) that applies to each pair. For details about this command,
see the Extreme ONE OS Switching v22.2.0.0 Command Reference.

CLI Commands for BGP Route Origination through
Redistribution BGP4
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The following example enables table connections configurations for a VRF instance
named red and configures a connections table with four pairs of protocols and the
address family (either IPv4 or IPv6) that applies to each pair:
device# configure terminal
device(config)# vrf red
device(config-vrf-red)# table-connections
device(config-vrf-red-table-connections)# src-protocol connected dst-protocol bgp 
addressfamily ipv6
device(config-vrf-red-table-connections)# src-protocol connected dst-protocol bgp 
addressfamily ipv4
device(config-vrf-red-table-connections)# src-protocol static dst-protocol bgp 
addressfamily ipv4
device(config-vrf-red-table-connections)# src-protocol static dst-protocol bgp 
addressfamily ipv6
device(config-vrf-red-table-connections)#

The following example displays the configuration of a VRF instance named red that
is running currently on the device. In this example, the instance is configured with a
connections table containing several pairs of protocols and the corresponding address
family for each pair:
device# show running-config vrf

vrf red
table-connections
src-protocol connected dst-protocol bgp address-family ipv6
src-protocol connected dst-protocol bgp address-family ipv4
src-protocol static dst-protocol bgp address-family ipv4
src-protocol static dst-protocol bgp address-family ipv6
device#

If you have enabled the redistribution of routes from one protocol to another for the
specified address family, BGP checks for the default route in the redistribution slot and
does not add it to the BGP routing table. But if this default route from redistribution
must be used, you enter the send-default-route command for the specified address
family to ensure its redistribution to the BGP routing table (thereby advertising it
to neighbors). For details about this command, see the Extreme ONE OS Switching
v22.2.0.0 Command Reference.

The following example configures a routing process under a VRF instance named
violet. This example creates an IPv4 unicast address family in the routing process
and overrides the exclusion of the default route from the BGP routing table when
redistribution of routes between protocols is enabled:
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-default-bgp)# address-family ipv4 unicast
device(config-vrf-bgp-l2vpn-evpn)# send-default-route
device(config-vrf-bgp-l2vpn-evpn)# 

The following example displays the configuration of a VRF instance named violet that
is running currently on the device. This example overrides the exclusion of the default
route from the BGP routing table when redistribution of routes between protocols is
enabled for the IPv4 unicast address family and the IPv6 unicast address family:
device# show running-config vrf violet
    

BGP4 Configuring BGP Redistribution
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vrf violet

  table-connections
    src-protocol static dst-protocol bgp address-family ipv4
    src-protocol static dst-protocol bgp address-family ipv6
  !
  static-route 20.1.1.1/32 30.1.1.101 enable-bfd profile default
  static-route 200:20:1:1::/64 200:30:1:1::65 enable-bfd profile computes
  static-route 20.1.1.8/32 30.1.8.101 enable-bfd profile default
  static-route 200:20:1:5::/64 200:30:1:5::65 enable-bfd profile computes
  static-route 26.1.1.0/24 25.1.1.10
  static-route 26:1:1:100::/64 200:25:1:1::100
  router bgp
    local-as 10001
    router-id 2.2.2.2
    graceful-restart
    use-multiple-paths ebgp maximum-paths 8
    address-family ipv4 unicast
      graceful-restart
      send-default-route
      activate
    !
    address-family ipv6 unicast
      graceful-restart
      send-default-route
      activate
    !
device# 

BGP Route Origination through Network

When establishing BGP sessions with peers, networks exchange routes – either learned
from other peers or locally originated. One way to originate routes in BGP is through
the "network" command, which allows administrators to selectively inject local IGP
routes into the BGP routing table.

How it Works
When a route is added via the "network" command, it undergoes the standard route
selection process. If selected, it's then advertised to peers through the regular route
advertisement process. The route must be available in the specified address family (e.g.,
IPv4 or IPv6 unicast).

Key Differences and Benefits
Unlike route redistribution, the "network" command provides granular control over
which routes are imported into BGP's routing table. Imported routes inherit default
path attribute values, such as:
• Local Preference: 100
• Origin: IGP
• AS PATH: Empty
• Communities: None
• Ext-Communities: None

BGP Route Origination through Network BGP4
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Key Points
• No default network routes exist; explicit configuration is required.
• Route policy association with the "network" command is currently not supported.
• Network routes assume default path attribute values.
• The best source for network routes cannot be BGP itself.
• Imported routes follow standard route selection and advertisement processes within

BGP.

CLI Commands for BGP Route Origination through Network
The following example configures a routing process under a VRF instance named
violet. This example creates two address families and advertises a network in each one:
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# address-family ipv4 unicast
device(config-vrf-bgp-ipv4u)# network 1.1.1.1/32
device(config-vrf-bgp-ipv4u)# exit
device(config-vrf-bgp)# address-family ipv6 unicast
device(config-vrf-bgp-ipv6u)# network 1:1:1::2/32
device(config-vrf-bgp-ipv6u)#

The following example displays the configuration of a VRF instance named violet that
is running currently on the device. In this example, the instance contains a routing
process with two address families and an advertised network in each one:
device# show running-config vrf violet
    
vrf violet
  router bgp
    address-family ipv4 unicast
      network 11.1.1.1/32
    !
    address-family ipv6 unicast
      network 10:1:1::2/32
      activate
    !
!
device#

BGP Route Origination through Default Route

In BGP, routers advertise routes to neighbors with next-hop information. The receiving
device validates and installs these routes in its routing table, pointing to the next hop.
When incoming traffic is received, the device performs a routing table lookup, making
a routing decision based on the longest match. If no match is found, the packet is
typically dropped.

However, in certain scenarios, a device may want to attract traffic when there's no
matching route. To achieve this, it can advertise a default route (0.0.0.0/0 for IPv4
or ::/0 for IPv6) to its neighbors. This special route always matches, and the receiving
neighbors install it in their hardware, pointing to the advertised next hop.

BGP4 Key Points
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A BGP speaker can advertise default routes to its neighbors to attract traffic or act
as a default gateway. There are multiple methods to advertise default routes in BGP,
including:

1. Network command
2. Redistribute command
3. Default-route-originate under a specific BGP peer group.

These methods allow BGP speakers to advertise default routes, enabling flexible
routing decisions and traffic management.

BGP Add Path

The BGP Additional Paths feature allows for the advertisement and reception of
multiple paths for a given prefix, promoting path diversity. This is achieved by
introducing a path identifier (ID) that extends the existing NLRI encoding. This feature
enhances path diversity and reduces path hiding. Key aspects of this feature include:
• Negotiation: The additional-paths capability must be negotiated before exchanging

additional paths.
• Path ID: A four-octet value that uniquely identifies each path within the NLRI.
• RIB-IN Table: The prefix and path ID together serve as the key, enabling multiple

route sources from a given peer for the same route.
• Path diversity: This feature enables multiple paths to be received and maintained,

thereby improving network resilience.
• Faster recovery: With multiple paths available, the network can recover more quickly

from next-hop failures.

By default, BGP routers only advertise their best path to neighbors, replacing the
current path when a better one is found. This leads to "path hiding," where many
possible paths are unknown to some routers.

The BGP Additional Paths feature addresses this limitation by advertising multiple
paths for the same prefix, enabling path diversity. This feature adds a unique path
identifier to each path, allowing for more efficient routing.

Key Components
By implementing the following key components, the BGP Additional Paths feature
enhances path diversity and improves network resilience:

1. Configure receive-mode functionality: Enable the feature at the global AFI-SAFI or
peer-group AFI-SAFI level to allow the router to receive additional paths.

2. Negotiate ADD-PATH capability: The router negotiates the ADD-PATH capability with
its peers in "receive" mode only.

3. Modify NLRI processing: Update the NLRI processing behavior to decode extended
NLRI and extract the path ID for each path.

BGP Add Path BGP4
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Implementation Considerations and Limitations
Without the Additional Paths feature, a BGP device advertises only its best path to
neighboring devices. When a device receives multiple paths for the same prefix from
the same peer, it replaces the previous path. With the Additional Paths feature, BGP
devices can negotiate the ability to accept multiple paths from the same peer. Each
path is assigned a unique path identifier.
• The feature is not enabled by default and requires explicit configuration.
• Supported for IPv4 and IPv6 unicast address families, but not for BGP EVPN.
• Local changes to the capability take effect only after a session reset.
• Receiving additional paths is supported. Sending additional paths is not supported.

The device does not support advertising additional paths to peers.
• The show neighbor CLI command displays the Add-Path mode status of the local

device and the peer device as well.

Deliverables
• Receiving multiple paths: The device can receive multiple paths for a given prefix

from the same peer.
• ADD-PATH capability negotiation: The device can negotiate the Additional Paths

capability with its peers.
• Config CLI: CLI commands are available to enable the feature at the global AFI-SAFI

and peer-group AFI-SAFI levels.
• Show CLI extensions: Various show commands are available to display Additional

Paths information.

CLI Commands for BGP Add Path
The following example configures a routing process under a VRF instance named
violet. This example creates and activates two address families. In this example,
additional paths receive functionality is enabled for each address family:
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# address-family ipv4 unicast
device(config-vrf-bgp-ipv4u)# add-paths receive
device(config-vrf-bgp-ipv4u)# activate
device(config-vrf-bgp-ipv4u)# exit
device(config-vrf-bgp)# address-family ipv6 unicast
device(config-vrf-bgp-ipv6u)# add-paths receive
device(config-vrf-bgp-ipv6u)# activate
device(config-vrf-bgp-ipv6u)# 

The following example displays the configuration of a VRF instance named violet that
is running currently on the device. In this example, the instance contains a routing
process with two activated address families. Each address family uses the additional
paths receive functionality:
device# show running-config vrf violet
    
vrf violet

BGP4 Implementation Considerations and Limitations
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  router bgp
    address-family ipv4 unicast
      add-paths receive
      activate
    !
    address-family ipv6 unicast
      add-paths receive
      activate
    !
  !
!
device# 

Supporting Additional Paths in BGP

By default, when a new path or update is received for the same prefix, ONE OS BGP
handles it according to implicit withdraw behavior. However, with the additional paths
feature, ONE OS BGP can be configured to accept and process multiple paths for
the same prefix. The number of additional paths that can be supported depends on
the RIB-IN soft limit of the BGP peer. This limit determines the maximum number of
routes that can be stored in the BGP routing table, which in turn affects the number of
additional paths that can be accepted and processed.

Note
Enabling the Additional Paths feature will reset the BGP session to renegotiate
the capability and process updated NLRI preceded by path-id.

Enabling Additional Paths

You can enable this feature at two levels:

1. Global Afi-Safi level: Enables the feature globally for all peers.
2. Peer-Group Afi-Safi level: Enables the feature for a specific peer group.

CLI Commands

To enable additional paths in receive mode, use the following command:
dutb(config-vrf-bgp-ipv4u)# add-paths receive

This command enables the receive mode for additional IPv4 unicast paths, allowing
ONE OS BGP to accept and process multiple paths for the same IPv4 prefix.

Verification

After enabling the feature, you can verify the configuration using the show running-
config command:
dutb(config-vrf-bgp-ipv4u)# do show running-config

This command displays the current configuration, including the add-paths receive
command.

Supporting Additional Paths in BGP BGP4
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Capability Negotiation for Add Path

The Add Path capability is identified by capability code 69, with a variable length. The
Value field contains the following information:

1. AFI (Address Family Identifier): Specifies the address family (e.g., IPv4 or IPv6).
2. SAFI (Subsequent Address Family Identifier): Specifies the subsequent address

family.
3. Send/Receive: Indicates whether the sender can:

• Receive multiple paths from its peer (value 1)
• Send multiple paths to its peer (value 2)
• Both (value 3)

Since ONE OS BGP only supports receive mode, the Send/Receive field value will always
be 1 when sending capability information to neighbors.

NLRI Processing

After negotiating the Add Path capability, BGP uses update message NLRI to receive
multiple paths. The NLRI format is updated to include a new field, Path Identifier
(Path-Id), which is 4 octets in length and precedes the path itself. The Path-Id uniquely
identifies each path for a prefix within a peering session.

The following is the updated NLRI format:
+--------------------------------+
| Path Identifier (4 octets)     |
+--------------------------------+
| Length (1 octet)               |
+--------------------------------+
| Prefix (variable)              |
+--------------------------------+

Key Points

1. Path-Id: Uniquely identifies each path for a prefix within a peering session.
2. BGP receives multiple paths: But installs only the best path(s) to the Unified

Forwarding Table Manager (UFTM), based on ECMP configuration and limits set
by the use-multiple-paths <ibgp maximum-paths (2-64)|ebgp maximum-paths
(2-64) [allow-multiple-as]> command.

3. The use-multiple-paths command allows configuring the maximum number of
paths to install for ECMP. If all received paths qualify as best paths, multiple paths
will be installed to UFTM, up to the configured limit.

Processing Additional Paths

When a neighboring router sends an update message with additional paths, the paths
are decoded and extracted. Each path is identified by a unique Path-Id, which is used
to track future updates for that path. The paths undergo regular path selection criteria,

BGP4 Capability Negotiation for Add Path
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and only the best route is chosen and installed to Unified Forwarding Table Manager
(UFTM). The key benefits include:

1. Path diversity: Accepting additional paths enables efficient use of multiple paths and
hitless planned maintenance.

2. Improved network utilization: Multiple paths can be used to optimize network
resource utilization.

The following examples show a prefix (13.13.13.0/24) being received from a remote BGP
device with three different Path-Ids (1, 2, and 555):
• Route's shown in Peer's received-route option

dutb# show bgp vrf default-vrf neighbor 13.1.1.2 received-routes ipv4-unicast detail 
VRF Name: default-vrf
Total number of routes: 3
Prefix: 13.13.13.0/24, Nexthop: 13.1.1.2, Path ID: 1, AS Path:
   Age: 6s, Status:VALID Best-Path:Yes
   Origin: IGP, Local Preference: 100, MED: -, Weight: -, Admin Distance:
   Communities: -
   Extended-Communities:
Prefix: 13.13.13.0/24, Nexthop: 13.1.1.2, Path ID: 2, AS Path:
   Age: 6s, Status:VALID Best-Path: No
   Origin: IGP, Local Preference: 100, MED: -, - Weight: -, Admin Distance:
   Communities:
   Extended-Communities:
Prefix: 13.13.13.0/24, Nexthop: 13.1.1.2, Path ID: 555, AS Path:
Age: 65, Status:VALID Best-Path:No
Origin: IGP, Local Preference: 100, MED: -, Weight: -, Admin Distance:
Communities:
Extended-Communities:
dutb#

• Route's shown in routes-summary option

dutb# show bgp vrf default-vrf routes ipv4-unicast 13.13.13.0/24
Prefix: 13.13.13.0/24, Nexthop: 13.1.1.2, Peer: 13.1.1.2, Path ID: 1, Age: 5m20s, 
Status:VALID Best-Path: Yes
AS Path:
Origin: IGP, Local Preference: 100, MED: -, Weight: -, Admin Distance: Communities:
Extended-Communities: -
Prefix: 13.13.13.0/24, Nexthop: 13.1.1.2, Peer: 13.1.1.2, Path ID: 2, AS Path: Age: 
5m20s, Status: VALID Best-Path: No
Origin: IGP, Local Preference: 100, MED: -, Weight: -, Admin Distance: Communities:
Extended-Communities:
Prefix: 13.13.13.0/24, Nexthop: 13.1.1.2, Peer: 13.1.1.2, Path ID: 555, AS Path: Age: 
5m20s, Status:VALID Best-Path: No
Origin: IGP, Local Preference: 100, MED: -, Weight: -, Admin Distance: Communities:
Extended-Communities:
dutb#

YANG and CLI Commands

The feature is supported through YANG models and CLI commands, including:

1. Global level: Enabling Add-Path at the global level.
2. Peer-group level: Enabling Add-Path at the peer-group level.

Processing Additional Paths BGP4
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3. Peer level: Enabling Add-Path at the peer level.
4. Show commands: Various show commands are available to display information

about Add-Path, including show bgp vrf <vrf-name> summary <afi-safi> and
show bgp vrf <vrf-name> neighbor <nbr-ip>.

Note

1. Add-Path enables path diversity: By accepting multiple paths for the same
prefix.

2. Path-Id uniquely identifies each path: Allowing for efficient tracking and
management of multiple paths.

3. Regular path selection criteria apply: Only the best route is chosen and
installed to UFTM

4. For details on syntax and parameters, see Extreme ONE OS Switching
v22.2.0.0 Command Reference Guide.

5. For details on YANG modules, see Extreme ONE OS Switching v22.2.0.0
YANG Reference Guide.

Event Log Messages for BGP Add-Path

These log messages provide valuable information for troubleshooting and monitoring
BGP Add-Path functionality. The system generates event log messages for various BGP
Add-Path events, including:

1. Receiving and decoding ADD-PATH capability: Logs show when BGP receives and
successfully decodes the ADD-PATH capability from a peer.
• decodeCapability: Received Capability VrfName[default-vrf] Peer[13.1.1.2]

CapCode[69] CapLen[4] CapValue[]
• decodeAddPathCap: Decoded ADD-PATH capability Peer[13.1.1.2] CapLen[4] Afi[1]
Safi[1] Mode[3]

2. Receiving new path with path-id: Logs indicate when BGP receives a new path with
a valid path-id for a given prefix.
• decodePathIDFromNlri: Path-ID extracted from BGP-Peer Peer[13.1.1.2] NlriLen[4]

Path-id[1]
• decodeIPNlri: Path-ID received for prefix VrfName[default-vrf] Peer[13.1.1.2] Prefix[?
0d0d0d] NlriLen[3] Path-id[1]

BGP Allow-Own-AS

The BGP Allow-Own-AS feature helps manage route advertisements and prevent
routing loops in complex BGP setups. Normally, BGP rejects routes containing its own
Autonomous System (AS) number in the AS path to avoid loops. However, in certain
scenarios, this check might need to be bypassed.

BGP4 Event Log Messages for BGP Add-Path
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Why Allow-Own-AS?
In multi-homed networks (connected to multiple upstream ASes), a router might
need to advertise routes back to a peer or accept routes with its own AS number in
the path. Allowing this can prevent route discard due to standard anti-loop checks.
By carefully managing Allow-Own-AS, you can optimize route advertisements and
maintain network stability.

Key Points
• This feature is disabled by default, meaning routers reject routes with their own AS

number.
• When enabled, BGP accepts routes with its own AS number in the AS path.
• This feature is enabled per peer group level.
• Enabling it triggers a route refresh message to all peers in the group.
• Disabling it scans the RIBIN (Routing Information Base In) and removes routes with

the device's AS number.

CLI Commands for BGP Allow-Own-As
Use the allow-own-as command to set how many times the router's own AS number
(local AS) can appear in the AS path of a BGP update from peers of this peer group
before being rejected or marked as invalid.

The following example configures a BGP peer group named group1 under a Virtual
Routing and Forwarding (VRF) instance named violet. A BGP session within the peer
group is reset when the local AS number appears in that session for the 11th time:
device# configure terminal
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# peer-group group1 
device(config-vrf-bgp-pg)# allow-own-as 10 d
evice(config-vrf-bgp-pg)#

The following example displays the configuration of a VRF instance named violet that is
running currently on the device. In this example, any BGP session in the peer group can
encounter the local AS number up to 10 times before being reset
device# show running-config vrf violet 
vrf violet 
 !  
   router bgp    
     peer-group group1      
       allow-own-as 10 
! device#

:

Why Allow-Own-AS? BGP4
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BGP Local-AS-Forced

You can override the router's local AS number of BGP peers to establish sessions with
old BGP peers supporting only 2-byte AS numbers. By default, the local AS number
override feature is disabled for the specified BGP peer group.

CLI Commands for BGP Local-AS-Forced
Use the local-as-forced command to override the router's local autonomous system
(AS) number with a forced 2-byte AS number to establish sessions with peers of the
BGP peer group for which this command is configured.

The following example configures a BGP peer group named group1 under a VRF
instance named violet. This example uses the local-as-forced command to override
the routers' configured local ASs for members of group1 and forces them to use 100 as
the AS number instead:
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# peer-group group1
device(config-vrf-bgp-pg)# local-as-forced 100
device(config-vrf-bgp-pg)#

The following example displays the configuration of a VRF instance named violet that
is running currently on the device. In this example, members of the group1 peer group
are forced to use 100 as the AS number instead of their routers' configured local AS
numbers:
device# show running-config vrf violet

vrf violet
!
  router bgp
    peer-group group1
      local-as-forced 100
!
device# 

CLI Commands for BGP MD5 Authentication
MD5 authentication provides a robust security mechanism for BGP sessions, ensuring
the integrity and authenticity of exchanged messages.

MD5 authentication is a crucial security feature in Border Gateway Protocol (BGP) that
ensures the authenticity and integrity of BGP sessions between routers. It prevents
unauthorized session initiation, protects against malicious attacks, and verifies the
legitimacy of BGP peers.

Use the auth-password command to specify a password for MD5 authentication to be
used by all members of the specified BGP peer group within a Virtual Routing and
Forwarding (VRF) instance.
device# configure terminal
device(config)# vrf violet

BGP4 BGP Local-AS-Forced
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device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# peer-group group1
device(config-vrf-bgp-pg)# auth-password MyPassword1
device(config-vrf-bgp-pg)#

When two routers establish a BGP session, they exchange messages with a
cryptographic hash generated using the MD5 algorithm and a shared secret key. The
receiving router recalculates the hash and compares it to the received hash. If they
match, the session is authenticated; otherwise, it's rejected.

Note
• No default password is set; manual configuration is required
• Session expiration or immediate termination depends on password
configuration

• Limited to 75 peer groups with ListenRange for dynamic groups due to
kernel memory limitations

Key Benefits and Features
• Protects against unauthorized access and tampering
• Supports both IPv4 and IPv6 peers
• Can be enabled on dynamic neighbors
• Ensures integrity and authentication, but doesn't encrypt BGP messages
• MD5 hashing and processing occur in the kernel - Minimal computational overhead

BGP Multiprotocol
Multi Protocol BGP feature enhances the flexibility and scalability of BGP routing.

Multi-Protocol BGP (MP-BGP) extends standard BGP-4 to support multiple address
families, including:
• IPv4 and IPv6 addresses
• Unicast variants as follows: address-family IPv4 unicast, address-family IPv6 unicast,

and address-family L2VPN EVPN.

Multiprotocol BGP enables BGP routers to communicate the types of routes they wish
to exchange with peers by specifying:
• Address Family Identifier (AFI)
• Subsequent Address Family Identifier (SAFI)

Each AFI or SAFI can be activated or deactivated individually, allowing for flexible route
exchange. Multi Protocol BGP is enabled by default and cannot be disabled. BGP
routers negotiate with peers only for activated AFI or SAFI pairs.

Key Benefits and Features BGP4

104 Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide



BGP EVPN

BGP EVPN (Ethernet VPN) is a control plane solution for Ethernet Layer 2 and Layer 3
VPN services, ideal for data centers and large-scale networks. It utilizes BGP to provide a
scalable and flexible network virtualization solution, extending Ethernet services across
geographically dispersed sites. Key benefits include:
• Multi-tenancy support: Each tenant's traffic is isolated, crucial for cloud data centers

and service provider networks.
• Integrated control plane: BGP EVPN combines Layer 2 and Layer 3 forwarding,

allowing efficient forwarding and unified management.
• Efficient BUM traffic handling: The control plane disseminates information to reduce
flooding typically required in traditional Ethernet networks.

Key Features
• Control plane in Leaf and Spine architecture: BGP EVPN route propagation occurs

only at the spine level.
• Dynamic VTEP discovery and VxLAN tunnel formation: Simplifies network setup and

management.
• Route exchange: Supports Layer 2 MAC, MAC-IP (ARP/ND), and Layer 3 prefix routes,

including Multi-VRF and symmetric/asymmetric routing.
• Additional features: Logical VTEP support, static anycast gateway, ARP suppression,

but no multi-homing support.

BGP Route Refresh

BGP Route Refresh is a feature that enables BGP routers to request and exchange
updated routing information without resetting BGP sessions. This is useful when
routing policies change or peers are added/removed, allowing routers to obtain fresh
routing information.

When a route policy is applied to a Routing Information Base (RIB), BGP only accepts
routes that pass the filter and discards others. If the policy changes, BGP may not know
which routes were previously filtered out. To resolve this, BGP sends a route refresh
message to request a fresh copy of the peer's RIB. This feature streamlines routing
information updates, reducing the need for manual intervention and improving
network efficiency.

Key Points
• Route Refresh is enabled by default, with no CLI option to disable.
• The capability is negotiated per Address Family Identifier (AFI) and Subsequent

Address Family Identifier (SAFI).

BGP4 BGP EVPN
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• Route refresh can be manually triggered using the "clear bgp vrf <vrf-name> <afi-
safi> neighbor <all>" command.

• The current implementation supports only the basic Route Refresh Capability, not
the advanced Route Refresh Capability defined in RFC-7313.

CLI Commands for EBGP Multihop: Extending BGP Reachability
EBGP Multihop offers flexibility and scalability, making it essential for large, complex
networks that span multiple locations or organizations.

External Border Gateway Protocol (EBGP) sessions are established between directly
connected routers. However, EBGP Multihop allows BGP sessions to traverse multiple
routers, providing greater flexibility and scalability for large networks.

Use the ebgp-multihop command to enable external BGP multihop and optionally
set the time-to-live (TTL) value of the IP header (hop count) for a specific external
BGP neighbor or all external neighbors in the specified BGP peer group within a VRF
instance.
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# peer-group group1
device(config-vrf-bgp-pg)# ebgp-multihop 10
device(config-vrf-bgp-pg)# exit
device(config-vrf-bgp)# peer-group group2
device(config-vrf-bgp-pg)# ebgp-multihop
device(config-vrf-bgp-pg)#

Key Benefits and Considerations
• Enables BGP sessions over intermediate routers
• Improves network management and policy control
• Supports scalable and fault-tolerant network designs
• Provides alternate data paths in case of link failures
• Default TTL for eBGP peers is 1, and 64 for iBGP peers
• EBGP Multihop overrides TTL hop count for eBGP peers
• Does not apply to IPv6 link-local peers (single-hop by nature)

Comparison to Standard BGP
• Standard BGP requires direct router connections
• EBGP Multihop enables peering over multiple hops, making it ideal for expansive

networks

BGP Fast External Failover
BGP Fast External Failover is a mechanism designed to accelerate BGP convergence
when an external link or peer fails. This feature is particularly beneficial in environments

CLI Commands for EBGP Multihop: Extending BGP
Reachability BGP4
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requiring rapid routing path recovery, such as ISP networks or critical infrastructure
relying on BGP.

In traditional BGP, failure detection, route withdrawal, and routing table recomputation
can be time-consuming, leading to significant disruptions in data traffic. But, the BGP
Fast External Failover feature enables continuous monitoring of BGP peers over a given
link. Upon detecting a link failure, BGP takes immediate corrective action without
waiting for traditional timeout mechanisms. This is achieved through:
• Direct detection of link failures
• Rapid notification and response

Note
• Not enabled by default; explicit configuration required
• Suitable for directly connected eBGP peers
• Multihop scenarios rely on BFD for failure detection
• Only applicable to eBGP peers

By leveraging BGP Fast External Failover, networks can minimize downtime and ensure
faster recovery from external link or peer failures.

CLI Commands for BGP Fast External Failover
Use the fast-external-failover command to quickly terminate the EBGP session
when a directly-connected link to the EBGP peer goes down, without waiting for the
hold-down timer to expire.

The following example configures a BGP peer group named group1 under a Virtual
Routing and Forwarding (VRF) instance named violet. In this example, the BGP session
is reset if the link to an EBGP peer goes down:
device# configure terminal
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# peer-group group1 
device(config-vrf-bgp-pg)# fast-external-failover 
device(config-vrf-bgp-pg)#

The following example displays the configuration of a VRF instance named violet that is
running currently on the device. In this example, the BGP session is reset if the link to
an EBGP peer in a peer group named group1 is lost:
device# show running-config vrf violet 
vrf violet
!  
  router bgp    
    peer-group group1      
      allow-own-as 10      
      fast-external-failover 
! 
device#

BGP4 CLI Commands for BGP Fast External Failover
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BGP IPv6

The BGP IPv6 feature allows Border Gateway Protocol (BGP) to support IPv6 routing,
enabling the exchange of routing information for IPv6 networks alongside traditional
IPv4 networks. This feature includes:
• IPv6 Unicast Support: BGP can exchange IPv6 unicast routes, forwarding IPv6

packets across networks.
• IPv6 Address Family Configuration: Commands specific to IPv6 are configured

independently of IPv4, providing flexibility in managing routing for different traffic
types.

• Route Propagation and Filtering: IPv6 routes can be propagated across Autonomous
Systems (ASes) with configurable policies for filtering or modifying route
advertisements.

• Address Family Independent BGP Peering: IPv6 peering can be configured
separately from IPv4, allowing organizations to maintain distinct peering for each
address family

Note
• IPv6 address family must be explicitly activated.
• IPv6 Unicast operates independently of IPv4 Unicast.
• IPv4 peers cannot carry IPv6 routes, and IPv6 peers cannot carry IPv4 routes.
• For details on command syntax and parameters for configuring address

family, see Extreme ONE OS Switching v22.2.0.0 Command Reference
Guide..

BGP Monitoring with Bidirectional Forwarding Detection (BFD)

BFD support for BGP enables fast detection of link failures between BGP peers. By
default, BFD for BGP is disabled. When enabled, BFD notifies BGP of any faults,
allowing for quicker convergence. You use the enable-bfd command to enable BFD
for a specified BGP neighbor or all neighbors in the specified BGP peer group within a
VRF instance.

The key features include:
• Supports single-hop and multihop iBGP and eBGP sessions with IPv4 or IPv6

neighbors
• Works across default and non-default VRF instances
• Behavior is consistent for iBGP and eBGP, regardless of session type or neighbor IP

version
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Configuration Considerations
• Registration is global across all VRFs - BFD sessions require configuration on both

neighbors
• Each neighbor can have custom settings for transmit interval, receive interval, and

detection multiplier
• Peer-group or global settings are inherited if not configured
• Enabling BFD is controlled at peer group level. All session parameters are inherited

from peer group level.
• BFD is not enabled by default and requires explicit configuration.
• Default timers: 300ms (Rx and Tx) and multiplier: 3
• Supported for IPv4 and IPv6 peers, including dynamic peers

CLI Commands for BGP Monitoring with BFD
The following example configures a BGP peer group named group1 under a VRF
instance named violet. The enable-bfd command is used in BGP peer group
configuration mode and therefore enables BFD for all neighbors in the peer group:
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# peer-group group1
device(config-vrf-bgp-pg)# enable-bfd profile profile1
device(config-vrf-bgp-pg)# 

The following example displays the configuration of a VRF instance named violet that
is running currently on the device. This example configures a BGP peer group named
group1 and enables BFD for all neighbors in the peer group:
device # show running-config vrf violet

vrf violet
!
  router bgp
    peer-group group1
      enable-bfd profile profile1
!
device# 

CLI Commands for BGP Address Family

BGP supports multiple address families to cater to diverse network types and
applications. Each address family specifies the type of IP address or data structure BGP
will handle. The currently supported address families are:

1. IPv4 Unicast: The traditional and most commonly used address family, enabling BGP
to route IPv4 addresses.

2. IPv6 Unicast: Allows BGP to exchange routes for IPv6 addresses.
3. EVPN (Ethernet VPN): A modern service for multi-tenant Layer 2 and Layer 3

Ethernet services, extending BGP to carry Ethernet frames and IP routes.

BGP4 Configuration Considerations
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The following are the key information about BGP Address family:
• Each BGP instance can support one or more address families (except EVPN, which is

only available in the default instance)
• Address families operate independently within an instance, with no correlation

between instances.
• Each address family must be activated individually before it becomes operational.
• Features can be enabled under specific address families; refer to the BGP CLI guide

for available features.
• Memory allocation occurs only when an address family is activated, optimizing

memory utilization.

You can access the address-family IPv4/IPv6 unicast configuration level from the
configuration mode.
device# configure terminal
device(config)# vrf violet
device(config-vrf-violet)# router bgp
device(config-vrf-bgp)# address-family ipv4 unicast
device(config-vrf-bgp-ipv4u)# activate
device(config-vrf-bgp-ipv4u)# exit
device(config-vrf-bgp)# address-family ipv6 unicast
device(config-vrf-bgp-ipv6u)# activate
device(config-vrf-bgp-ipv6u)#

BGP4+ Peer Groups
Peer groups simplify BGP configuration by grouping multiple peers with shared
settings. Instead of configuring each peer individually, you define common settings
once and apply them to multiple peers.

You can use the peer-group command to configure a BGP peer group within a Virtual
Routing and Forwarding (VRF) instance and enter BGP peer group configuration mode.

You can associate BGP neighbors with a BGP4+ peer group. For details on syntax and
parameters, see Extreme ONE OS Switching v22.2.0.0 Command Reference Guide.

Note
• No default peer group exists; each must be manually configured.
• Each peer group requires the same capability negotiation and address

family for all peers.
• Creating multiple peer groups increases the number of RIBOUTs, impacting

memory consumption.
• You can configure BGP peers only as peer group members (not as

standalone or independent peers).

How Peer Groups Work
1. Define a peer group with common parameters (for example, remote-as,

authentication password).

BGP4+ Peer Groups BGP4
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2. Assign individual BGP peers to the group, eliminating the need for separate
configurations.

Key Benefits
• Simplified Maintenance: Edit the peer group, and changes are reflected across all

associated peers.
• Optimization of Updates: Peers in a group share the same update, reducing the load

by sending a single update to all members.
• Shared Configuration: Parameters like timers, policies, and authentication can be

shared across multiple neighbors.

CLI Commands for Creating a BGP4+ Peer Group
A BGP4+ peer group is a collection of BGP neighbors that have the same attributes,
parameters and address families.

The following sample output shows the configuration of a VRF named red that
contains two peer groups:
device(config-vrf-bgp-pg-ipv4u)# do show running-config vrf red

vrf red
  member   ve 2,8192
  table-connections
    src-protocol connected dst-protocol bgp address-family ipv4
    src-protocol connected dst-protocol bgp address-family ipv6
  !
  router bgp
    local-as 4200000001
    router-id 172.31.254.171
    route-distinguisher 172.31.254.171:1
    as-notation as-plain
    address-family ipv4 unicast
      use-multiple-paths ibgp maximum-paths 8
      use-multiple-paths ebgp maximum-paths 8
    !
    address-family ipv6 unicast
      use-multiple-paths ibgp maximum-paths 8
      use-multiple-paths ebgp maximum-paths 8
    !
    instance-type evpn
      nve fs
        l3vni 8192
        address-family ipv4 unicast
          route-target export 101:101
          route-target import 101:101
        !
        address-family ipv6 unicast
          route-target export 101:101
          route-target import 101:101
        !
      !
    !
    peer-group pg1
      remote-as 651000
      neighbor 1.1.1.0
      enable-bfd profile profile_100_100_3

BGP4 Key Benefits
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      update-source 10.10.10.10
      address-family ipv4 unicast
        nexthop-self
        activate
      !
    !
    peer-group pg2
      remote-as 651000
      neighbor 1.1.1.1
      enable-bfd profile profile_100_100_3
      update-source ff::ff
      address-family ipv4 unicast
        activate
      !
    !
  !
!
device# 

BGP Four-Byte AS Number

BGP supports RFC 4893, which extends AS numbers to four bytes, allowing a much
larger range of 0 to 4,294,967,295. This feature is enabled by default and cannot be
disabled. Local-AS configurations support four-byte AS numbers, including two-byte AS
numbers. Remote AS numbers always support four-byte ranges, although two-byte AS
numbers can be configured.

AS Number Format
Four-byte AS numbers are represented in a two-part format:
• High-order 2 bytes (0 to 65,535)
• Low-order 2 bytes (0 to 65,535)

You can control the AS number format using the as-notation option at the instance
level, with the following three available formats:
• as-dot (default): Displays 4-byte AS numbers in dot notation and 2-byte AS numbers

in decimal.
• as-dot-plus: Displays all AS numbers in dot notation.
• as-plain: Displays all AS numbers in decimal.

BGP supports interaction with both four-byte AS capable and two-byte AS only capable
routers. If a route policy sets an AS number that exceeds the capability of the router, it
will be ignored.

BGP Multi-VRF

BGP Multi-VRF enables the Border Gateway Protocol (BGP) to operate with multiple
Virtual Routing and Forwarding (VRF) instances on a single router. This allows BGP to
maintain separate routing tables for different network environments, enabling each
VRF to exchange routing information independently. . This allows for flexible and
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scalable network design, but also requires careful management to avoid potential
issues.

The BGP multi-VRF feature has the following functionalities:
• Multi-Instance Capability: BGP can advertise routes into multiple VRFs, ensuring

isolated routing information exchange.
• Implementation: A single BGP process internally manages multiple VRF instances,

with bifurcation within the process.
• Enabled by Default: This feature is always enabled and cannot be disabled.
• Single Process: One process serves all VRF instances.
• Per-VRF Instance: Each VRF has its own BGP instance, configurable using the "router

bgp" command.
• Instance-Specific Configuration: Each VRF instance has its own routing
configuration, including router ID, AS number, peers, and routing tables.

• Shared Routing Policies: Routing policies are not VRF-aware and are shared across
all VRFs.

• Resource Sharing: A single memory space and CPU processing are shared among all
instances, which can lead to:
◦ Resource contention: One instance can consume significant resources, impacting

others.
◦ Single point of failure: A single instance failure can affect the entire BGP setup.

BGP Router-ID

The BGP router-ID is a unique 4-octet unsigned non-zero integer that identifies the
sender of BGP messages within an Autonomous System (AS). It's typically set to an IP
address assigned to the BGP speaker and remains the same across all local interfaces
and BGP peers.

Use the router-id <ipv4-address> command to set the router ID for BGP. This AS
number is called the BGP router ID, and it is one per router BGP instance. For details on
syntax and parameters, see Extreme ONE OS Switching v22.2.0.0 Command Reference
Guide.
• Dual Router-IDs: Two router-IDs exist in the configuration: one at the VRF level and

another at the BGP-global level.
• Default Behavior: If the BGP-global level router-ID isn't configured, it inherits the

VRF-level router-ID.

BGP4 BGP Router-ID
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• Configuration Changes: When the BGP-global level router-ID is deleted, it falls back
to the VRF-level router-ID (if configured). If no VRF-level router-ID exists, the router-
ID path is removed from the SDB.

Note
• BGP router-id is set only if explicitly configured and if not configured, BGP

router-id remains unset.
• Configuration of the VRF-level router-ID is not supported.

BGP4+ Route Reflection
BGP Route Reflection (RR) is a feature that enables efficient routing information
exchange within an Autonomous System (AS) without requiring direct peer-to-peer
relationships between all routers. This enhances scalability in large networks.

In traditional IBGP networks, every router must establish a direct session with every
other router, leading to complexity and management issues in large environments.
But, a Route Reflector acts as a central point for routing information, simplifying
IBGP design. Routers establish BGP sessions with one or more route reflectors, which
propagate routes to the rest of the network.

When a route reflector receives a route from a client, it reflects the route to other
clients, eliminating the need for a full mesh. The route reflector won't send the route
back to the client that originated it.

The following are the key components of BGP route reflection:
• Route Reflector (RR): Redistributes BGP routes to other IBGP peers.
• Client Routers: Form IBGP sessions with a route reflector.
• Non-Client Routers: Participate in BGP without being part of a route reflector client

group.

Key Points
• Feature and peer configuration require manual setup.
• Default Cluster ID is the Router ID, which can be overridden.
• Originator ID is always the router ID of the peer and cannot be overridden.
• No support for Optimal Route Reflection (RFC 9107).

CLI Commands for Configuring a Cluster ID for a BGP4+ Route Reflector
When you have multiple route reflectors, change the cluster ID so that all route
reflectors belong to the same cluster.

1. Access global configuration mode.
device# configure terminal

BGP4+ Route Reflection BGP4
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2. Access VRF BGP peer group configuration mode (config-vrf-bgp-pg) and configure
BGP peer group (group1) under a VRF instance named violet. group1 is assigned a
cluster ID (10) in integer format.
device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# peer-group group1 
device(config-vrf-bgp-pg)# cluster-id 10 
device(config-vrf-bgp-pg)# exit

CLI Commands for Configuring a BGP4+ Route Reflector Client
You configure a BGP peer as a route-reflector client from the device that is the route
reflector.

1. Access global configuration mode.
device# configure terminal

2. Access BGP configuration mode.
device(config)# router bgp

3. Access the VRF BGP peer group configuration (config-vrf-bgp-pg) mode. Specify the
peer group to be the route-reflector client.
ddevice# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# peer-group group1 
device(config-vrf-bgp-pg)# route-reflector-client 
device(config-vrf-bgp-pg)#

BGP Prefix Independent Convergence
In large-scale networks with thousands of BGP peers exchanging millions of routes,
many routes are reachable via multiple next hops. When network topology changes,
BGP recalculates the best routes for affected prefixes, which can take significant time
and cause data traffic to be black-holed. To achieve faster data plane convergence
and reduce the impact of network topology changes on traffic forwarding, BGP Prefix
Independent Convergence (PIC) is used.

Functional overview
BGP PIC is a feature designed to reduce data plane convergence time in large-scale
networks. When enabled, BGP installs both the best path and a secondary path to a
destination, allowing for fast failover in case of a failure. You can enable or disable PIC at
the VRF level for IPv4 or IPv6 unicast.

Benefits
• Faster convergence time: BGP PIC enables faster data plane convergence, reducing

the time it takes to restore traffic after a failure.
• Prefix-independent convergence: Convergence time is no longer proportional to the

number of prefixes, ensuring faster recovery.

BGP4
CLI Commands for Configuring a BGP4+ Route
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• Secondary path installation: With BGP PIC enabled, BGP also installs a secondary
path to the destination to improve network resilience.

• Fast failover: When a failure is detected, BGP switches to the secondary path,
reducing traffic loss.

• Best path selection: BGP selects the best path to a destination and downloads it to
Unified Forwarding Table Manager (UFTM).

• Less traffic loss: By using a backup path, traffic loss is minimized until BGP updates
the nexthop.

Supported scenarios
1. Link or node failure in the core: BGP PIC supports fast convergence in case of link or

node failures in the core network.
2. Node failure in the edge network: BGP PIC also supports fast convergence in case of

node failures in the edge network.

Deliverables
1. Configuration CLI: Enable BGP PIC at the global AFI-SAFI level.
2. Show CLI extension: Display primary and secondary paths.
3. Address family support: BGP PIC supports IPv4 and IPv6 address families

BGP PIC Functional Scenarios
BGP PIC functionality varies based on the location and type of network failure.

BGP PIC is designed to provide fast convergence in case of network failures. There are
two main scenarios:

BGP PIC Core Network Failure

The following figure illustrates a BGP PIC core network failure:

Figure 10: BGP PIC core node failure
In this scenario, PE1 has two paths to CE2 prefixes: one via PE3 and another via PE4.
With BGP PIC enabled, PE1 selects a primary path (via PE3) and a secondary path (via
PE4). The primary nexthop PE3 is reachable via two paths: PE1-P1-PE3 and PE1-P2-PE3.
When the link between PE1 and P1 goes down, Unified Forwarding Table Manager
(UFTM) detects the IGP path failure and updates the resolved nexthops for PE3. Since
the BGP nexthop didn't change, recovery time is based on IGP convergence.

Supported scenarios BGP4
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BGP PIC Edge Network Failure

The following figure illustrates a BGP PIC edge network failure.

Figure 11: BGP PIC edge network failure

In this scenario, PE1 has two paths to CE2 prefixes: one via PE3 and another via PE4.
With BGP PIC enabled, PE1 selects a primary path (via PE3) and a secondary path
(via PE4). When the link between PE1 and P1 goes down, UFTM detects the IGP path
failure and fails over to the secondary nexthop PE4 reachable via IGP path P2. The prefix
routes from CE2 will be updated to point to P2, and recovery time will be based on IGP
convergence.

BGP PIC Edge

The following figure illustrates a BGP PIC edge node failure and the behavior of the
route tables.

Figure 12: BGP PIC edge node failure

In the edge scenario, when PE3 fails or the BGP session between PE1 and PE3 fails, BGP
notifies UFTM with a NextHopDown event. UFTM resolves the secondary BGP nexthop
PE4 to IGP nexthop and updates the nexthop ID to point to PE4. Traffic will failover to
the PE4 nexthop, ensuring fast convergence.

Key Benefits

1. Fast convergence: BGP PIC provides fast convergence in case of network failures.
2. IGP-based recovery: Recovery time is based on IGP convergence, reducing the time

it takes to restore traffic.

BGP4 BGP PIC Functional Scenarios
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BGP PIC Considerations
Note the following considerations for this feature.

• BGP PIC is supported for IPv4 and IPv6 address families. It is not supported for Layer
3 VPN, EVPN, or IP over MPLS (IPoMPLS).

• BGP PIC is disabled by default.
• BGP PIC is applicable across all VRFs and supported address families.
• Use cases for PIC core and PIC edge are supported.
• PIC is supported on devices based on the Extreme 8730 devices.
• PIC and high availability (HA) are supported. BGP graceful restart must be
configured for PIC HA to work.

• BGP PIC is compatible with Optiscale profiles.
• As a best practice, use the profile route maximum-paths configuration command

to reduce the default ECMP value from 64 to either 8 or 16.

BGP and BFD Session Down Event

• BGP session down: BGP only sends NextHopDown event if the peer IP is not
advertised by any other peer..

• BFD session down: BFD session down event confirms peer IP is unreachable, and
BGP sends NextHopDown event if necessary

BGP Session Down Event

When a BGP session goes down, it's not always clear if the peer IP is unreachable.
Therefore, BGP only sends a NextHopDown event to Unified Forwarding Table Manager
(UFTM) for a nexthop advertised by the peer if it's not advertised by any other peer.
Upon receiving the NextHopDown event, UFTM fails over to the secondary BGP
nexthop. The following are the BGP session down processing event:

1. BGP session down detection: BGP detects the session down event and checks if the
peer IP is used as a nexthop by any routes.

2. NextHopDown event: If the peer IP is used as a nexthop and not advertised by any
other peer, BGP sends a NextHopDown event to UFTM.

3. Failover to secondary nexthop: UFTM fails over to the secondary BGP nexthop.
4. Route selection algorithm: BGP reruns the route selection algorithm and downloads

the new primary and secondary paths to UFTM.

BFD Session Down Event

When a BFD session goes down, it's confirmed that the peer is unreachable. BGP
checks if the peer IP is used as a nexthop by any routes and sends a NextHopDown
event to UFTM if necessary. The following are the BFD session down processing event:

1. BFD session down detection: BFD detects the session down event and notifies BGP.
2. NextHopDown event: BGP checks if the peer IP is used as a nexthop and sends a

NextHopDown event to UFTM if necessary.

BGP PIC Considerations BGP4
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3. Failover to secondary nexthop: UFTM fails over to the secondary BGP nexthop.
4. Route selection algorithm: BGP reruns the route selection algorithm and downloads

the new primary and secondary paths to UFTM.

CLI Commands for BGP Prefix Independent Convergence

Configuration commands

To enable or disable BGP Prefix Independent Convergence (PIC), you can use the
following CLI commands:
device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# address-family ipv4 unicast 
device(config-vrf-bgp-ipv4u)# prefix-independent-convergence 
device(config-vrf-bgp-ipv4u)# activate
device(config-vrf-bgp-ipv4u)# exit 
device(config-vrf-bgp)# address-family ipv6 unicast 
device(config-vrf-bgp-ipv6u)# prefix-independent-convergence 
device(config-vrf-bgp-ipv6u)# activate 
device(config-vrf-bgp-ipv6u)#

To disable, use the no prefix-independent-convergence command.

Show Commands

To verify the configuration and status of BGP PIC, you can use the following show
commands:
device# show running-config vrf violet    
vrf violet  
  router bgp    
    address-family ipv4 unicast      
      prefix-independent-convergence      
      activate    
    !    
    address-family ipv6 unicast      
      prefix-independent-convergence      
      activate    
    !  
  ! 
! 
device# 

Yang Snippet

For details on OpenConfig YANG attributes that are supported by the Extreme ONE SR,
see Extreme ONE OS Switching v22.2.0.0 YANG Reference Guide.
module: openconfig-network-instance

| | | +--rw extr-bgp-ext:network* [prefix]
| | | | +--rw extr-bgp-ext:prefix -> ../config/prefix
| | | | +--rw extr-bgp-ext:config
| | | | | +--rw extr-bgp-ext:prefix? oc-inet:ip-prefix
| | | | | +--rw extr-bgp-ext:policy? string
| | | | +--ro extr-bgp-ext:state
| | | | +--ro extr-bgp-ext:prefix? oc-inet:ip-prefix
| | | | +--ro extr-bgp-ext:policy? string
| | | +--rw extr-bgp-ext:prefix-independent-convergence
| | | +--rw extr-bgp-ext:config

BGP4
CLI Commands for BGP Prefix Independent

Convergence

Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide 119



| | | | +--rw extr-bgp-ext:enabled? boolean
| | | +--ro extr-bgp-ext:state
| | | +--ro extr-bgp-ext:enabled? boolean
| | +--rw dynamic-neighbor-prefixes
| | | +--rw dynamic-neighbor-prefix* [prefix]
| | | +--rw prefix -> ../config/prefix

GNMI commands

To configure BGP PIC using GNMI commands, you can use the following examples:
gnmic -a <ip:port_number> -u admin -p <password> --tls-ca 
extreme-ca.cert.pem set --update "/network-instances/network-instance[name=default-
vrf]/protocols/protocol[identifier=BGP][name=bgp]/bgp/global/afi-safis/afi-safi[afi-safi-
name=IPV4_UNICAST]/prefix-independent-convergence/config/enabled:::bool::::true"
gnmic -a <ip:port_number> -u admin -p <password> --tls-ca 
extreme-ca.cert.pem set --update "/network-instances/network-instance[name=default-
vrf]/protocols/protocol[identifier=BGP][name=bgp]/bgp/global/afi-safis/afi-safi[afi-safi-
name=IPV6_UNICAST]/prefix-independent-convergence/config/enabled:::bool:::true

CLI Commands for BGP Prefix-Independent Convergence
You can enable BGP Prefix-Independent Convergence to accelerate data path
convergence under failover conditions.

• Enabling BGP PIC

BGP PIC is disabled by default. To enable it, you can configure it for an address
family under a VRF. When enabled, BGP will select primary and secondary paths and
download them to Unified Forwarding Table Manager (UFTM).

• Disabling BGP PIC

When BGP PIC is disabled, BGP will run the route selection algorithm and select
the best path. No secondary path will be selected, and only the best path will be
downloaded to the hardware.

For details on syntax and parameters, see Extreme ONE OS Switching v22.2.0.0
Command Reference Guide.

1. Enter global configuration mode.
device# configure terminal

2. Add VRF instance.
device# configure terminal
device(config)# vrf violet

3. Run the router bgp command.
device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)#

4. Run the address-family command with IP4 or IPv6 unicast.
device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# address-family ipv4 unicast 
device(config-vrf-bgp-ipv4u)#

CLI Commands for BGP Prefix-Independent
Convergence BGP4
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5. Run the prefix-independent-convergence command and activate it.
device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# address-family ipv4 unicast 
device(config-vrf-bgp-ipv4u)# prefix-independent-convergence 
device(config-vrf-bgp-ipv4u)# activate
device(config-vrf-bgp-ipv4u)# exit 
device(config-vrf-bgp)# address-family ipv6 unicast 
device(config-vrf-bgp-ipv6u)# prefix-independent-convergence 
device(config-vrf-bgp-ipv6u)# activate device(config-vrf-bgp-ipv6u)# exit 
device(config-vrf-bgp)# address-family l2vpn evpn 
device(config-vrf-bgp-l2vpn-evpn)# prefix-independent-convergence 
device(config-vrf-bgp-l2vpn-evpn)# activate 
device(config-vrf-bgp-l2vpn-evpn)# 

About BGP4 Graceful Restart

BGP Graceful Restart (GR) is a mechanism that enables the smooth restart of BGP
sessions, minimizing disruptions to network routing and forwarding. During a restart,
both BGP peers collaborate to maintain network stability, ensuring no route or topology
changes occur. It minimizes network disruptions during BGP restarts or device
reboots and ensures network stability and continuity. It comes with the following key
functionalities:
• Negotiation: GR capability is negotiated through BGP OPEN messages, and both

peers must support GR for the feature to be activated.
• Restart Process: When a BGP session is lost, the GR helper router marks routes

as "stale" but continues to forward packets using these routes for a predefined
duration.

• Non-Stop Forwarding (NSF): GR enables forwarding to continue while the control
plane converges, minimizing network disruptions.

Limitations
• GR is not enabled by default and must be explicitly enabled at the instance level.
• GR can be enabled or disabled at AFI or SAFI level.
• When configuring restart timers with regular BGP timers, you should consider scale.

Proper configuration of restart timers is crucial to ensure GR functionality.
• Helper-Only mode is supported, where the router acts as a GR Helper by default if

GR is not enabled under any AFI or SAFI

BGP4 About BGP4 Graceful Restart
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Configuring BGP Graceful Restart

Follow this procedure to configure BGP graceful restart.

Note
High availability (HA) requires GR to be enabled.

1. Enter the configure terminal command to access global configuration mode.
 device# configure terminal

2. Enter the config-vrf-bgp mode.
device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# 

3. Configure graceful restart at the router BGP level.
device(config-vrf-bgp)# graceful-restart
device(config-vrf-bgp-gr)# restart-time 100
device(config-vrf-bgp-gr)# stale-route-time 500
device(config-vrf-bgp-gr)# helper-only 
device(config-vrf-bgp-gr)#  

4. Exit the config-vrf-bgp-gr mode.
device(config-vrf-bgp-gr)# exit
device(config-vrf-bgp)# 

5. Enter the address-family ipv4 unicast command to enter IPv4 address-family
configuration mode.
device(config-vrf-bgp)# address-family ipv4 unicast 
device(config-vrf-bgp-ipv4u)# 

6. Enter the graceful-restart command to enable the graceful restart feature.
 device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# address-family ipv4 unicast 
device(config-vrf-bgp-ipv4u)# graceful-restart 
device(config-vrf-bgp-ipv4u)# 

The following example enables the graceful restart mode for the IPv4 unicast address
family:.

device# configure terminal 
device(config)# vrf violet 
device(config-vrf-violet)# router bgp 
device(config-vrf-bgp)# address-family ipv4 unicast 
device(config-vrf-bgp-ipv4u)# graceful-restart 
device(config-vrf-bgp-ipv4u)# 

The following example displays the configuration of a VRF instance named violet that
is running currently on the device. In this example, the routing process is configured to
enable graceful restart (with a restart timer and a stale route time of 100 seconds and
500 seconds respectively) on its neighbors:

device# show running-config vrf violet 

Configuring BGP Graceful Restart BGP4
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vrf violet  
  router bgp    
    address-family ipv4 unicast      
      graceful-restart    !
    ! 
 ! 
device# 

The following example shows CLI output where BGP routes are marked as stale:
device# show bgp vrf default-vrf routes ipv4-unicast

BGP routing table information for VRF default-vrf
Status: *-valid, >-best, S-stale
Path type: i-internal, e-external, l-local, r-redist, m-multipath, a-additional,
           p-primary, s-secondary
Origin codes: I - IGP, E - EGP, ? - incomplete
IPv4 Routes
-----------
Total number of routes: 5
Flags        Prefix             Nexthop            Peer
============ ================== ================== ==================
*>Ie         3.3.3.3/32         20.1.1.1           20.1.1.1
*>?Si        10.1.1.0/24        10.1.1.1           10.1.1.1
*>?Si        100.1.1.0/24       10.1.1.1           10.1.1.1
*>ISi        111.1.1.1/32       10.1.1.1           10.1.1.1
*>Ie         200.1.1.0/24       20.1.1.1           20.1.1.1
DUT2-S1#
 
 
DUT2-S1# show bgp vrf default-vrf routes ipv4-unicast 10.1.1.0/24
Prefix: 10.1.1.0/24, Nexthop: 10.1.1.1, Peer: 10.1.1.1, AS Path:
        Age: 42s, Status:VALID Path-Type: Best, Stale, Internal,
        Origin: INCOMPLETE
device#

BGP4 Configuring BGP Graceful Restart
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BGP Ethernet VPN for IP Fabrics
BGP EVPN for IP Fabrics Overview on page 124
Data Center IP Fabric Architecture on page 125
MAC Synchronization (Type 2) on page 133
L2 Extension on page 135
L3 Extension on page 135
EVPN Model Overview on page 136

The following topics describe how to configure BGP Ethernet VPN for IP fabrics.

BGP EVPN for IP Fabrics Overview
Ethernet VPN (EVPN) provides a standards-based solution for data center overlay and
data center interconnect (DCI).

RFC 7432 (BGP MPLS-Based Ethernet VPN) specifies multiprotocol extensions to BGP
to exchange Layer 2 routes in an MPLS Ethernet VPN network. These extensions are
useful in DCI scenarios.

A BGP EVPN-based IP Fabric consists of BGP EVPN for VxLAN overlay networks
and a broad set of Layer 2, Layer 3, and infrastructure features to enable seamless
deployment, on-demand usage of forwarding entries in hardware, and minimization of
flooding in the network.

Building Modern Data Centers with VxLAN and BGP

The rapid growth of applications and storage in data centers has led to new challenges
in providing scalable and efficient connectivity between virtual machines (VMs).
Traditional solutions like VPLS (Virtual Private LAN Service) have limitations in terms
of redundancy, multicast optimization, and provisioning simplicity.

Limitations of Traditional Solutions

1. VPLS limitations: Current VPLS solutions lack support for flexible multihoming with
all-active redundancy mode and have complex provisioning requirements.

2. Scalability issues: Traditional data center designs, such as STP-based tiered designs
and port channel-based designs, have limitations in terms of bandwidth utilization,
scalability, and network resilience.
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Evolution of Data Center Networks

Data center networks have evolved significantly over the past decade, with new
technologies and designs emerging to address the limitations of traditional solutions.
The use of VxLAN and BGP in data center networks offers a promising solution for
building massive, scalable, and efficient data centers.

VxLAN and BGP: A New Approach

VxLAN (Virtual Extensible LAN) and BGP (Border Gateway Protocol) can be used to
build modern data centers that are scalable, efficient, and resilient. By leveraging
these technologies, data center operators can create a network that supports flexible
multihoming, efficient traffic management, and simplified provisioning.

Use the following sections to learn how VxLAN and BGP can be used to build a massive
data center.

Data Center IP Fabric Architecture

A typical data center deployment consists of three types of devices:

1. Leaf devices: Connected to physical servers or hypervisors hosting virtual machines
(VMs).

2. Spine devices: Interconnected with leaf devices in a Clos fabric topology, providing
multiple paths for efficient traffic load-balancing and redundancy.

3. Border nodes: Devices that connect the data center to external networks, handling
North-South traffic.

Key Characteristics
1. Clos fabric topology: A matrix of interconnections between network devices,

enabling horizontal scalability and efficient traffic management.
2. IP-based connectivity: The fabric is built on IP connectivity, allowing for flexible and

scalable network design.
3. POD (Point of Delivery): A group of leaf and spine devices that can be

interconnected using super spines to form a larger data center.

Border Node Functionality
The border node, whether a border leaf or border spine, sits at the edge of the data
center and provides connectivity to external networks. This enables access to services,
applications, or servers from the internet.

Benefits
1. Scalability: The IP fabric architecture allows for horizontal scalability, making it easy

to add new devices and increase capacity.
2. Redundancy and resiliency: Multiple paths between leaf devices ensure efficient
traffic load-balancing and redundancy.

BGP Ethernet VPN for IP Fabrics Data Center IP Fabric Architecture
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3. Efficient traffic management: The Clos fabric topology enables efficient traffic
management, reducing the risk of network congestion and downtime.

Underlay Network

The underlay network provides IP connectivity between devices in a data center fabric.
A routing protocol is needed to enable IP reachability and Layer 3 capabilities like ECMP
and load balancing.

BGP as Underlay Protocol

BGP (Border Gateway Protocol) is commonly used as the underlay protocol in data
center fabrics. There are two options for building the underlay using BGP:

1. iBGP (Internal BGP): Leaf devices establish iBGP sessions with spine devices, and
spine devices act as route reflectors. Each leaf and border node has a dedicated
loopback address that serves as a VTEP endpoint.

2. eBGP (External BGP): Each leaf device is configured in a different AS, while all spine
devices are in a single AS, and all border nodes are in a single AS. eBGP multipath is
enabled for load balancing IP traffic.

Key Features

1. IP reachability: BGP provides IP reachability between devices in the fabric.
2. ECMP and load balancing: BGP enables ECMP and load balancing features, ensuring
efficient traffic management.

3. L2VPN EVPN: BGP negotiates L2VPN EVPN address family to synchronize overlay
network addresses (MAC/ARP/Prefix routes).

Benefits

1. Scalability: BGP-based underlay architecture enables scalable and efficient network
design.

2. Flexibility: Both iBGP and eBGP options provide flexibility in designing the underlay
network.

3. Efficient traffic management: BGP enables efficient traffic management, reducing
the risk of network congestion and downtime.

Overlay Network

With the underlay network in place, each device in the fabric has reachability to
interface and loopback addresses. This is a prerequisite for setting up overlay networks.

Overlay networks are logical or virtual tunnels that enable communication between
Virtual Machines (VMs) or resources placed on physical servers. These networks can
support Layer 2 (L2) or Layer 3 (L3) transport between VMs, applications, or services,
while hiding the underlying network infrastructure.

By using overlay networks like VXLAN, you can create a scalable and flexible network
architecture that supports multiple applications and services.

Underlay Network BGP Ethernet VPN for IP Fabrics
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Key Components

1. Tunnel Encapsulation: Each tunnel consists of a tenant ID that acts as a
demultiplexer to distinguish between different traffic streams.

2. Control Plane: Exchanges VM/tenant application topology information (MAC
addresses/IP routes) between tunnel endpoints.

3. Data Plane Encapsulation: Encapsulates and forwards traffic between overlay tunnel
endpoints across the virtual tunnel.

VXLAN and VXLAN Tunnel Endpoints (VTEPs)

VXLAN is a tunneling encapsulation that can be used to transport data packets over
an underlying IP network. It uses a MAC-in-UDP encapsulation to extend Layer 2
segments, providing a Layer 2 overlay over a Layer 3 network.

Each Leaf and Border Node has a loopback interface configured as a VTEP. VXLAN
tunnels can be statically provisioned or dynamically created using protocols like BGP.

Benefits

Overlay networks, such as VXLAN, enable

1. L2 and L3 connectivity: Between VMs, applications, or services.
2. Network virtualization: Hides the underlying network infrastructure.
3. Scalability: Supports multiple tenants and services.

L2/L3 Multitenancy with VxLAN

In a multitenant environment, Virtual Machines (VMs) deployed on servers behind Leaf
nodes may require L2 or L3 connectivity between them. To achieve this, data packets
are encapsulated in VxLAN packets at the ingress Leaf and routed across the fabric to
the egress Leaf, where they are tunnel-terminated and forwarded to the destination
VM.

By using VxLAN VNIs, you can provide scalable and flexible L2 and L3 multitenancy in
your network.

VLAN and VNI Mapping

Each tenant's traffic is segregated using VLANs, which are mapped to a tenant ID or
VNI (VxLAN Network Identifier). A VNI represents a broadcast domain, similar to a VLAN,
but in the L3 world. There are two types of VNIs:

1. L2VNI: Represents a L2 broadcast domain, used for bridging traffic.
2. L3VNI: Represents a L3 domain or VRF, used for routing traffic.

Key Concepts

1. VNI: Carried in the VxLAN header to map traffic to the correct broadcast domain or
VRF.

2. Bridge-Domain (BD): Represents a VLAN or broadcast domain in Tierra OS.

BGP Ethernet VPN for IP Fabrics L2/L3 Multitenancy with VxLAN

Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide 127



3. VLAN-VNI Mapping: Incoming VLANs are mapped to L2VNIs for bridging or L3VNIs
for routing.

In summary, VxLAN VNIs provide L2 or L3 isolation across the fabric, enabling
multitenancy.

1. VNIs are global: While VLANs and VRFs have local significance, VNIs are globally
significant.

2. VLAN-VNI mapping: VLANs are mapped to L2VNIs for bridging or L3VNIs for routing.
3. Individual VNIs: Each bridge domain uses a unique L2VNI, while each routed domain

uses a unique L3VNI to identify the VRF.

Basic Terminologies

The following key terms used in this topics:

1. Bridge Domain: A single broadcast domain, which can be mapped to a single VLAN
domain or group of VLAN domains. Each bridge domain has a MAC table for L2
bridging.

2. EVPN Instance: A logical binding of bridge domains that participate in a single
broadcast domain across multiple devices. EVPN instances can represent a single
broadcast domain or a group of broadcast domains.

3. MAC-VRF: A representation of L2 forwarding instance, mapped to a single EVPN
instance.

4. L3 Interface: A logical L3 interface (VE) associated with a single VRF instance, linked
to a bridge domain and EVPN instance.

5. VRF Instance: A virtual routing and forwarding L3 instance, representing a specific
customer's L3 constructs.

6. NVE (Network Virtualization Edge): A device capable of handling VxLAN tunneled
packets, originating and terminating VxLAN tunnels based on VTEP IPs.

7. NVO (Network Virtualization Overlay): A group of devices with the same VNI-domain
mapping, extending L2/L3 domains.

Key Concepts

• VNI-Domain Mapping: Devices in the same NVO must have the same VNI-domain
mapping to extend L2/L3 domains.

• EVPN Instance Type: VLAN-Based Service interface represents a single broadcast
domain, while VLAN-Bundle Service interface represents a group of broadcast
domains.

Mappings in ONE OS

The following figures illustrate the mappings between:
• BD, EVPN, NVE, NVO, and VNI Domain
• BD, EVPN, and VRF

Basic Terminologies BGP Ethernet VPN for IP Fabrics
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Figure 13: Mapping of BD, EVPN, NVE, NVO

Figure 14: Mapping of BD, L3 Interface and VRF

BGP Ethernet VPN for IP Fabrics Basic Terminologies
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IP Topology

Use this topic to view the topology diagram of 3-Stage Clos and 5-Stage Clos.

3-Stage

Figure 15: 3-Stage Clos with Border Leaf

IP Topology BGP Ethernet VPN for IP Fabrics
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Figure 16: 3-Stage Clos with collapsed Spine

5-Stage

Figure 17: 5-Stage Clos

BGP Ethernet VPN for IP Fabrics IP Topology
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Sample Topologies

Following is a sample topology with EVPN Multihoming.

Figure 18: Sample Topology with EVPN Multihoming

Following is a sample topology with MLAG and EVPN.

IP Topology BGP Ethernet VPN for IP Fabrics
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Figure 19: Sample Topology with MLAG and EVPN

MAC Synchronization (Type 2)

In an EVPN network, MAC synchronization is crucial for efficient traffic forwarding.
When a device learns a new MAC address, it propagates this information to other
devices in the network.

Local MAC Learning
The following is step-by-step overview of how MAC learning works:

1. A device receives a packet with an unknown destination MAC address and floods it
across all member ports in the VLAN.

2. The packet is also sent over a tunnel to other devices in the network, which
terminate the tunnel and perform local flooding.

3. The device that learns the new MAC address updates its hardware cache and
propagates the MAC learned event to BGP.

4. BGP originates a Type 2 MAC route, which carries the MAC address, BD ID, and
source interface information.

5. The MAC route is advertised to other devices in the network, which import it if it
matches their configured RT.

BGP Ethernet VPN for IP Fabrics MAC Synchronization (Type 2)
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MAC Route Origination
When a device originates a MAC route, it includes the following information:

1. MAC address
2. BD ID
3. Source interface (IFINDEX)
4. Sequence number (to ensure correct MAC/IP advertisement route retention)
5. Sticky bit (for static MAC routes)

Received MAC Routes
When a device receives a MAC Type 2 route, it goes through regular EVPN route
processing. If the route is imported, the device updates its MAC table with the received
information.

End-to-End Data Path
The following points describes an overview of how L2 traffic is forwarded across the
fabric:

1. A packet is received at a device, which performs a MAC lookup to determine the exit
path.

2. The packet is encapsulated in a VxLAN header and routed towards the destination
VTEP.

3. The packet is forwarded across the fabric, potentially being load-balanced across
multiple spines.

4. The destination device terminates the tunnel, performs MAC lookup, and forwards
the original L2 frame to the destination port.

MLAG Considerations
When MLAG is involved, MAC learning and route origination work slightly differently:

1. A device learns a new MAC address and synchronizes it with its MLAG peer.
2. The device originates a MAC route, which is advertised to BGP peers.
3. The MLAG peer also installs the remote MAC pointing to the ISL.

MAC Route Selection
The device selects the best MAC route source based on distance. The selected source is
then propagated to other microservices, such as Fwd-HAL, BGP, and MLAG.

MAC Move
When a MAC address moves within a device or between devices, the device updates its
MAC table and propagates the new information to other devices in the network.

MAC Route Origination BGP Ethernet VPN for IP Fabrics
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L2 Extension

IMR routes enable L2 extension over a fabric by indicating device interest in extending
specific Layer 2 domains. Tunnel creation is triggered by BGP when an IMR route is
received from a peer. MLAG setups use a shared VTEP IP, allowing multiple devices to
share the same tunnel.

L3 Extension

ARP/ND Synchronization and Routing
This section explains how ARP/ND synchronization works in a network, including local
ARP/ND learning, propagation of ARP/ND learn events, and origination of ARP/ND
routes.

Local ARP/ND Learning
When a device receives an ARP packet, it updates its ARP cache and routing table with
the source MAC-IP binding. The device then originates a Type 2 MACIP route, which
carries the MAC address, IP address, BD, and VRF information.

Propagation of ARP/ND Learn Events
The ARP/ND learn event is propagated to other devices in the network through
BGP. Each device imports the MACIP route into its EVPN instance and VRF instance,
updating its ARP cache and routing table accordingly.

Origination of ARP/ND Routes
The origination of ARP/ND routes involves several key components:

1. Sequence Number: A sequence number is used to ensure that devices retain the
correct MAC/IP advertisement route when multiple updates occur for the same MAC
address.

2. Static ARP: Administrators can configure static ARP entries, which are then
propagated to other devices in the network.

3. Route Selection: The system performs route selection based on the source of the
route, with different distances associated with each source (e.g., local, BGP, MLAG,
static).

Asymmetric and Symmetric Routing
The system supports both asymmetric and symmetric routing:

1. Asymmetric Routing: In asymmetric routing, the packet is forwarded based on the
ARP cache, and the DMAC is set to the destination VM's MAC address.

BGP Ethernet VPN for IP Fabrics L2 Extension
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2. Symmetric Routing: In symmetric routing, the packet is forwarded based on the IP
VRF routing table, and the DMAC is set to the egress leaf's MAC address.

MLAG and Route Selection
The system also supports MLAG (Multi-Chassis Link Aggregation) and performs route
selection based on the source of the route.

Centralized vs. Distributed Routing
The system can operate in either centralized or distributed routing modes, each with its
own advantages and disadvantages.

EVPN Model Overview

The EVPN standard (RFC 7432) defines two Layer 2 VLAN services applicable to VxLAN-
based implementations:

1. VLAN-Based Service Interface: A single bridge domain is mapped to a single EVPN
instance, providing a 1:1 mapping between EVPN instance, MAC-VRF, and bridge
domain. This approach allows for granular route import/export at the bridge domain
level but requires one EVPN instance per bridge domain.

2. VLAN-Aware Bundle Service Interface: Multiple bridge domains can be mapped to a
single EVPN instance, sharing the same RD and RT set. This approach reduces EVPN
instance configuration requirements but lacks granularity in importing/exporting
routes on a per-bridge domain basis.

Key Differences
1. VLAN-Based: 1:1 mapping between EVPN instance and bridge domain, granular

route control, but more configuration required.
2. VLAN-Aware Bundle: Multiple bridge domains per EVPN instance, reduced
configuration, but less granular route control.

Implications
The choice between VLAN-Based and VLAN-Aware Bundle service interfaces depends
on the specific network requirements and the trade-off between configuration
complexity and route control granularity.

Module Interactions for BGP EVPN

The following sections outline the interactions between BGP and other subsystems to
support EVPN functionality.

MLAG and Route Selection BGP Ethernet VPN for IP Fabrics
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GP and Management Service Interaction

The Management Service needs to be enhanced to support EVPN configuration,
including:

1. EVPN instance configuration: Installing EVPN instance configuration commands.
2. VRF instance configuration: Installing VRF instance configuration commands.
3. ESI configuration: Installing ESI configuration commands.
4. BGP-specific configuration: Installing BGP-specific configuration commands for

EVPN.

BGP and Interface Manager Interaction

The Interface Manager needs to be enhanced to support EVPN functionality, including:

1. Tunnel creation/deletion: Handling tunnel creation and deletion requests from BGP.
2. L2VNI and L3VNI membership: Adding/deleting BGP-triggered tunnels to/from

L2VNI and L3VNI.
3. Bridge-domain configuration: Enhancing bridge-domain CLI to map EVPN

instances.
4. Overlay configuration: Enhancing overlay configuration to have a single VNI-domain

per NVO.

BGP and uFTM Interaction

The Unified Forwarding Table Manager (UFTM) needs to be enhanced to support EVPN
functionality, including:

1. Remote MAC route installation: Installing/deleting/updating remote MAC routes
pointing to VxLAN tunnels.

2. Remote ARP route installation: Installing/deleting/updating remote ARP routes
pointing to VxLAN tunnels.

3. Nexthop resolution: Resolving nexthops for VTEPs (BGP nexthops).

BGP and Forward HAL Interaction

The Forward HAL needs to be enhanced to support EVPN functionality, including:
• Blocking rules: Implementing blocking rules to prevent traffic for non-designated

forwarders and port channels.

BGP and Kernel Interaction

BGP packets are sent and received through the kernel, with no new requirements for
BGP EVPN.

BGP and Arp/ND Interaction

The Arp/ND module needs to be enhanced to support EVPN functionality, including:

1. Remote ARP route installation: Installing/deleting/updating remote ARP routes
pointing to VxLAN tunnels.

2. MAC sync: Handling MAC sync requests for L2VNIs.

BGP Ethernet VPN for IP Fabrics Module Interactions for BGP EVPN
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Static VxLAN
Static VxLAN Overview on page 138
Static VxLAN Limitations on page 139
Event Log Messages on page 140
CLI Commands for Static VxLAN on page 140

Use this topic to learn about the configuration and behavior of static VxLAN tunnels for
L2/L3 traffic.

Static VxLAN Overview

The configuration setup involves VxLAN L2 gateways (Leaf 1, 2, and 3) that extend bridge
domains through VxLAN tunnels.

Key Components
1. VxLAN Tunnels: Leaf 1 and Leaf 3 are connected through two VxLAN tunnels (Tunnel

1 and Tunnel 2) that extend bridge domains 500 and 600, respectively.
2. Bridge Domains: Bridge domain 500 is extended to Leaf 3 through VxLAN Tunnel 1,

and bridge domain 600 is extended to Leaf 3 through VxLAN Tunnel 2.
3. Host Mapping: Host H1 on bridge domain 500 is mapped to VNI 500, and traffic from

H1 is flooded to VNI 500 on remote leaf nodes through VxLAN Tunnel 1.

Traffic Behavior
1. BUM Traffic: When traffic arrives on AC ports without a MAC table entry, it is
flooded to VxLAN tunnels that are members of the bridge domain using head-end
replication.

2. MAC Learning: MAC addresses are learned over VxLAN tunnels, and the source MAC
address of the inner payload is used for learning.

The show mac-address-table command displays MAC address entries for a bridge
domain, including static and dynamic entries learned over VxLAN tunnels.
DUT1# show mac-address-table bridge-domain 500
Total number of Mac Entries: 2
Hardware Status Codes - #:Failed
Mac-Address              Type             Interface
------------------------ ---------------- ------------------------
00:10:20:30:40:50        Static           ethernet 0/33.90133
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00:10:20:30:AA:AA        Dynamic          tunnel ipv4_tunnel
DUT1#

3. VxLAN Tagging: VLAN tags are stripped before sending traffic over VxLAN tunnels in
VLAN mode and default mode bridge domains.

Split Horizon
1. Split Horizon Groups: Each NVO is configured with a split horizon group, and BUM
traffic received on a VxLAN tunnel is not flooded to another tunnel in the same
group.

2. Inter-Group Flooding: BUM traffic received on a VxLAN tunnel in one split horizon
group can be flooded to VxLAN tunnels in other groups.

Head-End Replication
When traffic arrives on the AC ports but does not find a MAC table entry, it is flooded
to the VxLAN tunnels that are members of the bridge domain. In this case, head end
replication sends a copy of the same packet over multiple VxLAN tunnels.

Sample Topology
A sample configuration involves VxLAN Layer 2 gateways (Leafs 1, 2, and 3) that extend
bridge domains through VxLAN tunnels. Key components are:

1. VxLAN Tunnels: Leaf 1 and Leaf 3 are connected through two VxLAN tunnels (Tunnel
1 and Tunnel 2) that extend bridge domains 500 and 600, respectively.

2. Bridge Domains: Bridge domain 500 is extended to Leaf 3 through VxLAN Tunnel 1,
and bridge domain 600 is extended to Leaf 3 through VxLAN Tunnel 2.

3. Host Mapping: Host H1 on bridge domain 500 is mapped to VNI 500, and traffic from
H1 is flooded to VNI 500 on remote leaf nodes through VxLAN Tunnel 1.

Example Output
The show mac-address-table command displays MAC address entries for a bridge
domain, including static and dynamic entries learned over VxLAN tunnels.

Static VxLAN Limitations

The Extreme 8730 platform has the following limitations:

1. VxLAN Traffic Termination: VxLAN traffic will be terminated with the correct VTEP IP
and VNI even if the tunnel is not extended in the bridge domain.

2. Tunnel Underlay: Tunnel underlay is only supported in the default VRF.
3. Single VNI Domain: Only a single VNI domain is supported.

Static VxLAN Split Horizon
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4. Single VxLAN Nexthop: A single VxLAN nexthop (underlay) is supported per physical
port or port-channel. This means:
• Multiple IPv4 tunnels can share the same underlay, but more than one IPv4

VxLAN nexthop is not supported on the same port.
• More than one IPv6 VxLAN nexthop is not supported on the same port.
• IPv4 and IPv6 tunnels cannot share a nexthop.
• IPv6 tunnels with different source VTEP IPs cannot share a nexthop.

5. MAC Learning: MAC learning will continue to happen on the static VxLAN tunnel/BD
even when the tunnel is not added as a member of the bridge domain. This can
cause issues when the VxLAN tunnel is added to the BD on one side but not on the
other side.

6. VE as Static VxLAN Underlay: VE (Virtual Ethernet) is not supported as a static VxLAN
underlay.

Event Log Messages

The system generates log messages for tunnel operational status changes. The log
messages indicate when a tunnel becomes operationally down or up, providing
valuable information for monitoring and troubleshooting the tunnel status.

1. Tunnel Down: interface-mgr[7]: Level:info LogID:25014 Msg:Interface
tunnel ISL_10.7.8.7 Operationally DOWN

2. Tunnel Up: interface-mgr[7]: Level:info LogID:25013 Msg:Interface tunnel
ISL_10.7.8.7 Operationally UP

CLI Commands for Static VxLAN

NVE should be configured with a valid IPv4 or IPv6 address and associated with a VRF.

NVO should be configured with NVE, VNI domain, and split horizon group. Tunnels will
not come up if any of these configurations are missing.

Configuring Network Virtualization Overlay (NVO)
NVO defines a logical group of VxLAN tunnels that belong to the same IP fabric
domain. To configure NVO, follow these steps:

1. Create NVO
DUT1(config-overlay)# nvo base

2. Associate NVE
DUT1(config-nvo-base)# member nve base

3. Associate VNI Domain
DUT1(config-nvo-base)# member vni-domain base

4. Configure Split Horizon Group
DUT1(config-nvo-base)# split-horizon group1

Event Log Messages Static VxLAN
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Configuring Network Virtualization Endpoint (NVE)
NVE defines the VxLAN tunnel endpoints. To configure NVE, follow these steps:

1. Create NVE
DUT1(config-overlay)# nve base

2. Specify Loopback Interface
DUT1(config-nve-base)# source-interface loopback 1 

Configuring VNI Domain
VNI domain defines the mapping of bridge domains to VNIs. To configure VNI domain,
follow these steps:

1. Create VNI Domain
DUT1(config-overlay)# vni-domain base

2. Configure Auto-Offset
DUT1(config-nve-base)# auto-offset 60000

Manual VNI Configuration for Bridge Domain
To override the auto-offset for a specific bridge domain, use the following configuration:

1. Configure Bridge Domain.
DUT1(config)# bridge-domain 200

2. Configure VNI Mapping.
DUT1(config-bd-200)# vni-domain base vni 2000

Default VNI Offset Configuration
To configure the default VNI auto-offset, use the following command:
DUT1(config-overlay)# default-vni-offset 100000

VxLAN Tunnel Configuration
To configure IPv4 or IPv6 VxLAN tunnels, follow these steps:

1. Create Tunnel Interface.
DUT1(config)# interface tunnel ipv4_tunnel
Or
DUT1(config)# interface tunnel ipv4_tunnel

2. Specify VxLAN Type.
DUT1(config-tun-ip_v4_tunnel)# type vxlan

3. Associate NVE.
DUT1(config-tun-ip_v6_tunnel)# source nve base

4. Specify Destination IP.
DUT1(config-tun-ip_v4_tunnel)# destination 200.200.200.1
or 
DUT1(config-tun-ip_v6_tunnel)# destination 2000::100

Static VxLAN Configuring Network Virtualization Endpoint (NVE)
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Threshold Monitoring and Alerting
Overview of Resource Monitoring and Alerting on page 142
Fan Failure and Recovery on page 143
PSU Failure and Recovery on page 144
Resource Threshold Monitoring on page 145
CPU and Memory Threshold Monitoring on page 146
Resource Threshold Monitoring Common Interface on page 147
Resource Threshold Monitoring SNMP Trap on page 149
Resource Threshold Monitoring Configuration and Default Behavior on page 150
CLI Commands for Threshold Monitoring and Alerting on page 151
BGP Protocol Event Monitoring and Notification on page 157
BFD Protocol Event Monitoring and Notification on page 162

Use this topic to learn about the threshold monitoring feature for various resources,
including system CPU, system memory, and other resources. Additionally, it describes
detection and recovery mechanisms for PSU and fan failures within the ONE OS
system.

Overview of Resource Monitoring and Alerting

A device's optimal performance and health rely on the efficient operation of its
various resources. Monitoring these resources and generating alerts when predefined
thresholds are breached enables swift reaction to changes in the device's health
and performance. This feature focuses on monitoring CPU and memory resources,
providing notifications when usage exceeds configured thresholds.

Key Aspects of Resource Monitoring
• Resource Utilization Tracking: The system monitors CPU and memory usage,

notifying users when high usage thresholds are exceeded.
• Configurable Notifications: Supports various notification actions, including RAS logs,

diagnostic data collection, and GNMI state updates.
• Internal Notifications: Enables callbacks to other subsystems for further actions, such

as proactive system shutdown in critical scenarios.
• Resource Monitoring Interface: Provides a common interface for monitoring

different resources, allowing for flexibility and scalability.
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Benefits of Resource Monitoring
• Proactive Issue Detection: Enables early detection of potential issues, allowing for

timely intervention and minimizing downtime.
• Improved Resource Management: Helps administrators manage system resources

more effectively, optimizing performance and capacity planning.
• Enhanced System Reliability: By monitoring critical resources, the system can

identify and respond to issues before they impact overall system reliability.

Sample RAS Logs
The system generates RAS logs when resource usage exceeds configured thresholds.
The following are the sample logs for CPU and memory:
• CPU RAS Log: {"Level":"info", "Service":"monitor-svc", "LogID":"27006", "Topic":"27006",

"CPU use Percent": "99.75", "Time":"2024-11-26 09:58:00.9478", "Msg":"Warning: High
CPU usage detected!"}

• Memory RAS Log: {"Level":"info", "Service":"monitor-svc", "LogID":"27006",
"Topic":"27006",

• "Memory use Percent": "80.99", "Time":"2024-11-25 11:16:53.139 UTC
+0000","Msg":"Warning: High Memory usage detected!"}

Limitations
• No Alarm Support: The system does not currently support alarms for resource

threshold breaches.
• Rate-Limiting Configurations: The system lacks configurations for rate-limiting the

generation of events and traps.
• SNMP Walk Limitation: The system does not support SNMP walk for threshold

monitor MIBs.

Supported Platform
Extreme 8730-32D hardware platforms.

Fan Failure and Recovery

The system generates RASlogs for fan-related failures and recoveries. Fan and PSU
information is polled from the BMC every 30 seconds.

Threshold Monitoring and Alerting Benefits of Resource Monitoring
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RASlogs for Fan Events

Log ID Cause Impact Level Message Remedy
5300 A fan has been

inserted into
the chassis

A new fan is
available

Info fanEnable(%d): Status:
%v, RPM: %v, RPM
Percent: %v

N/A

5301 A fan has a
fault

Faulty fan Warning fanFaulty(%d): Cur
State: %s: Fan Failed

Check and
replace the
fan

5302 A fan has been
removed from
the chassis

The removed
fan is
unavailable

Info fanDeparted(%d): Cur
State: %s: Fan extracted

NA

CLI Commands for Fan Status
The show sysinfo fan command displays the status of fans, including:
• Fan ID: Unique identifier for each fan.
• Status: Current status of the fan ("Up" or "Down").
• RPM: Fan speed in revolutions per minute.
• Percentage: Fan speed as a percentage of maximum speed.
• Speed Level: Fan speed level (LOW, MEDIUM, or HIGH).
• Direction: Fan airflow direction (FAN_DIR_F2B for front-to-back airflow).

gNMI Status Notification
The show system internal sdb path components/component[name=fan-0]
command provides detailed fan information and alerting capabilities to help
administrators monitor and manage fan health.
32d# show sysinfo fan
Fan Information
Id  Status  RPM  Percentage  SpeedLevel  Direction
---------------------------------------------------
1   Up      7400 30          LOW         FAN_DIR_F2B
2   Up      7400 30          LOW         FAN_DIR_F2B
3   Up      7600 30          LOW         FAN_DIR_F2B
4   Up      7400 30          LOW         FAN_DIR_F2B
5   Up      7400 30          LOW         FAN_DIR_F2B
6   Up      7600 30          LOW         FAN_DIR_F2B
7   Up      7400 30          LOW         FAN_DIR_F2B

FAN_DIR_F2B - Fan Airflow Direction is FrontToBack

FanSpeedLevel - <40%[LOW],40-70%[MEDIUM],>70%[HIGH]

PSU Failure and Recovery

The system generates RAS logs for PSU-related failures and recoveries.

RASlogs for Fan Events Threshold Monitoring and Alerting
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Log ID Cause Impact Level Message Remedy
5400
check

A PSU has
been inserted
into the
chassis

A new PSU
seated in a
chassis

Info psuPresent(%d):
Status: %v

NA

5400 A PSU has
come online

A new PSU is
available

Info psuEnable(): Psu Id:
%d, cur_state: %s:
Admitting PSU

NA

5401 A PSU has a
fault

Faulty PSU Warning psuFaulty(%d): Cur
State: %s: Psu Failed

Check and
replace
the PSU

5402 A PSU has
been
removed from
the chassis

The removed
PSU is
unavailable

Info psuDeparted(%d): Cur
State: %s: Psu
Departed

N/A

CLI Commands for PSU Status
The show sysinfo power-supply command displays the status of PSUs, including:
• PSU ID: Unique identifier for each PSU.
• Status: Current status of the PSU ("Up" or "Present").
• Type: PSU type (for example, AC).
• Current: Input and output current in amps.
• Power: Input and output power in watts.
• Voltage: Input and output voltage in volts.

The following is an example output:
device# show sysinfo power-supply
PSU Information
Id  Status  Type  C[in]  C[out]  P[in]  P[out]  V[in]  V[out]
---------------------------------------------------------------
1   Up      AC    1.200  18      270    210     225    11
2   Present AC    0      0       0      0       256    0

GNMI Status Notification
The show system internal sdb path components/component[name=psu-0]
command provides detailed PSU information. The system provides detailed PSU
information and alerting capabilities to monitor and manage PSU health.

Resource Threshold Monitoring

The system monitors various resources, including system, Layer 2, and Layer 3
resources. Administrators can configure threshold parameters for each resource, and
when a threshold is breached, multiple actions can be triggered. Available actions
include:
• RASLOG: Generates a RASLOG entry for record-keeping and troubleshooting.

Threshold Monitoring and Alerting CLI Commands for PSU Status
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• SNMP: Sends a SNMP trap to notify administrators of the issue.

These actions enable administrators to track resource usage, identify potential issues,
and perform root cause analysis (RCA).

CPU and Memory Threshold Monitoring

The system monitors CPU and memory usage at the system level, tracking various
statistics and generating notifications when configured thresholds are breached.

Key Features
• System-Level Monitoring: Tracks CPU and memory usage across the system.
• Configurable Thresholds: You can set threshold values for CPU and memory usage.
• Notification Actions: Supports multiple actions when thresholds are breached,

including RAS log generation and callbacks to other subsystems.

Monitoring Statistics
The system tracks various statistics for CPU and memory usage, including:
• CPU Usage

◦ Current per-core CPU usage
◦ Average CPU usage across all cores
◦ CPU load average for 1-minute, 5-minute, and 15-minute intervals
◦ CPU load average percentage for 1-minute, 5-minute, and 15-minute intervals.

• Memory Usage
◦ Current memory usage percentage
◦ Total, free, used, and available memory

• Process-Level Statistics
◦ CPU usage percentage for top processes
◦ Memory usage percentage for top processes
◦ Command line and process name for top CPU and memory-consuming

processes.

Polling and Notification
The system uses a polling mechanism to monitor CPU and memory usage, with
configurable polling intervals and retry counts. When a threshold is breached, the
system generates RAS logs and can trigger additional actions.

CPU and Memory Threshold Monitoring Threshold Monitoring and Alerting

146 Extreme ONE OS Switching v22.2.0.0 Layer 3 Routing Configuration Guide



RAS Logs
The system generates RAS logs when CPU or memory usage exceeds configured
thresholds. For example, the following the are sample RAS logs for CPU and Memory:
• CPU RAS Log: 2024-12-17 09:57:48.3095 monitor-svc[23419]: Level:info LogID:27006

Topic:16 Msg:Warning: High CPU usage detected CPU Percent:99.4621026896248
• Memory RAS Log: 2024-12-17 10:27:44.3001 monitor-svc[23419]: Level:info

LogID:27006 Topic:16 Msg:Warning: High Memory usage detected Memory
Percent:75.60368075838177

Configuration
You can configure threshold values and notification actions using
the openconfig path /components/component\[name=chassis-0]/chassis/
utilization/resources/resource\[name=*]/config/.

For more information on configuration attributes, refer to the GNMI Commands section
in the CLI Commands for Threshold Monitoring and Alerting on page 151 topic.

Resource Threshold Monitoring Common Interface

The resource threshold monitoring common interface provides a standardized way
for microservices to monitor their resources and trigger actions when thresholds are
breached.

Key Features
• GNMI Config Updates: The interface subscribes to GNMI config updates, allowing for

dynamic configuration changes.
• Polling Mechanism: The interface uses a timer to poll resource usage at configured

intervals, executing actions when thresholds are exceeded.
• Registration API: Microservices can register with the interface using a provided API,

specifying the resource name and interface.

Interface Functions
The interface provides two key functions:
• CurrentUsagePercent(): Returns the current usage percentage of the resource.
• DebugData(): Returns debug data, such as encoded JSON, which can be dumped as

debug information when enabled.

Threshold Monitoring and Alerting RAS Logs
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Registration Process
Microservices register with the interface using the RegisterThresholdMonitor function,
providing a msgbus handle, resource name, and ThresholdMonitor interface. The
ThresholdMonitor interface is implemented by the corresponding microservice.
type ThresholdMonitor interface {
    CurrentUsagePercent() float64
    DebugData() []byte
}

func RegisterThresholdMonitor(msgbus messaging.MsgBus, resource string, h 
ThresholdMonitor)

This interface enables microservices to monitor their resources and trigger actions
when thresholds are breached, providing a flexible and scalable solution for resource
monitoring.

Registration Process Threshold Monitoring and Alerting
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Resource Threshold Monitoring SNMP Trap

The system utilizes Extreme-defined MIB traps to notify when preconfigured thresholds
for resources are exceeded, enabling proactive monitoring and management.

Table 5: SNMP Threshold Monitoring-MIB Notifications
Trap Name and OID Varbinds Description
extremeThreshMonNotif
.1.3.6.1.4.1.1916.1.58. 0.1

extremeThreshMonResourc
eId
extremeThreshMonNotifTyp
e
extremeThreshMonResourc
eLimi

This notification is
generated when the
resource usage reaches the
configured high threshold
limit or falls below the
low threshold limit; and
the total number of
this notification sent in
configured time interval
has not exceeded the
configured max notification
count.

Table 6: SNMP Threshold Monitoring-MIB Objects
Trap Name and OID Varbinds Description
extremeThreshMonResourc
eId
.1.3.6.1.4.1.1916.1.58.1

Accessible-for-notify Specifies the unique
index to identify
monitored resources.
Syntax - INTEGER
MacAddressTable(1)
VxlanTunnelTable (2)
LIFTable (3) BFDSession
(4) bfdIPv4Session (5), -
For devices where BFD
resources are separate
for IPv4 and IPv6
bfdIPv6Session (6) -
For devices where BFD
resources are separate for
IPv4 and IPv6.

extremeThreshMonNotifTyp
e
.1.3.6.1.4.1.1916.1.58.2

Accessible-for-notify Specifies the type of
notification. Syntax -
INTEGER rising (1) falling (2)
rising (1)- resource usage
reaches the configured
high threshold limit. falling
(2) - resource usage falls
below the configured low
threshold limit.

extremeThreshMonResourc
eLimit
.1.3.6.1.4.1.1916.1.58.3

Accessible-for-notify Specifies the configured
threshold resource usage
limit for this notification.

Threshold Monitoring and Alerting Resource Threshold Monitoring SNMP Trap
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Resource Threshold Monitoring Configuration and Default Behavior

The system allows administrators to configure resource threshold monitoring for
various resources, with configuration options available in the CLI commands section.

Configuration Elements
Each resource has the following configuration elements:
• High-Limit: The upper threshold value (in percentage) that triggers an action when

exceeded.
• Low-Limit: The lower threshold value (in percentage) that triggers an action when

the usage falls below it after exceeding the high limit.
• Action: The action to take when a threshold is breached, with options including:

◦ raslog: Generate a RAS log entry.
◦ all: Perform both raslog and snmp actions.
◦ snmp: Send a SNMP trap.
◦ none: No action is taken.

Additionally, for CPU and memory resources, the following configuration elements are
available:
• Poll-Interval: The interval (in seconds) between polls.
• Poll-Retry: The number of retries before taking action.

Configuration Path
The configuration elements are stored in the config-db at
the path /components/component\[name=chassis-0]/chassis/utilization/
resources/resource\[name=*]/config, where * represents the resource name. The
state-db is populated at a similar path.

Default Behavior
When the system boots up without threshold monitoring configuration, resources
are not monitored, and the default action is none. However, for CPU and memory
resources, the default action is raslog, meaning that these resources are monitored for
usage even without explicit configuration, and a RAS log is generated when the default
high-limit value is exceeded.

Polling Mechanism
Resources are monitored using a polling mechanism, with a default interval of 10
seconds for CPU and memory resources. When a threshold is breached, the configured
action is taken.

Resource Threshold Monitoring Configuration and
Default Behavior Threshold Monitoring and Alerting
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CLI Commands for Threshold Monitoring and Alerting

CLI Commands
You use the threshold-monitorcommand to configure the high limit, low limit, and
actions to perform when the thresholds for usage are exceeded. When the percentage
of usage of resources (such as CPU or system memory) reaches the threshold value
configured, RASlogs are generated, and diagnostic information is captured.

For details about the threshold-monitor command and parameters, see the Extreme
ONE OS Switching v22.2.0.0 Command Reference.

The following table lists the Layer 3 and ACL resources for which you can configure
monitoring and the corresponding threshold-monitor keywords.

Keyword to enable
monitoring

Monitored resource
description

Comments

acl-ipv4-in ACL IPv4 ingress monitoring IPv4 and IPv6 ingress ACLs
share the same resource
group.

acl-ipv4-out ACL IPv4 egress monitoring IPv4 and IPv6 egress ACLs
share the same resource
group.

acl-ipv6-in ACL IPv6 ingress monitoring IPv4 and IPv6 ingress ACLs
share the same resource
group.

acl-ipv6-out ACL IPv6 egress monitoring IPv4 and IPv6 egress ACLs
share the same resource
group.

acl-mac-in ACL MAC ingress monitoring –
bfd-session BFD sessions monitoring –
cpu CPU monitoring –
ecmp ECMP table monitoring –
host Host table monitoring –
memory Memory monitoring –
next-hop Next-hop table monitoring –
racl-ipv4-in RACL IPv4 ingress

monitoring
–

racl-ipv6-in RACL IPv6 ingress
monitoring

–

resilient-hashing Resilient hashing monitoring –
route Route table monitoring –

Threshold Monitoring and Alerting CLI Commands for Threshold Monitoring and Alerting
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gNMI Commands
The system uses the open-config path /components/component\[name=chassis-0]/
chassis/utilization/resources to configure resource threshold monitoring. This
path includes three augmented attributes:
• action: Applies to all resources, specifying the action to take when a threshold is

breached.
• poll-interval and poll-retry: Specific to CPU and memory resources, configuring the

polling interval and retry count.

These attributes enable flexible configuration of resource threshold monitoring.
+--rw chassis
        |  +--rw config
        |  +--ro state
        |  +--rw utilization
        |     +--rw resources
        |        +--rw resource* [name]
        |           +--rw name      -> ../config/name
        |           +--rw config
        |           |  +--rw name?                         string
        |           |  +--rw used-threshold-upper?         oc-types:percentage
        |           |  +--rw used-threshold-upper-clear?   oc-types:percentage

        |           |  +--rw action?          resource-action
        |           |  +--rw poll-interval?   uint16
        |           |  +--rw poll-retry?      uint16
        |           +--ro state
        |              +--ro name?                            string
        |              +--ro used-threshold-upper?            oc-types:percentage
        |              +--ro used-threshold-upper-clear?      oc-types:percentage

        |              +--rw action?          resource-action
        |              +--rw poll-interval?   uint16
        |              +--rw poll-retry?      uint16
        |              +--ro used?                            uint64
        |              +--ro committed?                       uint64
        |              +--ro free?                            uint64
        |              +--ro max-limit?                       uint64
        |              +--ro high-watermark?                  uint64
        |              +--ro last-high-watermark?             oc-types:timeticks64
        |              +--ro used-threshold-upper-exceeded?   boolean

The following is an example command output:
device# show system internal sdb path /components/component[name=chassis-0]
key /components/component[name=chassis-0]
{
  "chassis": {
   "utilization": {
    "resources": {
     "resource": [
      {
       "name": "cpu",
       "state": {
        "action": "RASLOG",
        "name": "cpu",
        "poll-interval": 10,
        "poll-retry": 1,
        "used-threshold-upper": 85,
        "used-threshold-upper-clear": 80

gNMI Commands Threshold Monitoring and Alerting
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       }
      },

SNMP MIBs
For details on Extreme SNMP MIBs, refer to the Extreme Threshold Monitoring MIB and
CPU and Memory Utilization - MIB Traps topics in the Extreme ONE OS v22.2.0.0 SNMP
MIB Reference.
EXTREME-THRESHOLDMONITOR-MIB DEFINITIONS ::= BEGIN

    IMPORTS
        MODULE-IDENTITY, OBJECT-TYPE, NOTIFICATION-TYPE, Integer32
            FROM SNMPv2-SMI                       -- RFC 2578

        MODULE-COMPLIANCE, OBJECT-GROUP, NOTIFICATION-GROUP
            FROM SNMPv2-CONF                      -- RFC 2580

        extremeAgent
            FROM EXTREME-BASE-MIB;

    extremeThresholdMonitorMIB    MODULE-IDENTITY
        LAST-UPDATED "202403180000Z" -- 18 March 2024 00:00:00 GMT
        ORGANIZATION "Extreme Networks, Inc."
        CONTACT-INFO
            "Postal:  Extreme Networks, Inc.
                      2121 RDU Center Drive,
                      Morrisville, NC 27560.
             E-mail:  support@extremenetworks.com
             WWW:     http://www.extremenetworks.com"

        DESCRIPTION
            "This MIB is used to monitor L2/L3/TCAM hardware resource
             utilization on the managed device."

    REVISION     "202403180000Z" -- 18 March 2024 00:00:00 GMT"
    DESCRIPTION
        "Updated extremeHWResourceOverallUsage with bits & extremeHWResourceID
         with TCAM MAC/IPV4/IPV6 ingress & egress integer resource IDs."

        REVISION     "202309200000Z" -- 20 September 2023 00:00:00 GMT
        DESCRIPTION
            "Deprecated extremeResourceThreshMonNotif,
             extremeThreshMonResourceId, extremeThreshMonNotifType
             and extremeThreshMonResourceLimit.

             Added extremeHWResourceUsageAlert,
             extremeHWResourceOverallUsage and extremeHWResourceTable.

             extremeResourceThreshMonNotif notification which is for status
             change of an individual resource is replaced by
             extremeHWResourceUsageAlert notification which will give the
             comprehensive status of all resources in a bitmap
             extremeHWResourceOverallUsage."

        REVISION    "202205110000Z" -- 11 May 2022 00:00:00 GMT
        DESCRIPTION
            "Initial version"
        ::= { extremeAgent  58 }

    extremeThresholdMonNotifObjects OBJECT IDENTIFIER ::= { extremeThresholdMonitorMIB 0 }
--  Deprecated objects
--  extremeThreshMonResourceId      OBJECT-TYPE       ::= { extremeThresholdMonitorMIB 1 }

Threshold Monitoring and Alerting SNMP MIBs
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--  extremeThreshMonNotifType       OBJECT-TYPE       ::= { extremeThresholdMonitorMIB 2 }
--  extremeThreshMonResourceLimit   OBJECT-TYPE       ::= { extremeThresholdMonitorMIB 3 }
    extremeThreshMonObjects         OBJECT IDENTIFIER ::= { extremeThresholdMonitorMIB 4 }

    extremeHWResourceOverallUsage    OBJECT-TYPE
        SYNTAX        BITS {
                            macAddressTable (0),
                            vxlanTunnelTable (1),
                            lifTable (2),
                            bfdSession (3),
                            bfdIPv4Session (4),
                            bfdIPv6Session (5),
                            ipv4Route (6),
                            ipv6Route (7),
                            routeTable (8),
                            ipv4Host (9),
                            ipv6Host (10),
                            hostTable (11),
                            nextHop (12),
                            nextHopTable (13),
                            ecmp (14),
                            ecmpTable (15),
                            routeHostTable (16),
                            encapTable (17),
                            resilientHashing (18),
                tcamMacIngress (19),
                tcamMacEgress (20),
                tcamIPv4Ingress (21),
                tcamIPv4Egress (22),
                tcamIPv6Ingress (23),
                tcamIPv6Egress (24)
                      }
        MAX-ACCESS    read-only
        STATUS        current
        DESCRIPTION
            "L2/L3 Resource usage status of the monitored resources whether
             resource usage reaches low or high limit based on the threshold
             limit configuration. Each bit represents the individual resource
             usage status. If the resource usage reaches the configured high
             threshold limit then the corresponding bit is set to 1. If the
             resource usage falls below the configured low threshold limit then
             corresponding bit is set to 0. If a resource is not supported in
             this system, the bit value should be 0.

             The bit 'macAddressTable (0)' indicates the usage status of MAC
             table utilization.
             The bit 'vxlanTunnelTable (1)' indicates the usage status of VXLAN
             tunnel scale.
             The bit 'lifTable (2)' indicates the usage status of LIF scale.
             The bit 'bfdSession (3)' indicates the usage status of BFD session
             scale.
             The bit 'bfdIPv4Session (4)' indicates the usage status of IPv4
             BFD session scale.
             The bit 'bfdIPv6Session (5)' indicates the usage status of IPv6
             BFD session scale.
             The bit 'ipv4Route (6)' indicates the usage status of IPv4 routes
             supported by current route profile.
             The bit 'ipv6Route (7)' indicates the usage status of IPv6 routes
             supported by current route profile.
             The bit 'routeTable (8)' indicates the usage status of route table
             utilization.
             The bit 'ipv4Host (9)' indicates the usage status of IPv4 host
             supported by current route profile.
             The bit 'ipv6Host (10)' indicates the usage status of IPv6 host

SNMP MIBs Threshold Monitoring and Alerting
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             supported by current route profile.
             The bit 'HostTable (11)' indicates the usage status of host table
             utilization.
             The bit 'nextHop (12)' indicates the usage status of Next Hops
             supported by the current route profile.
             The bit 'nextHopTable (13)' indicates the usage status of Next Hop
             table utilization.
             The bit 'ecmp (14)' indicates the usage status of ECMP Next Hops
             supported by the current route profile.
             The bit 'ecmpTable (15)' indicates the usage status of ECMP table
             utilization.
             The bit 'routeHostTable (16)' indicates the usage status of
             hardware space shared between routes (IPv4 and IPv6) and neighbors
             (ARP and ND).
             The bit 'encapTable (17)' indicates the usage status of ENCAP
             hardware space.
             The bit 'resilientHashing (18)' indicates the usage status of
             Resilient Hashing Next Hops supported by the current route profile.
         The bit 'tcamMacIngress (19)', indicates the usage status of TCAM
         L2 Ingress table utilization.
         The bit 'tcamMacEgress (20)', indicates the usage status of TCAM
         L2 Egress table utilization.
         The bit 'tcamIPv4Ingress (21)', indicates the usage status of TCAM
         IPv4 Ingress table utilization.
         The bit 'tcamIPv4Egress (22)', indicates the usage status of TCAM
         IPv4 Egress table utilization.
         The bit 'tcamIPv6Ingress (23)', indicates the usage status of TCAM
         IPv6 Ingress table utilization.
         The bit 'tcamIPv6Egress (24)', indicates the usage status of TCAM
         IPv6 Egress table utilization."
    ::= { extremeThreshMonObjects 1 }

    extremeHWResourceUsageTable OBJECT-TYPE
        SYNTAX        SEQUENCE OF ExtremeHWResourceUsageTableEntry
        MAX-ACCESS    not-accessible
        STATUS        current
        DESCRIPTION
            "A table of L2/L3 hardware resources monitored for utilization."
        ::= { extremeThreshMonObjects 2 }

    extremeHWResourceUsageTableEntry OBJECT-TYPE
        SYNTAX        ExtremeHWResourceUsageTableEntry
        MAX-ACCESS    not-accessible
        STATUS        current
        DESCRIPTION
            "The conceptual row of extremeHWResourceUsageTable."
        INDEX {
               extremeHWResourceID
        }
        ::= { extremeHWResourceUsageTable 1 }

    ExtremeHWResourceUsageTableEntry ::= SEQUENCE {
        extremeHWResourceID             INTEGER,
        extremeHWResourceUsageHighLimit INTEGER,
        extremeHWResourceUsageLowLimit  INTEGER,
        extremeHWResourceUsage          INTEGER
    }

    extremeHWResourceID OBJECT-TYPE
        SYNTAX        INTEGER {
                            macAddressTable  (0),
                            vxlanTunnelTable (1),
                            lifTable         (2),
                            bfdSession       (3),
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                            bfdIPv4Session   (4),
                            bfdIPv6Session   (5),
                            ipv4Route        (6),
                            ipv6Route        (7),
                            routeTable       (8),
                            ipv4Host         (9),
                            ipv6Host         (10),
                            hostTable        (11),
                            nextHop          (12),
                            nextHopTable     (13),
                            ecmp             (14),
                            ecmpTable        (15),
                            routeHostTable   (16),
                            encapTable       (17),
                            resilientHashing (18),
                tcamMacIngress   (19),
                tcamMacEgress    (20),
                tcamIPv4Ingress  (21),
                tcamIPv4Egress   (22),
                tcamIPv6Ingress  (23),
                tcamIPv6Egress   (24)
                      }
        MAX-ACCESS    not-accessible
        STATUS        current
        DESCRIPTION
            "Resource ID of the monitored L2/L3 hardware resource."
    ::= { extremeHWResourceUsageTableEntry 1 }

    extremeHWResourceUsageHighLimit    OBJECT-TYPE
        SYNTAX        Integer32
        MAX-ACCESS    read-only
        STATUS        current
        DESCRIPTION
            "High threshold limit of hardware resource usage in percentage."
    ::= { extremeHWResourceUsageTableEntry 2 }

    extremeHWResourceUsageLowLimit    OBJECT-TYPE
        SYNTAX        Integer32
        MAX-ACCESS    read-only
        STATUS        current
        DESCRIPTION
            "Low threshold limit of hardware resource usage in percentage."
    ::= { extremeHWResourceUsageTableEntry 3 }

    extremeHWResourceUsage    OBJECT-TYPE
        SYNTAX  INTEGER {
            normal  (0),
            high    (1)
        }
        MAX-ACCESS    read-only
        STATUS        current
        DESCRIPTION
            "Hardware resource usage status. It is 'normal' if the usage
             falls below low threshold limit and 'high' if it goes to or
             above high threshold limit. If a resource is not supported for
             monitoring, then the status should be '0'."
    ::= { extremeHWResourceUsageTableEntry 4 }

--  Deprecated object
--  extremeResourceThreshMonNotif  NOTIFICATION-TYPE ::= 
{ extremeThresholdMonNotifObjects 1}
    extremeHWResourceUsageAlert    NOTIFICATION-TYPE
        OBJECTS {
            extremeHWResourceOverallUsage
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        }
        STATUS current
        DESCRIPTION
            "This notification is generated when any of the HW resource'usage
             goes to/above the configured high threshold limit or falls below
             the low threshold limit; and the total number of this notification
             sent in the configured time interval shall not exceed the
             configured max notification count."
    ::= { extremeThresholdMonNotifObjects 2}

    --
    -- Compliance Statements
    --

    extremeThreshMonMIBConformance OBJECT IDENTIFIER ::= { extremeThresholdMonitorMIB 2 }

    extremeThreshMonObjectsGroup OBJECT-GROUP
        OBJECTS {
            extremeHWResourceOverallUsage,
            extremeHWResourceUsageHighLimit,
            extremeHWResourceUsageLowLimit,
            extremeHWResourceUsage
        }
        STATUS current
        DESCRIPTION
            "A collection of management objects for hardware resource threshold
             monitoring."
        ::= { extremeThreshMonMIBConformance 1 }

    extremeThreshMonNotifGroup NOTIFICATION-GROUP
        NOTIFICATIONS {
            extremeHWResourceUsageAlert
        }
        STATUS current
        DESCRIPTION
            "A collection of hardware resource threshold monitoring
             notifications."
        ::= { extremeThreshMonMIBConformance 2 }

    extremeThreshMonMIBCompliances MODULE-COMPLIANCE
        STATUS   current
        DESCRIPTION
            "The compliance statement for SNMP entities implementing
             EXTREME-THRESHOLDMONITOR-MIB."

        MODULE -- this module
            MANDATORY-GROUPS {
                extremeThreshMonObjectsGroup,
                extremeThreshMonNotifGroup
            }
            ::= { extremeThreshMonMIBConformance 3 }
END

BGP Protocol Event Monitoring and Notification

Border Gateway Protocol (BGP) is a crucial Internet routing protocol that enables traffic
exchange between Autonomous Systems (AS) and ensures loop-free routing. An AS is a
network collection sharing common routing and administrative characteristics. Within
an AS, Interior Gateway Protocols (IGPs) are used, while Exterior Gateway Protocols
(EGPs) connect different AS. Only the Extreme 8730 hardware platforms are supported.
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Supported Functionalities
• gNMI notifications
• RAS trace logs
• BGP SNMP trap for Enterprise MIB and Standard MIB

BGP Enterprise and Standard MIB Notifications
BGP reports significant events to the message bus when a BGP session changes state
to Established or experiences backward transitions. These BGP traps contain session
information within their payload/Varbind. The BGP Enterprise and Standard MIB define
specific trap OID and Varbind lists for this purpose.

BGP Standard-MIB Notifications are sent for the peers of IPv4 types.

Table 7: BGP Standard-MIB Notifications
Trap Name and OID Varbinds Description
bgpEstablishedNotification
1.3.6.1.2.1.15.0.1

bgpPeerRemoteAddr
bgpPeerLastError
bgpPeerState

The
bgpEstablishedNotification
event is generated when
the BGP FSM enters the
established state.

bgpBackwardTransNotificat
ion
1.3.6.1.2.1.15.0.2

bgpPeerRemoteAddr,
bgpPeerLastError,
bgpPeerState

The
bgpBackwardTransNotificat
ion event is generated
when the BGP FSM moves
from a higher numbered
state to a lower numbered
state.
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The BGP Enterprise-MIB Notifications are sent for the peers of IPv6 types.

Table 8: BGP Enterprise-MIB Notifications
Trap Name and OID Varbinds Description
extremeBGP4V2Establishe
dNotification
1.3.6.1.4.1.1916.1.51.0.1

extremeBgp4V2PeerState
extremeBgp4V2PeerLocalP
ort
extremeBgp4V2PeerRemot
ePort
extremeBgp4V2PeerRemot
eAddr

The
extremeBGP4V2Establishe
dNotification event is
generated when the BGP
FSM enters the established
state.

extremeBGP4V2BackwardT
ransitionNotification
1.3.6.1.4.1.1916.1.51.0.2

extremeBgp4V2PeerState
extremeBgp4V2PeerLocalP
ort
extremeBgp4V2PeerRemot
ePort
extremeBgp4V2PeerLastErr
orCodeReceived,
extremeBgp4V2PeerLastErr
orSubCodeReceived,
extremeBgp4V2PeerLastErr
orReceivedText
extremeBgp4V2PeerRemot
eAddr

The
extremeBGP4V2BackwardT
ransitionNotification event
is generated when the BGP
FSM moves from a higher
numbered state to a lower
numbered state.

gNMI Notifications
BGP neighbor config or state changes are published to the gNMI path network-
instances/network-instance[name=*]/protocols/protocol[identifier=BGP]
[name=bgp]/bgp/neighbors/neighbor[neighbor-address=*]/
+--rw network-instances
     +--rw network-instance* [name]

      . . .

         +--rw protocols
           |  +--rw protocol* [identifier name]

           |+--rw bgp

      . . . 

           |        +--rw neighbors
           |        |  +--rw neighbor* [neighbor-address]
           |        |     +{}rw neighbor-address{-}    > ../config/neighbor-address
      . . . 
           |        |     +--ro state                                 oc-inet:as-number
           |        |     |  +--ro session-state?                                   
enumeration
           |        |     |  +--ro last-established?                                oc-
types:timeticks64
           |        |     |  +--ro established-transitions?                         oc-
yang:counter64
           |        |     |  +--ro supported-capabilities*                          
identityref
           |        |     |  +--ro messages
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           |        |     |  |  +--ro sent
           |        |     |  |  |  +--ro UPDATE?                            uint64
           |        |     |  |  |  +--ro NOTIFICATION?                      uint64
           |        |     |  |  |  +--ro last-notification-time?            oc-
types:timeticks64
           |        |     |  |  |  +--ro last-notification-error-code?      identityref
           |        |     |  |  |  +--ro last-notification-error-subcode?   identityref
           |        |     |  |  +--ro received
           |        |     |  |     +--ro UPDATE?                            uint64
           |        |     |  |     +--ro NOTIFICATION?                      uint64
           |        |     |  |     +--ro last-notification-time?            oc-
types:timeticks64
           |        |     |  |     +--ro last-notification-error-code?      identityref
           |        |     |  |     +--ro last-notification-error-subcode?   identityref

RAS Logs
The following are Session UP/Down Raslogs:
2025-01-16 11:04:36.7728 bgp[15]: {"Level":"info","LogID":9008,"Topic":2,"VRF":"default-
vrf","Neighbor":"192.x.x.x","Reason":"ADMIN-DOWN","Msg":"Session DOWN"}
2025-01-16 11:04:36.7729 bgp[15]: {"Level":"info","LogID":9008,"Topic":2,"VRF":"default-
vrf","Neighbor":"10.x.x.x","Reason":"ADMIN-DOWN","Msg":"Session DOWN"}
2025-01-16 11:06:29.1857 bgp[15]: {"Level":"info","LogID":9008,"Topic":2,"VRF":"default-
vrf","Neighbor":"10.x.x.x","Msg":"Session UP"}
2025-01-16 11:06:31.8469 bgp[15]: {"Level":"info","LogID":9008,"Topic":2,"VRF":"default-
vrf","Neighbor":"10.x.x.x","Msg":"Session UP"}

CLI Commands
Use this topic to learn about the BGP Clear, BGP Config, and BGP Show commands.

Note
For more information about commands and supported parameters, see
Extreme ONE OS Switching Command Reference Guide.

1. Clear Commands
• clear bgp neighbor
• clear bgp vrf default-vrf routes l2vpn-evpn nvo <>
• clear bgp vrf default-vrf routes l2vpn-evpn nvo base route-distinguisher

<ASNUMBER:ADMINNUMBER> or <IPV4-ADDRESS:ADMINNUMBER>
• clear bgp routes l2vpn-evpn route-type ARP
• clear bgp routes l2vpn-evpn route-type IMR
• clear bgp routes l2vpn-evpn route-type MAC
• clear bgp routes l2vpn-evpn route-type ND
• clear bgp routes l2vpn-evpn route-type prefix ipv4
• clear bgp routes l2vpn-evpn route-type prefix ipv6

2. Configuration Commands
• router bgp

◦ ipv4-unicast/ipv6-unicast adress-families
▪ activate
▪ add-paths
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▪ graceful-restart
▪ network
▪ next-hop-enable-default
▪ next-hop-recursion
▪ prefix-independent-convergence
▪ send-default-route
▪ use-multiple-paths

◦ l2vpn-evpn address-family:
▪ activate
▪ graceful-restart
▪ retain-route-target-all
▪ use-multiple-paths

• as-notation confederation
• confederation member-as
• graceful-restart [global]

◦ helper-only [global]
◦ restart-time [global]
◦ stale-route-time [global]

• Instance type
◦ address-family (VRF)
◦ L3VNI (VRF)

• local-as
• peer group

◦ address-family
◦ allow-own-as
◦ auth-password
◦ cluster-id
◦ description
◦ ebgp-multihop
◦ enable-bfd
◦ fast-external-failover
◦ graceful-restart
◦ listen-range >> this cli can be cfed as "listen-range" / "listen-range <> listen-limit

<>"
◦ local-as-forced
◦ neighbor
◦ nvo
◦ remote-as
◦ route-reflector-client
◦ shutdown
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◦ timers
◦ update-source

• router-id
• use-multiple-paths

3. Show Commands
• show bgp vrf <vrf_name> l2vpn-evpn instance/tunnels
• show bgp vrf <vrf_name> neighbor
• show bgp vrf <vrf_name> routes
• show bgp vrf <vrf_name> summary

BFD Protocol Event Monitoring and Notification

Bidirectional Forwarding Detection (BFD) rapidly detects communication failures
between routers/network systems, enabling quick establishment of alternative paths
for routing protocols. The key features include:
• Fast failure detection (in milliseconds)
• Media-independent liveness detection

BFD operation runs in unicast, point-to-point mode between two systems, using
small packet sizes for efficient liveness detection

• Supports detection of failures in interfaces, data links, and forwarding engines

Supported Notifications
• SNMP traps for BFD UP, DOWN, and ADMIN DOWN events
• GNMI notifications for BFD state changes

BFD Protocol Event Monitoring and Notification Threshold Monitoring and Alerting
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• RAS trace logs for BFD session state changes and microservice events

Table 9: BFD Enterprise-MIB Notifications
Trap Name and OID Varbinds Description
extremeBfdSessUp
1.3.6.1.4.1.1916.1.55.0.1

bfdSessDiag
bfdSessInterface
bfdSessSrcAddrType
bfdSessSrcAddr
bfdSessDstAddrType
bfdSessDstAddr
ifName
extremeBfdVrfName

This notification is triggered
when the bfdSessState
object for an entry
in the bfdSessTable is
transitioning to the up
(4) state from a different
state. At this point, the
bfdSessDiag value is set to
noDiagnostic (0).

extrmeBfdSessDown
1.3.6.1.4.1.1916.1.55.0.2

bfdSessDiag
bfdSessInterface
bfdSessSrcAddrType
bfdSessSrcAddr
bfdSessDstAddrType
bfdSessDstAddr
ifName
extremeBfdVrfName

This notification is triggered
when the bfdSessState
object for an entry in the
bfdSessTable is about to
transition to either the
down (2) or adminDown (1)
state from another state.
The bfdSessDiag value
provides the diagnostic
code indicating the reason
for this state change (e.g.,
pathDown (5)).

GNMI Notifications
• Published to GNMI path /bfd/interfaces/interface[id=*]/peers/peer[local-

discriminator=*]/state
• Include detailed session information, such as local and remote addresses, session

state, and diagnostic codes

bfd
      interfaces
         interface* [id]
              peers
                  peer* [local-discriminator]
                     state
     |                local-address
     |                remote-address
     |                subscribed-protocols
     |                session-state
     |                remote-session-state
     |                last-failure-time
     |                failure-transitions
     |                local-discriminator
     |                remote-discriminator
     |                local-diagnostic-code
     |                remote-diagnostic-code
     |                remote-minimum-receive-interval
     |                demand-mode-requested
     |                remote-authentication-enabled
     |                remote-control-plane-independent
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     |                applied-profile
     |                local-minimum-tx-interval
     |                local-minimum-rx-interval
     |                local-detection-multiplier
     |                remote-minimum-transmit-interval
     |                remote-detection-multiplier
     |                authentication-failure
     |                last-up-time

RAS Logs
• Log BFD session state changes, including UP, DOWN, and ADMIN DOWN events
• Include session ID, DIP, and other relevant details

bfd[51]: Level:info LogID:28003 Topic:1 Msg:BFD session is operationally UP SessionID:1 
DIP:10.1.1.2 

bfd[51]: Level:info LogID:28004 Topic:1 Msg:BFD session is operationally DOWN SessionID:1 
DIP:10.1.1.2 

bfd[51]: Level:info LogID:28005 Topic:1 Msg:BFD session is Administratively DOWN 
SessionID:1 DIP:10.1.1.2 

CLI Commands and Statistics for BFD
For details on syntax and command parameters, see Extreme ONE OS Switching
v22.2.0.0 Command Reference Guide.
• show bfd: displays a summary view of BFD interface-related information
• show bfd neighbors: displays BFD sessions with filters by Destination IP address,

Interface, VRF (Virtual Routing and Forwarding) name, and Client application type
• show bfd profile <NAME | all>: displays profile parameters
• clear counters bfd: clears BFD session counters. Clears for the specified group

of sessions. Allows grouping of sessions by Destination IP address, Interface, VRF
(Virtual Routing and Forwarding) name, and Client application type

• Member Ethernet: allows to configure default profile to be used for sessions that are
created under the given member interface.

• profile NAME: creates a BFD profile and subsequent relevant commands in the sub-
mode

• interval: configures minimum transmit interval, minimum receive interval for BFD
packets at local end-point, and configures multiplier value that helps to calculate
detection timeout of BFD sessions

Statistics can be checked using curl command to view BFD trap statistics, including
total traps sent and last trap sent time.
curl 0:9005/dump-global-dbs
BFD trap data
=================================================================================
totalTrapSent               lastTrapSentTime totalUpTrapSent             
lastUpTrapSentTime totalDownTrapSent           lastDownTrapSentTime

=================================================================================
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1002           2025-02-11 09:02:59.816311            1001     2025-02-11 
09:02:59.816311               1     2025-02-11 08:43:24.128967
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Resilient Hashing
Introduction on page 166
CLI Commands for ECMP and Resilient Hashing on page 167
Logs and Debug on page 169
CLI Commands for Configuring Resilient Hashing for the VRF on page 169

Introduction

The Resilient Hashing (RH) feature is designed to minimize traffic disruption in ECMP
(Equal-Cost Multi-Path) routing by reducing the remapping of traffic flows when a link
goes down.

Traditional ECMP vs. Resilient Hashing
In traditional ECMP (Equal-Cost Multi-Path) routing, static hashing is used to distribute
traffic across multiple paths. This method uses a hash based on packet headers and a
modulo operation to select the path. However, when a member is added or removed
from the ECMP group, the static hashing algorithm might choose a new path for
existing flows, causing traffic disruption.

Resilient Hashing
Resilient Hashing (RH) is a feature designed to minimize traffic disruption in ECMP
routing. RH uses a FLOWSET table to maintain flow consistency, even when links are
added or removed. The ECMP path is selected using a hash modulo the FLOWSET size,
which is much larger than the number of paths. This approach ensures that existing
flows are not remapped when links change.

Key Benefits
1. Minimized traffic disruption: RH reduces the remapping of flows when ECMP links

change.
2. Improved network stability: RH uses a FLOWSET table to maintain flow consistency

and ensures that existing flows are preserved, even when links are added or
removed.
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Design and Implementation
1. Unified Forwarding Table Manager (UFTM): UFTM manages adjacencies and

encodes RH information for ECMP paths.
2. FWD-HAL (Forwarding Hardware Abstraction Layer): FWD-HAL implements RH

using software-based FLOWSET tables.

Configuration and Limitations
1. Per-VRF configuration: RH can be enabled or disabled per VRF.
2. Maximum ECMP paths: The maximum number of ECMP paths can be configured

globally or per VRF.
3. Limitations: RH is not supported for non-ECMP paths, and changes to ECMP paths

directed by protocols will not be supported. This means that if a protocol, such as
BGP, updates the ECMP paths, RH will not be able to maintain flow consistency. RH
is not supported on the virtual ONE OS platform.

Deliverables
1. RH support for indirect ECMP nexthops at UFTM
2. Per-VRF RH configuration
3. Maximum ECMP path configuration

CLI Commands for ECMP and Resilient Hashing

The system provides various CLI commands to configure and display ECMP and
Resilient Hashing (RH) settings.

For details on command syntax and parameters, see Extreme ONE OS Switching
v22.2.0.0 Command Reference Guide.

Config Commands
1. System-level ECMP Max Path: The system global ecmp-max-path <number>

[2-128] (powers of 2) command sets the maximum ECMP paths globally.
spine-1(config)# system global ecmp-max-path <number>
    [ 2 - 128]   powers of 2
    Per VRF config for setting the maximum ecmp path

2. VRF-level ECMP Max Path: The ecmp-max-path <number> [2-128] (powers of 2)
command sets the maximum ECMP paths for a specific VRF.
Leaf7(config)# vrf <name>
    Leaf7(config-vrf-red)# ecmp-max-path <number>
    [ 2 - 128]   powers of 2

3. VRF-level Resilient Hashing: The resilient-hash command enables RH for a VRF,
while [no] resilient-hash disables it.
Leaf7(config)# vrf <name>
Leaf7(config-vrf-red)# resilient-hash
Leaf7(config-vrf-red)# [no] resilient-hash
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Show Commands
The show ipv4/ipv6 route vrf all command displays route information for all VRFs,
including RH status and max ECMP paths.
spine-1(config# show ipv4 route vrf all
VRF:default-vrf
---------------
Total number of IPv4 routes: 15, Max Routes: Not Set
Resilient hash : enabled Max-ecmp-path : 128
'[x/y]' denotes [preference/metric]

spine-1(config# show ipv6 route vrf all
VRF:default-vrf
---------------
Total number of IPv6 routes: 15, Max Routes: Not Set
Resilient hash : enabled Max-ecmp-path : 128
'[x/y]' denotes [preference/metric]

Yang Module
The following are the OpenConfig YANG attributes for ecmp-max-path and resilient-
hash supported by the Extreme ONE Switching:

Global level
For more information, refer to the module: openconfig-system topic in the Extreme
ONE OS Switching v22.2.0.0 YANG Reference Guide.
+--rw extr-sys-ext:config
     |  |  +--rw extr-sys-ext:ipv4-anycast-gateway-mac?   oc-yang:mac-address
     |  |  +--rw extr-sys-ext:ipv6-anycast-gateway-mac?   oc-yang:mac-address
     |  |  +--rw extr-sys-ext:ecmp-max-path?              uint8
     |  |  +--rw extr-sys-ext:mac-aging-time?             uint32
    . . . 
     |  +--ro extr-sys-ext:state
     |     +--ro extr-sys-ext:ipv4-anycast-gateway-mac?   oc-yang:mac-address
     |     +--ro extr-sys-ext:ipv6-anycast-gateway-mac?   oc-yang:mac-address
     |     +--ro extr-sys-ext:ecmp-max-path?              uint8
     . . . 

VRF level
For more information, refer to the module: openconfig-network-instance topic in
the Extreme ONE OS Switching v22.2.0.0 YANG Reference Guide.
module: openconfig-network-instance
  +--rw network-instances
     +--rw network-instance* [name]
        +--rw name                                         -> ../config/name
        +--rw config
        |  +--rw name?                         string
        |  +--rw type                          identityref
        . . .
        |  +--rw extr-ni-ext:ecmp-max-path?   uint8
        |  +--rw extr-ni-ext:resilient-hash?   boolean
        |  +--rw extr-ni-ext:sub-type?         identityref
        |  +--rw extr-ni-ext:statistics?       boolean
        +--ro state
        |  +--ro name?                              string
         . . .
        |  +--ro extr-ni-ext:network-instance-id?   uint32
        |  +--ro extr-ni-ext:ecmp-max-path?         uint8 
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        |  +--ro extr-ni-ext:resilient-hash?        boolean
       . . .

Logs and Debug

The system generates logs for various events related to Resilient Hashing (RH) and
ECMP configuration. These logs can be used to troubleshoot issues and monitor system
behavior.

Log Examples
1. ECMP max path configuration: Logs show when the max ECMP path configuration is

processed, including additions and deletions.
2. Resilient hash configuration: Logs indicate when RH is enabled or disabled for a VRF.
3. Dropping ECMP paths: Logs show when ECMP paths are dropped due to exceeding

the max path limit.
4. Encoding max ECMP path and RH: Logs indicate when the max ECMP path and RH

information is encoded for HAL.

Debug Commands
The system provides debug commands to verify RH configuration and status. For
example, the curl 0:9000/show-vrf command displays VRF information, including
RH status.
[admin@Leaf8]# curl 0:9000/show-vrf

==================================================================
VrfName         VrfID     V4-Ucast    V6-Ucast    VrfState     Rh        
===================================================================
default-vrf     2         true        true        Created      true
mgmt-vrf        1         true        true        Created      false

External Interactions
The system interacts with external components, such as FWD HAL, to implement RH
and ECMP functionality. The interactions include:

1. ECMP scale comparison: The system supports RH in software, with shared P-tables
for normal and RH modes.

2. Protobuf: New fields are introduced in the NextHopGrpRecord message to indicate
RH status and max ECMP paths.

CLI Commands for Configuring Resilient Hashing for the VRF
Resilient Hashing is available for the default VRF as well as user created VRFs.

Follow this procedure to configure Resilient Hashing on the VRF:

1. Access global configuration mode.
device# configure terminal
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2. Specify the default-vrf VRF name and enter VRF configuration mode.
device(config)# vrf vrf1

3. Use the resilient-hash command to enable Resilient Hashing for the VRF.
device# configure terminal 
device(config)# vrf vrf1 
device(config-vrf-vrf1)# resilient-hash 
device(config-vrf-vrf1)# 

4. Verify the configuration by using the show running-config vrf command.
 device# show running-configuration vrf vrf1 
vrf vrf1  
   resilient-hash 
! 
device#

CLI Commands for Configuring Resilient Hashing for
the VRF Resilient Hashing
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