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Preface

Read the following topics to learn about:

+ The meanings of text formats used in this document.

+  Where you can find additional information and help.

+ How to reach us with questions and comments.

Text Conventions

Unless otherwise noted, information in this document applies to all supported
environments for the products in question. Exceptions, like command keywords
associated with a specific software version, are identified in the text.

When a feature, function, or operation pertains to a specific hardware product, the
product name is used. When features, functions, and operations are the same across an
entire product family, such as ExtremeSwitching switches or SLX routers, the product is
referred to as the switch or the router.

Table 1: Notes and warnings

Icon Notice type

Alerts you to...

L, Tip

e

N 1
)
3

Helpful tips and notices for using the product

Note

Useful information or instructions

I Important

Important features or instructions

Caution

Risk of personal injury, system damage, or loss of
data

n Warning

Risk of severe personal injury
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Documentation and Training

Preface

Table 2: Text

Convention

Description

screen displays

This typeface indicates command syntax, or represents
information as it is displayed on the screen.

The words enterand
ype

When you see the word enterin this guide, you must type
something, and then press the Return or Enter key. Do not
press the Return or Enter key when an instruction simply

says type.

Key names

Key names are written in boldface, for example Ctrl or Esc.
If you must press two or more keys simultaneously, the
key names are linked with a plus sign (+). Example: Press
Ctrl+Alt+Del

Words in italicized type

Italics emphasize a point or denote new terms at the place
where they are defined in the text. Italics are also used
when referring to publication titles.

NEW!

New information. In a PDF, this is searchable text.

Table 3: Command syntax

Convention Description

bold text Bold text indicates command names, keywords, and
command options.

italic text Italic text indicates variable content.

Syntax components displayed within square brackets are
optional.

Default responses to system prompts are enclosed in
square brackets.

A choice of required parameters is enclosed in curly
brackets separated by vertical bars. You must select one of
the options.

x |y A vertical bar separates mutually exclusive elements.
> Nonprinting characters, such as passwords, are enclosed in
angle brackets.
Repeat the previous element, for example,
member [member...].
\ In command examples, the backslash indicates a “soft” line

break. When a backslash separates two lines of a command
input, enter the entire command at the prompt without the
backslash.

Documentation and Training

Find Extreme Networks product information at the following locations:

6
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Preface Open Source Declarations

Current Product Documentation
Release Notes

Hardware and Software Comypatibility for Extreme Networks products
Extreme Optics Compatibility

Other Resources such as articles, white papers, and case studies

Open Source Declarations

Some software files have been licensed under certain open source licenses. Information
is available on the Open Source Declaration page.
Training

Extreme Networks offers product training courses, both online and in person, as well as
specialized certifications. For details, visit the Extreme Networks Training page.

Help and Support

If you require assistance, contact using one of the following methods:
Extreme Portal

Search the GTAC (Global Technical Assistance Center) knowledge base; manage
support cases and service contracts; download software; and obtain product
licensing, training, and certifications.

The Hub

A forum for customers to connect with one another, answer questions, and share
ideas and feedback. This community is monitored by employees, but is not intended
to replace specific guidance from GTAC.

Call GTAC

For immediate support: (800) 998 2408 (toll-free in U.S. and Canada) or
1(408) 579 2800. For the support phone number in your country, visit
www.extremenetworks.com/support/contact.

Before contacting for technical support, have the following information ready:
Your service contract number, or serial numbers for all involved products
A description of the failure
A description of any actions already taken to resolve the problem

A description of your network environment (such as layout, cable type, other
relevant environmental information)

Network load at the time of trouble (if known)

The device history (for example, if you have returned the device before, or if thisis a
recurring problem)

Any related RMA (Return Material Authorization) numbers

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation 7
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Subscribe to Product Announcements Preface

Subscribe to Product Announcements

You can subscribe to email notifications for product and software release
announcements, Field Notices, and Vulnerability Notices.

Go to The Hub.

In the list of categories, expand the Product Announcements list.
Select a product for which you would like to receive notifications.
Select Subscribe.

To select additional products, return to the Product Announcements list and repeat
steps 3and 4.

A WN

You can modify your product selections or unsubscribe at any time.

Send Feedback

The User Enablement team at has made every effort to ensure that this document is
accurate, complete, and easy to use. We strive to improve our documentation to help
you in your work, so we want to hear from you. We welcome all feedback, but we
especially want to know about:

Content errors, or confusing or conflicting information.
Improvements that would help you find relevant information.
Broken links or usability issues.

To send feedback, email us at .

Provide as much detail as possible including the publication title, topic heading,
and page number (if applicable), along with your comments and suggestions for
improvement.
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Overview

Prerequisites on page 9
Objectives on page 9
Network Diagram on page 10

This guide describes the steps needed to deploy a VSP switch running VSP Operating
System Software (VOSS) 8.10.1.0 or later using a combination of VOSS fabric automation

features and ExtremeCloud™ IQ - Site Engine (XIQ-SE) / Network Access Control (NAC)
onboarding automation.

Prerequisites

+ An existing Fabric Connect core switch running Fabric Engine 8.10.0.0 or later

« Auniversal hardware switch running Switch Engine firmware

+  ExtremeCloud IQ - Site Engine (XIQ-SE) and Extreme Control version 23.4.12.3 or later
- A DHCP/DNS server reachable on the existing Fabric Connect network

Objectives

This guide describes the steps needed to automate the deployment of a Fabric
Engine switch using a combination of Fabric Connect automation features and XIQ-SE/

Extreme Control automation features. In particular, the guide describes the following
tasks:

+  XIQ-SE preparation for a successful Fabric Engine switch automated, zero-touch
deployment

Fabric Engine ZTP+ provisioning automation

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation 9



Network Diagram Overview

Universal Hardware switch OS conversion from EXOS/Switch Engine to VOSS/Fabric
Engine using XIQ-SE

VSP Zero Touch Fabric and port auto-sense functionality

uude Note

E As of VOSS 8.6, the OS running on Universal Hardware switches has been
re-branded to Fabric Engine and the switch is no longer referred to as a VSP
switch, but as a Fabric Engine switch. This change only applies to Universal
Hardware, and Non-Universal Hardware running VOSS (VSP4900) are still
referred to as VSP switches.

Likewise, Universal Hardware running EXOS 31.6 or later has been re-branded
to Switch Engine in place of EXOS.

Throughout this guide the name VSP Edge and Fabric Engine Edge are used
interchangeably.

Network Diagram

This guide uses the following network setup as an example of a typical Fabric Engine
edge customer deployment. In particular it consists of the following devices:

Two VSP/Fabric Engine core/distribution running VOSS 8.10.0.0 or later, which an
existing customer fabric connect deployment.

Two Universal Edge 5520 Fabric Engine switches.

wie Note
E Any VSP/Fabric Engine switch works as an edge switch as long as it
supports VOSS 8.10.0.0 or later.
One IP phone; Mitel 6920 model.
One Extreme Wireless AP, model AP505i .
One client VM acting as a wired client connected to the IP phone.

One XIQ-SE instance running 23.4.12.3 or later software, and one Extreme Control
NAC appliance running the same version.

One XIQ-C VM appliance

ExtremeCloud IQ (XIQ) user account for onboarding the Universal Edge switches.

dﬁ@)@ -xlm.f'gge

| cosi1022030/24
—
—
| 4£.. 10 123 + e f| [&)

(1) 108.223.0/30 2 w2 | vsp-corel vsp-edgel | TEH l HH l =
r — _
DHCPRDNS: <-t-> m /24 <$> /6 | |
109255130 (5) 109223.4/30 (6] 12 VSP. 2 e |° )) - -
109255131 =it -core: vsp-edge2| TEH 116 =
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Overview

Network Diagram

It is assumed in this guide that the two VSP/Fabric Engine core switches have already
been deployed and are part of an existing fabric network and are reachable by XIQ - SE.
This guide focuses on describing the additional configuration necessary to successfully
onboard the Fabric Engine edge switches from a factory default condition where each
edge switch does not have an existing configuration file present on the internal flash.
The edge switches use XIQ-SE ZTP+ and the Zero Touch Fabric functionality to achieve
a typical VSP/Fabric Engine edge deployment with the following characteristics:

+ No more SMLT Clustering (MLAG) of the core nodes.

+  Use of DVR Controller on the core nodes and DVR Leaf on the VSP edge.
+ Use of Zero Touch Fabric as an alternative to edge switch stacking.

+ Complete automation of VSP edge deployment.

The Fabric Engine edge switches have no Out-of-Band (OOB) management
connection. All management of the edge switches are via an inband IP address which
is typical in campus Fabric edge switch deployments.

e Note

E DVR is not mandatory for fabric edge deployments. In this guide, DVR is
enabled only on some access VLANSs, and VRRP is enabled on other VLANSs.
This procedure is to illustrates the steps necessary to convert the fabric edge
switch into DVR Leaf mode during the onboarding phase.

At the end of the deployment, all connected endpoints (IP phone, AP, PC client)
must be operational without any manual configuration on the Fabric Engine switches,
including the access ports.

Some initial fabric seed configuration is required on the VSP/Fabric Engine core nodes,
and this guide covers that configuration in detail. But the real gains of Zero Touch
Fabric are reaped when deploying large quantities of edge access switches in any fabric
design.

The network diagram above shows both the physical fabric topology as well as
the logical fabric topology. The logical topology consists of five L2VSNs and each is
allocated a corresponding I-SID and IP subnet.

The onboarding I-SID 15999999 is a special I-SID and must be unique across the fabric
network. The onboarding I-SID is the default I-SID that a new VSP/Fabric Engine switch
(with no configuration file) always uses when onboarding itself once it has joined the
existing fabric.

All the L2VSNs are IP routed in the base GRT (VRF-0) of the core nodes and edge
DVR-Leaf nodes. Use of VRFs and L3VSNs is possible but will not be covered in this
guide since the deployment procedure is similar to the GRT scenario.

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation n



Preexisting Configuration Review

XIQ-SE Preexisting Configuration Review on page 12

XIQ-SE: Script and Workflow Review on page 23

XIQ-C pre-existing configuration review on page 24

The objective of this guide is to focus on the Fabric VSP Edge deployment and the
steps required to achieve that. It is assumed that any unrelated XIQ-SE configuration
has already been done. This topic explains what the customer needs to pre-configure

on XIQ-SE.

XIQ-SE Preexisting Configuration Review

As an example, the Buildingl and Building2 sites have already been configured:

'_C');' ExtremeCloud 1Q Site Engine

@)

A Alarms & Events

d Devices

Sites -
& control

Name

|2 Analytics - € world

2 Wireless w 4 Building1

= Building1

|shl Reports

~ € Building2
= tasks -

Lﬂ Building2

& Administration

v & Topology Definitions

= Connect &
i Bl service Definitions

2

A map of the same name is defined for each site.

Name T

Fabric
MNAC
V5P-corel

V5P-core2

1]

fMvorid

Morid

fworld

IP Address

10.9.203.7

10.9.203.6

10.9.193.131

10.9.193.132

The VSP/Fabric Engine core switches are initially located under the world site.

Under Administration, the admin profile Fabric Edge is defined to manage the

switches, as shown here:

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation



Preexisting Configuration Review XIQ-SE Preexisting Configuration Review

Wirite Security Leve Max Access Security Level €Ll Cradential

Administration

AuchBriv Serve:

Austhbr NoRuthePry Fabrickdpe

This admin profile uses the following SNMP credentials:

Edit SNMP Credential: fabric_edge S
Liser Name: admin
Authentication Type: SHA =
Authentication snmpauthcred -
Passward: R :
Privacy Type: BES -
Privacy Password: snmpprivered =

o

This admin profile uses the following CLI credentials:

Edit CLI Credential: FabricEdge x
|
| Description: | EabricEdg
| User Name: adrmin
|
Type: E5H bl
Login Password: password *
Enable Password: password ®
Configuration Password: | password ™
| Cance

These are non-default credentials, so ZTP+ configures these credentials on the VSP/
Fabric Engine edge switch when it is onboarded for the first time.

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation 13



XIQ-SE Preexisting Configuration Review Preexisting Configuration Review

In XIQ-SE, select Network > Topology Definitions. The following Fabric Connect
Topology settings are configured:

X

Devices
. Alarms & Events —
Sites - = Fabric Connect
& control i .
sl | Fabric Infrastructure Settings
|#” Analytics v & World
I5-15 Manual Area: 49,0000
= Wireless » & Building?
Primary BVLAN: 4031
|kl Reports » £ Building2

po Secondary BVLAN: 4052
w il Topology Definitions

: O Doman secngs

&l Service Definitions

= Tasks

* Administration
O Add o4 Edit @ Delete k.

+— Connect

Name Domain ID

4 [Do‘nam‘. 1 ]

Features

& Multicast
W IP Shortcuts

[) 1pv6 Shorteuts

The same settings are assigned to both the Buildingl and Building?2 sites.

s

‘ Alarms & Events

Devices

3
Sites g Building1 Site Summary

& control 4%
Name - . " b
Discover \ction VRFAVLAN | Topologies

l#” Analytics - & world
Fabric
= Wireless » < Building1 2
. Topology Definition:  Fabric Connect »
ILI Reports » €2 Building2
= & Topology Definitions DvR Domain ID: Domain1 -

== Tasks

l‘i: Fabric Connect

* Administration

@ service Definitions

= Connect

This guide assumes both VSP/Fabric Engine core nodes are already configured

for Fabric Connect. When onboarding the Fabric edge switches, the Onboard VSP
workflow automatically converts them to DVR Leaf nodes. However, for this to happen,
the workflow must be able to read the DVR Domain ID from the site.

In XIQ-SE, select Control > Access Control > Configuration > Rules. The following rules
are used to authenticate the AP, VolP phone and PC client.

14 VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation



Preexisting Configuration Review XIQ-SE Preexisting Configuration Review

° v

andoars Profie oo

Enc-System 2 - Acoeps B

ind-Systam =~ Aczeps Policy:

Authentication = WAC sad

Useriain

End Spatem . .

Endpatem e e

Ena-System o Profie

,.
s
Lo e

The Access Point rule is used to MAC authenticate the WLAN APs using inbound
RADIUS FA attributes.

The VoIP Phone rule is used to RADIUS authenticate the IP phone. The user can
decide whether to use RADIUS to authenticate the IP phone or use LLDP bypass
authentication, which is a feature of VOSS auto-sense.

The Administrator rule is only used to authenticate CLI and WEB (EDM) access on the
switches if these RADIUS authentications are activated during the switch onboarding.

The Enterprise User rule is used to MAC authenticate the client VM. In a typical
customer deployment, the Enterprise User rule uses an 802.1X authentication rule.

Under the Group Editor section, the following user groups are defined:

& Network i

‘ Alarms & Events .
- Configuration + User Groups

| Anatytics Group Editor 3 - O Add  Refresh

Lo m Name T Type Used By
» All Groups

& Wireless b o

» Device Type Groups Administrators LDAP User Group

Device Type Groups

il Reports

» End:System Groups Enterprise User User Group Username
BB Tasks e = = R Bela

»  Location Groups FA Client AP User Group RADIUS User Group  Defaulk
& Agministration » Time Groups Local Administrators User Group Username Default

= Connect ¥ | User Groups 4

The FA Client APs group contains the following:

2

‘ Alarms & Events

Deseription: Opticnally add 2 deseription |
Lo Analytics Group Editor 3 =

= All Groups

Configuration + Edit Group: FA Client APs

= Wireless
» Device Type Groups
[shl Reports - ! " Mode: ® Mawchany O Match all
» End-System Groups
= Tasks Y Add

»  Location Groups 1o

' Administration

» Time Groups Attribute Name Attribute Value Description
= Connect - & Fa-Client-Type 6 wap-typel

Administrators

Enterprise User

FA Client APs

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation 15



XIQ-SE Preexisting Configuration Review Preexisting Configuration Review

This user group enables easier and more secure authentication of the AP based on
its FA Client inbound RADIUS attributes, instead of having to base the authentication
solely on the AP’s MAC address.

The Administrators user group holds only the admin user which is defined in the local
password repository.

To set up the local password repository, right click the Default AAA group and set the
mode to Make Advanced.

2

Alarms & Events : g
& Configuration — Advanced AAA Configuration - Default
& control 1 ;

~ Configurations (¥ authenticate Requests Locallyfor: [} MAC (all)

Analytics

E v = Default
. Local Password Repository: f

= Wireless Rules pository Default
l.'._l Reports AAA: Default Join AD Domain: Auto Detect
— Portal: Default
= Tasks pdate Trusted Authorities No information av

- AAA

3 -
[ Make Advanced ]

LDAP Configurations

& Administration

= Connect

Used By...

» Local Password Repository
Delete AAA Configuration

RADIUS Servers =

Set the Authentication Method to Local Authentication. This step is optional and is
only used if the user configured c1i and web radius authentication during the fabric

edge switch onboarding.

Select Control > Access Control > Group Editor > End-System Groups. Edit the VolP
Phones group with the MAC OUI of the phone vendor used in your network. This allows
the phone to be MAC authenticated using the first three bytes of the MAC address. The
example shown below, uses a Mitel phone OUI.

16 VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation



Preexisting Configuration Review XIQ-SE Preexisting Configuration Review

Azcess Canual

Configuration + End-System Groups

6

. Hame | Category Troe Used By Description

¥ Device Type Groups |;o-oa~,m 5 EnaSymem Group  MAC Defauit Defauit End-System Group for Vol Devices
1‘ End-Sywern Groups |4 Server - . T - "efaui

Edit Group: VolP Phanes £l

m Group for Servers.

% awarting perission £o sccess the |

' Defoult
g Drvces
Prieet
« momi o
ErryType | Descripuon
] 1o defaui group 1o mave endsyTtems
efaudr Engsysmem Group for business~
Fusion dsystem Group ta hoid endsystems thac vl
Fusion 1 Sefault £roup 1o MOve endsySTem 10 Of fel
g
Doma Blobel Carchill Froup used by she domain regl
Brac gl = e ' 15y STemnS Saniad BCCEE 1O TNE AASAO
Engines o+
(5 | S Cloes on Sove 5 S | e S

The Access Point, Enterprise User, and VolP Phone rules contain the policy mappings
shown below. The mappings are found in Control > Access Control > Policy Mappings
> Default.

‘ Alarms & Events

Configuration - Default

& Control 1

Notification NAC Profile = O Add @ Delete Switch to Advanced Z Refre:
l#7 Analytics =

I rofil

Pass Through NAC Profile Mame 1 Policy Role

= Wireless Printer NAC Profile
Access Point Access Point

bl Reports Ruarsnine BAC Erotie Administrator Administrator
— e Registration Denied Access NAC Prc
== Tasks g c Assessing Assessing

Secure Guest Access NAC Profile
' Administration Deny Access Deny Access

Server NAC Profile

= Connect Enterprise Access Enterprise Access
Unregistered NAC Profile
Enterprise User Enterprise User
VolP Phone NAC Profile
Enterprise User (Administrator) Enterprise User
*  Policy Mappings 3 '
Enterprise User (Read-Only Management) Enterprise User
Default
Failsafe Failsafe
P Assessment

Guest Access Guest Access

» Captive Portals

. Notification Norification

*  Netifications
Printer Printer

*  Vendor RADIUS Atributes -

" » Quarantine Quarantine

Group Editor ol | Sener Sever
Unregistered Unregistered

Engines o+ VolP Phone VolP Phone

These policy mappings can be used to directly set the returned RADIUS attributes such
asvlan/i-sid bindings, but the best practice is to use the Policy configuration tab
to define the returned RADIUS attributes. Because policy is used in this guide, the
above entries are mapping the Access Control rules to policy roles configured within
the XIQ-SE Policy framework.
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XIQ-SE Preexisting Configuration Review Preexisting Configuration Review

The policy framework is configured on the Policy tab. Two policy domains are created:
Buildingl and Building2, as shown below.

(2] ExtremeCloud IQ Site Engine

2
‘z‘ Network Dashboard Access Contro End-5ystems Reports

‘ Alarms & Events = . 3 " y
[_3;. Open/Manage Domain(s) w ] L4 Global Domain Sewings w g Tools »
| E Control 1 [ Open Domain 4]l» @ | Buildingl
|#" Analytics 8 | Lock Domain Building2
g : e Columns | »
= Wireless £  save Domain Default Policy Domain
B ExtremeControl dle
|shl Reports © | nforce Domain =
e Enforce Preview... ® Access Point
= Tasks
& Varifs Mamsin Q Administrator

These Policy definitions, are cloned from the Default Policy Domain using the Import/
Export, Import from Domain wizard shown below.

f!‘i Network Dashboard Policy Access Contro Eng-Systems
‘ Alarms & Events . ) o
| g Open/Manage Domain(s) w g Global Domain Settings w
|| & control 2 Open Domain »
l#” Analytics & Lock Domain
— ¥ Show Editable
= Wireless £ save Domain

Role / Service / Rul

-}

Enforce Domain

lshl Reports

! ® Access Point
—= Enforce Preview...

== Tasks
® Administrate

)

Verify Domain

ﬂ Administration ;
Assign Device(s) to Domain... » @ Assessing

+— Connect _ » @ Deny Access
Create Domain...

» ® Enterprise A
Delete Domain(s)...

_ » ® EnterpriseU
Rename Domain...

- -

Import/Export ]P [ import From Doma[n...]

5
Database b Import From File...

Export To File...
VLANs - » W@ Printer

18 VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation



Preexisting Configuration Review XIQ-SE Preexisting Configuration Review

All settings are imported from the Default Policy Domain.

Import From Domain x

{  Domain: [ Default Policy Demain 1 ] >

Data Elements to Import

~ Roles ¥ Class of Service v Port Level Role Mapping Status
+ Services & Rules (Local) ~ Adv CoS Config + GVRP Status

v Service Groups + Rate Limits v Do Mot Use Global Rules Status
~ Devices v VLANS v ACL Mode Status

~ Port Groups (User-Defined) ¥ Network Resources ¥ HTTP Redirect Config

AR : Importing Class of Service can affect the rate limits associated to existing Co5 even if only appending the imported data. Before
enforcing, inspect the Classes of Service for accurate/expected Rate Limits to confirm QoS5 that will be enforced to your network devices.

Application of Imported Data Elements - Overwrite existing elements ¥

3

As shown below, the following changes are made to the Buildingl and Building2 policy
domains.

For the Access Point policy role, only the I-SID value is changed, and the VLAN-id is
the same for both locations. Also, the AP Aware parameter is left at the default value
of Enabled. This setting enables Extreme Control to send the necessary outbound
attribute to enable MHSA (Multiple Host Single Authentication) on the switch access
port where the AP is authenticated.
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XIQ-SE Preexisting Configuration Review

Preexisting Configuration Review

& Network Policy

A Aarms & Events

% Open/Manage Domainis)

& control

=

[ Domain: Building1

" Analytics
Roles/Services
"-?'-"" Wireless

* @ Roles

dil Reports
Lid Repor [ @ Access Point

Tasks @ Administrator
& Administration ® Assessing
= Connect @ Deny Access
@ Enterprise Access
@ enterprise User
@ ralisafe

B asce Brrace

Class of Service

VLANs

Network Resources

* Network Policy

A narms & Events

Open/Manage Domainis

q

3
E Control

[Domain: Building2
u Analytics
— Roles/Services
= Wi

* & Roles

Reports
Ll Repo [ ® Access Point

= Tasks

@ Administrator

@ Assessing

' Adm

—

= Connect . Deny Aciess

® Enterprise Access
® Enterprise User
® Falsafe

@ o Arrace

Class of Service

VLANs

Netwnrk Resniirces

Global Domain Settings »

Role: Access Point

General
Mame: ® Access Point
Description: The Access Point role is useful for B@AP topology. When this role

TCI Overwrite: | Disabled -

Default Actions

Access Control: [ccnlamm WLAN ] b d
VLAN: ['194[:.D,higm:] ] b
Service 1Dt [ 2100194 ]
: (P Y |
AP Aware: |Enabled i
ain Sectings v 3 -
Role: Access Point
General
Name: ® sccess Point
Description: The Access Point role is useful for B@AR topology. When this rol

TCI Overwrite: Disabled -

Default Actions

Access Contral: Eonu-'\ o VLAN

]
VLAN: b 194(AR-Mgm1) ] -
l

AP Bware: k"laU'EC

As shown below, the VolP Phone policy role uses the same settings for both the

Buildingl and Building2 policy domains. Note, when RADIUS authenticating the phone,
it is not necessary to provide the I-SID or VLAN values since these are signaled to the

phone via LLDP and the auto-sense voice function.
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Preexisting Configuration Review

XIQ-SE Preexisting Configuration Review

o Metwork

A Aarms 2 Events

|l Analytics
T Wireless
[l Reports

—
= Tasks

‘ Administration

= Connect

Palicy

pen/hManage Domain(s) « & Global Damain Set
Domain: Building!

Roles/Services —

@ Deny Access -
® Enterprise Access

® Encerprise User

® railsafe

® Guest Access

® Nodfication

® Prirzer

® Quarantine

® Server

® Unregistered

® VolP Phone ]

General
Name:
Description:

TCl Overwrite:

Role: VoIP Phone

®volP Phone

IP telefony devices

Disabled -

Default Actions

-

Class of Service: | & RTPNVoice/Video (Priority: 6) b

For the Enterprise User policy role, only the I-SID value is changed and the VLAN-id is
the same for both locations.
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a5 Network

yashboard  Policy
‘ Alarms & Events . - - o —— . Toal
5 Qpent Vanage Lomainis) v -] Glabal Domain Sett ngs « g 'ogis -
& contol
[ Domain: Building )
|+ Analytics
Roles/Services - Role: Enterprise User
= wireless
~ & Roles
| Reports General
Lasl Repo ® Access Point
— : : Enter
== Tacks @ Administrator Mame: Denterprise User
ﬁ Administration @ assessing Description: The Enterprize User role is essentially equivalent to the Enterpris
=* Connect ® Deny Access TCI Overwrite: | Disabled -
® cnterprise Access
: Default Actions
[ ® Enterprize User ]
4
@ railsafe Access Control: [Eontanr‘-to VLAN ] >
@ moser Arrace ]
ta VLAN: [“96[3316] ] v
Class of Service +
Service ID: [2100‘-96 ]
VLANS +
Class of Service: &3 Network Control (Priority: 4) >
Netwnrk Recnnirras £
&; Network . 5 Policy
A Aarms & Events . B i . ) .
3 Open/Manage Domainis) v 3 Global Domasin Sestings w g Tools w
G Control
[ Domain: Building2 ]
u Analytics
Roles/Services = Role: Enterprise User
S Wireless
* @ Roles
Reports General
Lol Repe W Access Point -
BB Tasks @ Administrator Name: Wenterprise User
* Administration W Assessing Description: The Enterprise User role is essentially equivalent to the Enterpris
= Connect  Deny Access TCI Overwrite:  Disabled v
@ Enterprise Access
fault Actions
[ @ Enterprise User ] De e
q
Y Falsafe Access Controk [Cc’\[am 10 VLAN ] -
L & ¥,
i ik VLAN: [' 196{Data] ] v
Class of Service +
Saervice ID: [ 2200196 ]
VLANs +
Class of Service: €3 Network Control {Pricrity: 4) b

As of XIQ-SE 21.11 it is no longer necessary to configure a custom RADIUS attribute
template. Default templates have been added for Policy and non-Policy NAC scenarios.
The best practice is to use Policy to configure Radius outbound attributes. In the
default templates shown below, for policy scenarios use the Extrermme VOSS-Per User
ACL template and for non-Policy scenarios use the Extreme VVOSS-Fabric Attach
template. Because this guide uses policy, the Extreme VOSS-Per User ACL is used.
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Preexisting Configuration Review

XIQ-SE: Script and Workflow Review

Manage RADIUS Attribute Configurations

g Add..
Name |
Extreme NetLogin - VLAN ID
Extreme NetLogin - VLAN Name
Extreme Policy
Extreme Policy - Fabric Attach
Extreme VOSS
Extreme VOSS - Fabric Attach

Extreme VOSS - Fabric Attach - EPT

Attributes

< Refresh

Preview With Policy :

Extreme-Netlogin-Extended-Vian=%VLAN_EGRESS%%VLAN_ID%,Extreme-Security-Profile=%PORT_P...

Extreme-Netlogin-Extended-Vian=%VLAN_EGRESSHMVLAN_NAMEY, Extreme-Security-Profile=%POR...

Filter-ld=Enterasys:version=1:%MANAGEMENT¥*policy=3POLICY_NAME%,Service-Type=sMGMT_SE...

Filter-ld=Enterasys:version=1:%MANAGEMENT¥*policy=%POLICY_NAME®,FA-VLAN-ISID=0VLAN_ID...

Tunnel-Private-Group-id=3%VLAN_ID%:%VLAN_TUNNEL_TAG%,Tunnel-Type=13:%VLAN_TUNNEL_TA...

FA-VLAN-ISID=0:%CUSTOM1%,Passport-Access-Priority=0MGMT_SERV_TYPE%

FA-VLAN-ISID=%VLAN_ID%:0,FA-VLAN-ISID=%VLAN_ID%:%CUSTOM1%,Passport-Access-Priority=%M...

[ Extreme VOSS - Per-User ACL

Filter-ld=3%POLICY_NAMES%,Passport-Access-Priority=%MGMT_SERV_TYPE%,%PER_USER_ACL_VOS5% ]

Extreme VOSS Per-User ACL

Extreme XNV - VLAN ID

%PER_USER_ACL_VOSS%

Extreme-VM-VLAN-ID=3%VLAN_ID%,Extreme-VM-VPP-Name=%PORT_PROFILE¥.Extreme-VM-VR-Nam...

UATA TR,

PUARSE I THAT G TR ST

To configure or view Radius templates, select Control > Access Control > Engines >

Switches.

If no switches exist, select Add as if to add a first switch. Then use the RADIUS
Attributes to Send drop-down and select the Manage... option.

XIQ-SE: Script and Workflow Review

This deployment guide uses the following workflows which are available on GitHub.

Name Type GitHub URL

Onboard Mgmt VLAN | Script https://github.com/extremenetworks/
ExtremeScripting/tree/master/XMC_XIQ-SE/
oneview_workflows

Onboard Mgmt CLIP | Workflow| https://github.com/extremenetworks/

ExtremeScripting/tree/master/XMC_XIQ-SE/

oneview_workflows
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XIQ-C pre-existing configuration review Preexisting Configuration Review

Onboard VSP Workflow| https://github.com/extremenetworks/
ExtremeScripting/tree/master/XMC_XIQ-SE/
oneview_workflows

Change persona to Workflow| https:/github.com/extremenetworks/
VOSS ExtremeScripting/tree/master/XMC_XIQ-SE/
oneview_workflows

Change persona to Workflow| https://github.com/extremenetworks/
EXOS ExtremeScripting/tree/master/XMC_XIQ-SE/
oneview_workflows

To import the workflows into XIQ-SE, select Tasks > Workflows > Import.

& Network e D bead] St T ST A 2

‘ Alarms & Events

No data to displ
User Workflows - Sedis o v

& control
» Workflows
|#” Analytics @ Create Group...

F Wireless © Create Workflow...

L epors

Select the file followed by Import and then Close.

Import Workflow x

Import a new

() Overwrite existing workflow

Override Workflow Name
Remo.. File Name T Er : chidiieihig Size Status Information
{optional)

=] Onboard V5P-8.5.4.23v55.xwf 31K8E

XIQ-C pre-existing configuration review

As an example, XIQ-C has already been configured with one site as shown below

Hatwrorks Suetchan aps Adoption Primary  AduptanBackup  Acte APY Hon Actrvs A3 Chienty Campus =
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Preexisting Configuration Review XIQ-C pre-existing configuration review

With a single AP505.

nnnnn

The associated VLAN is in Fabric Attach mode with the VLAN & I-SID for Buildingl only.
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Prepare VSP/Fabric Engine Core
Switches for Fabric Edge Deployment

Site Selection for VSP Core Switches on page 26
Apply DVR Controller, VLAN, and IP Config on page 28
Apply Seed Config for Zero Touch Fabric on page 30

Site Selection for VSP Core Switches

Even though we show two sites in XIQ-SE (Buildingl and Building?2), this guide
illustrates how to deploy the core and edge switches in Buildingl only. Building2 is
shown as an example of a typical customer deployment where multiple sites exist.

To add both core switches to Buildingl, select Network > Devices > World > Devices.
Highlight both core switches, right click and select Configure.

Assign both switches to the World/Buildingl site.
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Prepare VSP/Fabric Engine Core Switches for Fabric

Edge Deployment

Site Selection for VSP Core Switches

Configure Device

Device ID System Name Device Nickname
10.9.193.132 V5P-core2 VSP-core2
10.9.193.131 V5P-corel VSP-corel
1
Default Site:
Contact: http:/www.extremenety Poll Group:
Location: Pall Type:

Administration
profile:

Replacement Serial

Fabric Edge -

SNMP Timeout:

SNMP Retries:

Number:

Topology Layer:
Remove from Service: [

Collection Mode:
Use Default WebView [
URL: Collection Interval
{minutes):

In the confirmation pop-up, select Yes.
Import Site Configuration
[ 9 Do 00 wWank 1D imnpet the site Confipuration?

corifiguration will be cverwritten.

Then select Save to commit.

Device Type

V5P-4450GSX-PW...

VSP-4450GS5X-PW...

| rworld

orld

Aworld/Building1

Morld/Building2
5
3
L2 Access
Historical
15

Syn

WARNING: The sxisting VLAN Definition, Ports, and ZTP+ Device Seftings

& %
Poll Type Site Precedence Site
SNMP /Waorld
SNMP MWorld g
»
] |
- '
-
-
=
-
v
¢ from Site @ Enforce Preview. | Cance

Now navigate to the Buildingl site and make sure both core switches have been added.

e id Bk

L DSt T

-

Pl Ml Fell Drieis Denvitak T Rarily P il
LE dociaiaiie ¢ Lige 3 D P T I5E P TP L 24
sl § L T T T VP e BAnS

To add the core switches to the topology map, highlight both core switches, right-click

and select Add to Map.
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Prepare VSP/Fabric Engine Core Switches for Fabric
Apply DVR Controller, VLAN, and |IP Config Edge Deployment

RO e &

[+

Select the Buildingl site map and then OK.

Add to Map x

Man g FBuilding -

O BUIINRE B

Both core switches have now been added to the map.

Add to Map X

! The devices were successiully added o ‘World/Buliding 1/8uilding1
-

Apply DVR Controller, VLAN, and IP Config

The VSP/Fabric Engine core switches route IP traffic across a number of VLANs/L2VSNSs.
These VLANs do not exist on the VSP cores and must be created.

Because the VSP edge switches are onboarded as DVR Leaf nodes, the VSP cores also
need to be configured as DVR Controllers and a DVR-GW IP is configured on the Voice
and Data VLANSs. VRRP is used on the Switch-Mgmt and AP-Mgmt VLANSs.

e Note

E The DVR controllers are configured in “isolated” mode, which means they
will not redistribute host routes to the DVR backbone and possibly interefere
with DVR routes in the Data Center. DVR-VRRP functionality is enabled for
customer scenarios where VSP Edge switches are not deployed as DVR leaf
nodes. SLPP is enabled on the VLANs and enabled globally. When the Fabric
edge switches are onboarded, SLPP-Guard is enabled on all auto-sense access
ports.

The VSP core configuration uses the CLI.
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Prepare VSP/Fabric Engine Core Switches for Fabric
Edge Deployment

Apply DVR Controller, VLAN, and IP Config

Open an SSH session to both VSP cores and paste the following commands.

Building1

VSP-corel

VSP-core2

enable
config term
dvr isolated controller 1

vlan create 193 name "Switch-Mgmt" type port-mstprstp ©
vlan i-sid 193 2100193
i-sid name 21006193 "Building1-Switch-Mgmt"
interface Vlan 193
ip address 10.9.193.2/25
ip vrrp version 3
ip vrrp address 193 10.9.193.1
ip vrrp 193 enable
exit
slpp vid 193

vlan create 194 name "AP-Mgmt" type port-mstprstp 0
vlan i-sid 194 2100194
i-sid name 2100194 "Building1-AP-Mgmt"
interface Vlan 194
ip address 10.9.194.2/24
ip vrrp version 3
ip vrrp address 194 10.9.194.1
ip vrrp 194 enable
ip dhcp-relay

ip dhcp-relay fwd-path 10.9.255.130

ip dhcp-relay fwd-path 10.9.255.130 enable
ip dhcp-relay fwd-path 10.9.255.131

ip dhcp-relay fwd-path 10.9.255.131 enable
ip dhcp-relay fwd-path 10.9.203.6

ip dhcp-relay fwd-path 10.9.203.6 enable

exit
slpp vid 194

vlan create 195 name "Voice" type port-mstprstp @
vlan i-sid 195 2100195
i-sid name 2100195 "Building1-Voice"
interface Vlan 195
dvr gw-ipv4 10.9.195.1
dvr enable
ip address 10.9.195.2/24
ip dhcp-relay

ip dhcp-relay fwd-path 10.9.255.130

ip dhcp-relay fwd-path 10.9.255.130 enable
ip dhcp-relay fwd-path 10.9.255.131

ip dhcp-relay fwd-path 10.9.255.131 enable
ip dhcp-relay fwd-path 10.9.203.6

ip dhcp-relay fwd-path 10.9.203.6 enable

exit
slpp vid 195

vlan create 196 name "Data" type port-mstprstp @
vlan i-sid 196 2100196
i-sid name 2100196 "Buildingl-Data"
interface Vlan 196
dvr gw-ipv4 10.9.196.1
dvr enable
ip address 10.9.196.2/24
dvr vrrp-election
ip dhcp-relay

ip dhcp-relay fwd-path 10.9.255.130

ip dhcp-relay fwd-path 10.9.255.138 enable
ip dhcp-relay fwd-path 10.9.255.131

ip dhcp-relay fwd-path 10.9.255.131 enable
ip dhcp-relay fwd-path 10.9.203.6

ip dhcp-relay fwd-path 10.9.203.6 enable

exit
slpp vid 196

dvr controller vrrp-on-dvr-isids enable
slpp enable
end

enable
config term
dvr isolated controller 1

vlan create 193 name "Switch-Mgmt" type port-mstprstp @
vlan i-sid 193 2100193
i-sid name 2100193 "Building1-Switch-Mgmt"
interface Vlan 193
ip address 10.9.193.3/25
ip vrrp version 3
ip vrrp address 193 10.9.193.1
ip vrrp 193 enable
exit
slpp vid 193

vlan create 194 name "AP-Mgmt" type port-mstprstp 0
vlan i-sid 194 2100194
i-sid name 2100194 "Building1-AP-Mgmt"
interface Vlan 194

ip address 10.9.194.3/24

ip vrrp version 3

ip vrrp address 194 10.9.194.1

ip vrrp 194 enable

ip dhcp-relay

ip dhcp-relay fwd-path 10.9.255.130

ip dhcp-relay fwd-path 10.9.255.130 enable

ip dhcp-relay fwd-path 10.9.255.131

ip dhcp-relay fwd-path 10.9.255.131 enable

ip dhcp-relay fwd-path 10.9.203.6

ip dhcp-relay fwd-path 10.9.2083.6 enable
exit
slpp vid 194

vlan create 195 name "Voice" type port-mstprstp 0
vlan i-sid 195 2100195
i-sid name 2100195 "Building1-Voice"
interface Vlan 195
dvr gw-ipv4 10.9.195.1
dvr enable
ip address 10.9.195.3/24
ip dhcp-relay
ip dhcp-relay fwd-path 10.9.255.130
ip dhcp-relay fwd-path 10.9.255.130 enable
ip dhcp-relay fwd-path 10.9.255.131
ip dhcp-relay fwd-path 10.9.255.131 enable
ip dhcp-relay fwd-path 10.9.203.6
ip dhcp-relay fwd-path 10.9.203.6 enable
exit
slpp vid 195

vlan create 196 name "Data" type port-mstprstp ©
vlan i-sid 196 2100196
i-sid name 2100196 "Building1-Data"
interface Vlan 196
dvr gw-ipv4 10.9.196.1
dvr enable
ip address 10.9.196.3/24
dvr vrrp-election
ip dhcp-relay
ip dhcp-relay fwd-path 10.9.255.130
ip dhcp-relay fwd-path 10.9.255.130 enable
ip dhcp-relay fwd-path 10.9.255.131
ip dhcp-relay fwd-path 10.9.255.131 enable
ip dhcp-relay fwd-path 10.9.203.6
ip dhcp-relay fwd-path 10.9.203.6 enable
exit
slpp vid 196

dvr controller vrrp-on-dvr-isids enable
slpp enable
end

Open XIQ-SE Device View against both core nodes, and verify that the VLANs and

L2VSNs have been configured.
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Prepare VSP/Fabric Engine Core Switches for Fabric

Apply Seed Config for Zero Touch Fabric Edge Deployment

Apply Seed Config for Zero Touch Fabric

In order for the VSP/Fabric Engine edge switches to join the fabric when they
are connected to the fabric core nodes (core nodes), the following items must be
configured in the core nodes.

1.

Nickname server: Assigns Shortest Path Bridging (SPB) nicknames to VSP edge
switches as they join the fabric. An SPB node needs a nickname to create multicast
[-SID trees, which are used to transmit BUM (Broadcast/Unknown-unicast/Multicast)
traffic in fabric VSNs. Without a nickname, a VSP edge switch cannot transmit a
DHCP Discovery on the onboarding I-SID to get an IP address.

The VSP/Fabric Engine core nodes (or any pair of core/distribution nodes) need to be
set up as nickname servers. A best practice it to have two nickname servers per ISIS
area. Both nickname servers can be set up to assign nicknames in the same prefix
range or different ranges. The mechanism used by the nickname server to assign
nicknames is essentially identical to how a DHCP server works, with the exception
that nicknames are assigned instead of IP addresses.

To enable nickname server functionality on a VSP/Fabric Engine switch, it needs

to be configured with a static nickname (the two core switches were already
configured with a static nickname in a previous section).

The onboarding I-SID 15999999 must be set up on the core nodes so that it can
service DHCP requests, from the edge switches and from other onboarding devices.
There are two options for configuring the onboarding I-SID:

a. One of the core nodes is configured to bridge the onboarding I-SID onto an
existing segment where DHCP is available.

However, this can be done only on one core node or else a loop is created. This
approach is unlikely in a typical customer deployment

b. The onboarding I-SID is created into a new dedicated IP subnet for which both
core nodes act as the default gateway and DHCP-relay agent. The guide uses this
option, as it is a best-practice design.
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Edge Deployment Apply Seed Config for Zero Touch Fabric

If the core nodes were originally built from VOSS 8.2 or later, the default
onboarding Private-VLAN 4048 is already present. If the fabric cores were
originally built from VOSS 8.3 or later, the default onboarding Private-VLAN 4048
is also already assigned to the onboarding I-SID 15999999 and the same I-SID

is also already defined as the auto-sense onboarding I-SID. It will therefore be
sufficient to simply add an IP address and DHCP relay config to the existing
onboarding Private-VLAN 4048.

3. If the core nodes were not built from VOSS 8.3 defaults (for example. they were
upgraded from a pre-VOSS 8.3 release) they also need to have auto-sense enabled
on the interfaces connecting to the VSP edge.

This guide assumes the core nodes were built from pre-VOSS 8.2 defaults, and
therefore, no onboarding I-SID is defined, all unused ports are disabled, autosense is
disabled on all ports, and no nickname server is configured. Thus, these configuration
items need to be configured on both core nodes.

>0 Note
a If the VSP cores configs were built from VOSS 8.3 defaults or later then only
configure the nickname server on both VSP core.

Apply the following config on both core nodes:

VSP-core1 VSP-core2

enable enable
config term config term
interface gigabitEthernet 1/10 interface gigabitEthernet 1/11
auto-sense enable auto-sense enable
no shutdown no shutdown
exit exit
vlan create 4048 name "onboarding-vlan" type pvlan-mstprstp 0 secondary 4049 vlan create 4048 name “onboarding-vlan" type pvlan-mstprstp @ secondary 4849
vlan i-sid 4048 15999999 vlan i-sid 4048 15999999
i-sid name 15999999 "Onboarding I-SID" i-sid name 15999999 "Onboarding I-SID"
auto-sense onboarding i-sid 15999999 auto-sense onboarding i-sid 15999999
interface Vlan 4648 interface Vlan 4048
ip address 10.9.192.2/24 ip address 10.9.192.3/24
ip vrrp version 3 ip vrrp version 3
ip vrrp address 1 10.9.192.1 ip vrrp address 1 10.9.192.1
ip vrrp 1 enable ip vrrp 1 enable
ip dhcp-relay ip dhep-relay
ip dhcp-relay fwd-path 16.9.255.136 ip dhcp-relay fwd-path 10.9.255.130
ip dhop-relay fwd-path 10.9.255.130 mode dhcp ip dhcp-relay fwd-path 10.9.255.130 mode dhcp
ip dhcp-relay fwd-path 10.9.255.130 enable ip dhep-relay fwd-path 10.9.255.138 enable
ip dhcp-relay fwd-path 10.9.255.131 ip dhcp-relay fwd-path 10.9.255.13
ip dhcp-relay fwd-path 10.9.255.131 mode dhcp ip dhep-relay fwd-path 10.9.255.131 mode dhcp
ip dhcp-relay fwd-path 16.9.255.131 enable ip dhcp-relay fwd-path 10.9.255.131 enable
exit exit
spbm nick-name server prefix a.10.00 spbm nick-name server prefix a.10.00
spbm nick-name server spbm nick-name server
end end

Note that SLPP must not be enabled for the onboarding VLAN 4048, because this
could result in the fabric edge switches cutting themselves off after they have SLPP-
Guard enabled on their auto-sense ports in some scenarios.

As a deployment option, set an auto-sense ISIS hello authentication key as shown
below.

Optionally, on both VSP-core1 & VSP-core2

enable

config term

auto-sense isis hello-auth type hmac-sha-256 key <user-defined-key>
end
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Prepare XIQ-SE for VSP/Fabric Engine
Edge Deployment

ZTP+ Configuration on page 32
XIQ-SE Workflow Configuration for VSP Onboarding on page 36

In a previous topic, the two fabric core switches were manually added to the Buildingl
XIQ-SE site. However, the Fabric Edge switches are automatically assigned to the
Buildingl site during the onboarding process.

ZTP+ Configuration

To automate the site assignment, in XIQ-SE select World > ZTP+ Device Defaults.

Set the Site Assignment Precedence drop-down to LLDP Only and then click Save.
With this setting, XIQ-SE assigns the edge switches to a site based on the LLDP
neighbor table found on the switches being onboarded. Because the VSP core switches
are in Buildingl, the edge switches are assigned to this site.

=)

R
n

Basic Management

Confirm that the ZTP+ config for the Buildingl site is correct before onboarding the
edge switches into the site. Select Buildingl site under the World site. Click the ZTP+
Device Defaults tab.

Under Basic Management, set options as follows:

+ Use Discovered: IP and Management Interface
+  Admin Profile: Fabric Edge

« Poll Type: SNMP

+ NTP Server:10.9.255.155
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Deployment

ZTP+ Configuration

Basic Management

Use Discovered: IP and Managemen System Contact:

Subnet Address: System Location

With the Use Discovered parameter set at IP and Management, ZTP+ uses the same IP
address and Management interface used during the onboarding process. Later in the
guide, there are steps to move the Management interface to a VLAN interface or CLIP
interface.

Scroll down the screen, in Configuration/Upgrade, leave Configuration Updates set to
Always (this setting does not apply in SNMP Poll Type). Set Firmware Upgrades to
Always. Because this guide is using the Universal Hardware edge switches, the switch
image must be converted from Switch Engine to Fabric Engine. This conversion is
addressed in a later topic of the guide.

Configuration/Upgrade

Configuration Updates: Always i Firmware Upgrades: Always -

NOS Persona Change: To Fabric Engine -

Scroll down to the Device Protocols section and uncheck MVRP. The rest can be left

as is, and MSTP must remain enabled. Note that the Telnet, HTTP, and HTTPS protocol
options only work as of VOSS 8.4. All protocol options work with EXOS/Switch Engine
and are applied when the Universal Edge switch is initially onboarded as Switch Engine.

Device Protocols

Telnet: [V Enabled HTTP: [+ Enabled LACP: Enabled

SSH: +/ Enabled HTTPS: (v Enabled LLDP: [V Enabled

SNMP: [V Enabled FTP: + Enabled

Select Save to commit changes to the site.
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Disable MVRP because ZTP+ tries to apply the default port templates during switch
onboarding. These default port templates are listed under the Port Template tab as
shown below.

ZTP+ applies the default port templates based on the LLDP discovery process. If LLDP
discovers an AP connected to the switch port, ZTP+ applies the AP port template.
Likewise, if LLDP discovers a switch/bridge neighbor then ZTP+ applies the Interswitch
port template to the switch port.

The problem is that some of the default parameters in the port templates can cause
issues with a VSP/Fabric Engine edge deployment; in particular Span Guard and MVRP.

To avoid these issues, XIQ-SE 21.9 introduced a new Global AutoSense port template
which is automatically applied to VOSS/Fabric Engine Universal Hardware devices via a
ZTP+ Automated Template entry:

The Auto-Sense ZTP+ Template entry overrides the automatic application of the default
port templates described above.

Note that the Auto-Sense ZTP+ Template entry exists only for new sites created in
XIQ-SE 21.9 or later. If an older version of XIQ-SE or XMC was used to create the site, the
template entry does not exist and needs to be created manually (or the site deleted
and re-created).

Also note that default template entries exist for VOSS and Fabric Engine Universal
Hardware switches. If you are onboarding a VSP4900 or other VSP switch model, then
create a similar entry and set the family to VSP Series.
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Finally, enable SLPP-Guard on the auto-sense port template. Select World > Port
Templates and double click on the AutoSense Fabric Engine template.

Scroll right, until the SLPP-Guard option is visible. Click the box, click Update and click
Save.

Port Ternplates

Configuration of Site Actions
Site Actions are triggered whenever a new device is added to a site. Configure the
Buildingl site actions by selecting Buildingl > Actions. Make sure the following items
are enabled:
Automatically Add Devices
Add Trap Receiver
Add Syslog Receiver
Add to Archive
+ Add to Site Map (Buildingl)

2

1
|

Actions
v Butomatically Add Devices Collection Mode: Historica -

v Bdd Trap Receiver Collection Interval 15 -
(minutes):

' Rdd Syslog Receiver
o Map Name: IWorld/Building1/Buildingt -

¥/ Rdd to Archive

v/ pdd to Map

Farther down on the same page, there are additional parameters. Enable Add Device
to Policy Domain and select Buildingl from the drop-down. Enable Add Device to
Access Control Engine Group and leave the engine group set to Default in the pull
down.
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Policy

a‘-\dd Device to Policy Domain

Policy Domain: [ Building1 v ]

Access Control

¥/ |JAdd Device to Access Control Engine Group
=

Access Control Engine Group: [ Default w ]

Enable Authentication Using Port Template

Application Analytics

Add Application Telemetry to Home Engine Using Management IP

Leave the other parameters disabled, and select Save to save the changes.

XIQ-SE Workflow Configuration for VSP Onboarding

The following configurations must be performed on XIQ-SE to fully automate the
onboarding of the VSP edge switches:

1. Add the VSP to the NAC Engine group, using the correct RADIUS attributes
template.

2. Add the switch to the correct Policy Domain.
Configure the RADIUS server and EAPoL on the VSP edge switch.
4. Configure the VSP edge switch auto-sense parameters, such as:

W

a. Voice I-SID
b. Data I-SID
c. ISIS Hello authentication (Optional)
d. FA Message authentication (Optional)
5. Convert the VSP edge switch into a DVR Leaf.

As of release 22.3, XIQ-SE cannot natively support some of the functions outlined above.
Therefore, to fully automate the VSP edge onboarding process, the XIQ-SE workflow
named Onboard VSPis used. This workflow is available on GitHub and has already been
imported into XIQ-SE in a previous section.

Step 1is possible as of XIQ-SE 22.3 under Site Actions, and should always use either
the Extreme VOSS - Fabric Attach or Extreme VOSS - Per-User ACL RADIUS attribute
templates, depending on whether the switch is also being added to a Policy domain or
not. This however only works properly as of XIQ-SE 22.6. In prior versions the Onboard
VSP workflow was used.

Step 2 is possible for Policy Domain, under Site Actions, and this was also already
configured earlier. However if the policy framework is not in use, and there was a
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Deployment

XIQ-SE Workflow Configuration for VSP Onboarding

requirement to add the switch to an Access Control Location Group, then the Onboard
VSPis required.

Step 3 is automatically taken care of by XIQ-SE since the 22.3 release, in conjunction
with Action 1. This action is actually performed by the XIQ-SE Control Engine(s). Again,
this works properly as of XIQ-SE 22.6. However XIQ-SE will only create configure RADIUS
for eapol/on the switch. To activate other RADIUS uses (like c/iand wep) in addition to
eapol/the Onboard VSP workflow can be used.

The workflow must be configured for use. In XIQ-SE, select Tasks > Workflows. In the
Workflows tab, select the Onboard VSP workflow. Under the workflow details, view the
Inputs tab.

e arm
T T
gl = a aq ’ . | Gl B o R —
= - . El o
. @ .
- O~
+ ] <,i,>
© -.
o | @ o
® © .
@
e

Provide the following inputs:
- DVR Leaf: enable
+  Network Access Control (NAC): disable
+ NAC Engine Group name: <ignore if NAC is disabled>
RADIUS Attributes Template name: <ignore if NAC is disabled>
RADIUS Shared Secret: <ignore if NAC is disabled>
Location Group name: <ignore if NAC is disabled>
Auto-sense Voice I-SID: ${voicelsid}
Auto-sense Voice VLAN-id only if tagged: 195
Auto-sense Data I-SID: <leave empty, will be using NAC for the client>
Auto-sense ISIS Authentication key: <either leave empty, or set a key for ISIS auth>
Auto-sense FA Authentication key: <leave empty or set an FA auth key>

Auto-sense Wait Interval: <leave empty>

o A 45 second wait interval was required in VOSS versions prior to 8.7 to ensure
Cloud APs were placed in the correct VLAN

Additional CLI commands

° auto-sense eapol voice lldp-authlldp-auth is optional, add this command to
bypass NAC authentication for IP Phones
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o clock time-zone US Eastern

(29 Note

= NAC is not used for the IP phone. Instead, EAP Voice LLDP detection bypass is
used.

(%9 Note

|— ] The ${voicelsid} variable is case-sensitive.
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Paletie MWorkflows/Onboard V5P Details '

£

mes a a @O0 % o Very » acarsl © Varisbles:  Inpars

@
Start ftead Site inputs

v Metwaork Access Control - NAC:

©w
@ — <-|->—» Enatie NAC -m -
on VP
NAC Notes:
q:m\';nm Inputs below are required i NAC is enabled, Location Group mame 1 cpuionsl Ta canfigure » gren Engine. of
the NAC Engine G macy RADIUS seever on the swich, add "pei o of userDinal -4 for that

HAC Engine
Ergire urder 25 Device Annotaen

@0
p  Autosense
and CLI scrigt

i o«
— ke VSR
DVR Leal

NAC Engine Group name:

3

@€ OEE0OOE

Do

RADIUS Attributes Template name:

Extreme VOIS - Per-User ACL

RADIUS Shared Secret:

<

On switeh craate RADIUS server for:

®ie]

wapsl =
Location Group name:
Paletie MWorkflows/Onboard V5P Details '
Acthvnes a a % o Verity P Run oncrsi  Vawbles  inpus

@
St ————————————> Read Silo Inputs

¥

Auto-sense Voice VLAN-id only if tagged:

3
<‘__l>
T =
NAC Engng @
'
>
I
+

Auto-sense Data platform VLAN-id:

o000

o
Auto.sense
and CLI script

T-

1
Aute-sense WAP.Type 1SID:

Auto-sense WAP Type? platform VLAN id:

Auto-sense 515 Authentication key:

@ so
i

Auto-sense FA Ruthentication key:

4
i

Auto-sense Wait Interval:

o0®

Palette MWorkflows/Onboard VSP Detalls "

vt @ Q [0 % o Verty » R ereial  Varial inputs

Start ———————————————» Raad Site Inputs
|

Auto-sense FA Authentication key:

-
; - P
- @”Q‘E Erpe :l ——
&P :
|
P

Additional €L commands:

NAC Engine
F
L
Gateway 8 »  Autosense
and CLI script
@ Sanity and Debug Notes:
Sanity: enable i you do not trust this warkflow and wish to first see what it does. in sanity mode
& configuration changes are not actually made. Debug: enable If you need 1o renort 3 problem 1o the
<'|> —————————*  Mahe V5P seript author
DVR Leaf

Boundary

T
@—D End Sanity:
-

Events

Save the modified workflow and click OK.
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Workflow was saved successfully

Note that for the Voice I-SID, the absolute value is not provided but is referenced as a
variable in the format ${<variable-name>}. This is because these inputs are site-specific
and vary based on the site where the edge switches are onboarded.

In this guide, the VSP edge switches are onboarded into the Buildingl site, but a typical
customer deployment will have multiple sites as shown below with different voiceIsid

values for each site.

Site voiceIsid
Buildingl 2100195
Building2 2200195

In XIQ-SE, select Buildingl > Custom Variables, and add the voiceIsidvariable as
shown below. Click Update to save the changes.

Scope variable

:ooo Note
= The variable name is case-sensitive. Make sure to enter it correctly.

b Note
The variables must be created as Category = Site and from the local site (not

Global) and as Type = String. When completed, the variable settings should
look as shown below:

Select Save to save the variables.
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When you are done, the table refreshes to show both variables as well as a Global
version holding the same value that was configured. This is normal, so that XIQ-SE can
ensure that a fallback Global variable exists if a site-specific one was specified. Ignore
the Global version of the same variable (or set it to an empty value). In any case, the
Onboard VSP workflow only looks for the site-specific variable if it exists.

In a typical customer multi-site deployment, repeat the above steps for each site. The
steps for the Building2 site are shown below.

In XIQ-SE, select Building2 > Custom Variables.

The Global version of the defined variable for Buildingl is already visible. Add the
Building2 site-specific variable as shown below. Note that the variable name is already
proposed in the Name field.

Select Save to save the variables for Building2.

In XIQ-SE, select Buildingl > Actions. In the Custom Configuration section, add an
entry with the following parameters:

Vendor: Extreme

Family: Universal Platform Fabric Engine
Topology: Any

Task: Provisioning/Onboard VSP
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Select Save to commit changes.

This custom configuration entry links the Onboard VSP workflow to the Buildingl site
and the workflow executes when the onboarding switch is placed in the site.

Note

In earlier versions of XIQ-SE, the Family value for Universal Hardware switches
was Unified Switching V0SS but this has changed to Universal Platform
V0SS. If you are running a pre-8.6 version of VOSS, set the Family value to
Universal Platform VOSS. If you are running VOSS 8.6 or later (also known as
Fabric Engine) set the Family value to Universal Platform Fabric Engine.

Make sure the entry points to the correct workflow Onboard VSP as shown
below

Note
If you are using non-Universal Hardware VSP models, such as VSP4900 or
VSP7400, an additional entry will need to be created with the Family setto:

VSP Series and pointing to the workflow Onboard VSP.
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Universal Edge Switch OS Conversion
Using XIQ

Upload the Fabric Engine Image to XIQ-SE and Set the Reference
Image on page 43

Before the VSP fabric edge switch is onboarded, XIQ-SE needs to convert the OS of the
Universal Edge switch to Fabric Engine. (It is initially booted into Switch Engine when
powered up.)

Performing OS conversion via XIQ-SE and ZTP+ onboarding requires the switch to
restart after intial bootup. The boot sequence is as follows:

1. Initial boot as Switch engine

a. Switch onboards XIQ-SE via ZTP+
b. NOS conversion is performed by XIQ-SE via ZTP+ upgrade
2. Switch boots as Fabric Engine with the referenced version installed in XIQ-SE

a. Switch onboards to XIQ-SE via ZTP+

e Note

E If using 25G or 100G uplink ports to the existing Fabric core, the default
Forward Error Correction (FEC) settings are different between Switch Engine
and VSP/Fabric Engine. Therefore, before the Switch Engine switch can be
onboarded, the

Upload the Fabric Engine Image to XIQ-SE and Set the Reference

The Fabric Engine image must be uploaded to XIQ-SE twice; the first time using the
TFTP transfer mode, and the second time using the SFTP transfer mode.

To upload the Fabric Engine image to XIQ-SE in TFTP mode, select Network >
Firmware > Upload. For the File Transfer Mode, select TFTP, choose the image to
upload and click Upload. The image is uploaded to the /tftpboot/firmware/images

directory.

To upload the Fabric Engine image using SFTP, repeat the previous step, but select
SFTP as the File Transfer Mode. The image is uploaded to the /root/firmware/images

directory.

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation 43



Upload the Fabric Engine Image to XIQ-SE and Set the

Reference Image Universal Edge Switch OS Conversion Using XIQ

=1 Uipload Frmaare i Sers
Zmipepera —age L = wpw CF
- -
- L TN O IR E &
L L ¥ o i ROt Mo o R, grevts: Ham S5,
, il B i kg PP -
epes - . - B o
- ssa
sk - o
oo Bk Dessicah
e Fase ramaa B 1 B
& -
w Cremi wroen
W [esag # y .
E WAL B i 1
Do+ b e
- -
My e | L i 24 v,
T

| S i
===

The Fabric Engine image in the /root/firmware/images/ folder must be made the
reference image. Right click on the image and set it as a reference image.

Firmaare

q
Feferenced  image Name Image Pach mage Size
' 11924 MB
¢ i 11980 M8
Tirmage
OS2 images]
riversal Platform Fabric Engine (2 images)
Fabric Engine 3520 (2 mages)
The referenced icon turns blue.
Referenced Image Name Image Filename Image Path Date/Time Image Size
! 5520.8.10.0.0.voss 5520.8.10.0.0.voss frfipboot/firmware/images/ 6/7/2023 12:50:30 ... 119.84 MB

5520810004058 552081000 S 2505 11884

ZTP+ uses SFTP to upgrade Fabric Engine firmware and XIQ-SE uses SCP to upgrade
Fabric Engine firmware. In both cases, the default SCP and SFTP credentials must be
changed.

Select Administration > Options > Inventory Manager > File Transfer > SCP Server
Properties.
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Upload the Fabric Engine Image to XIQ-SE and Set the
Reference Image

& Network

M Warms & Events

& control
Oprions T

| Analytics *  ExtremeNetworks.com Updates
» FlexView

= Wireless
¥ Impact Analysis

* Inventory Manager

» Dashboard

damstadon] » DataStworage

FTP Server Properties

|slsl Reports

ETa;

-

¥ SCP Server Properties
¥ SFTP Server Properties

»  TFTP Server Properties

»  Firmware Refresh Semings

Q Inventory Manager » File Transfer > SCP Server Properties

Login Information

¥ Anonymous

Firmware Directory Path {must contain root path): Iroouffirmeare/images/

Root Directory Pach:

' Use the ExremeCloud 1Q - Site Engine’s IP

Server Port:

Iroot/

2 %

Disable Anonymous and specify the username and password for the SCP/SFTP server.

You must set the username to root and then set a password. Here we set it to

password. Click Save.

Q
Options 1
»  ExtremeNetworks.com Updates a
P FlexView

b Impact Analysis
*  Inventory Manager
» Dashboard
¥ Data Storage
~  File Transfer
»  FTP Server Properties
b SFTP Server Properties
»  TFIP Server Properties

¥ Firmware Refresh Settings

Click on the SFTP Server Properties folder, and repeat the previous steps. Click Save.

Q
Options T
¥ ExtremeNetworks.com Updates -
P FlexView

¥ Impact Analysis
* Inventory Manager
»  Dashboard
¥ Dara Storage
¥ File Transfer
¥ FTP Server Properties
»  SCP Server Properties
» TFIP Server Properties

¥ Firmware Refresh Sewings

Options

Inventory Manager > File Transfer » SCP Server Properties

Login Information

D&.nanymous

Password: password

Firmware Directory Path (must contain root path):
Root Directory Path:

[ Use the ExtremeCloud IQ - Site Engine’s IP

Server Port:

Oprions Device Types Backup.

[ Defaulr Value: true |
[ Defauk Value: anonymous ]

[ Defaulk Value; & ]

froot/firmware/images/

froot/

Inventory Manager > File Transfer > SFTP Server Properties

Login Information

E]Jw onymous

Username:

Password: password ®

Firmware Directory Path (must contain root path):
Root Directory Path:

o Usethe ExtremeCloud IQ - Site Engine's IP

Server Port

[ Defaul: Value: true |
[ Defaul Value: anonymous |

[ Default Value: #+++ |

froot/firmware/images/

froot/

i

22

VSP Edge Deployment Guide with ExtremeCloud IQ - Site Engine/NAC Automation

45



Upload the Fabric Engine Image to XIQ-SE and Set the
Reference Image

Universal Edge Switch OS Conversion Using XIQ

To Enable the ZTP+ OS conversion in XIQ-SE
Device Defaults'

2
‘.A.Iarrns!.Ewnls - 3
S oJlia

ﬂ Control
Name

AR e - & World

F wireless » ¢ Building! Configuration/Upgrade

|l Reports » & Building2

. Configuration Updates: | Always
= &l Topology Definitions

= Tasks
@ Fabric Connect

@ Administration

& Service Definitions

= Connect

. Select Network > Devices > World > ZTP+

ZTP+ Device Defauls

- Firmware Upgrades: Alvays

Set Firmware Upgrades to Always and set NOS Persona Change to To Fabric Engine..

Click Save.

s Note
E Both settings only work if configured under the world site.

XIQ-SE/ZTP+ is now configured to perform the OS conversion to Fabric Engine.
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Switch Installation and Power Up on page 47

Observe Progress Using the VSP Edge Console on page 47

Monitor XIQ-SE Onboarding Workflow Execution on page 50

Migrate VSP Edge to Dedicated Switch Management CLIP on page 52

Switch Installation and Power Up

In previous topics, XIQ-SE was provisioned for the automated onboarding of the Fabric
Engine edge switches. To initiate the onnboarding process, install each of the edge
switches, apply power, and connect at least one edge switch to an existing Fabric
Connect core. As mentioned previously, each edge switch is in a 7factory ship state
without an existing configuration file and boots into Switch Engine. When the switch is
booted, the ZTP+ process starts and the edge switch connects to XIQ-SE where the OS
conversion to Fabric Engine starts.

The final stages of the VSP/Fabric Engine edge deployment are zero-touch, and there
is no need for the technician to connect to the switch console port or pre-stage the
switches.

Observe Progress Using the VSP Edge Console

As the edge switches boot into VOSS/Fabric Engine, if possible, connect to the switches'
serial consoles and observe the log messages as the switches go through the various
phases of Zero-Touch-Fabric and ZTP+. Most VSP/Fabric Engine edge deployments do
not have direct console access to the switches. Here we show what the console output
looks like.

In addition, monitor the XIQ-SE Discovery tab and set the Auto-Refresh rate to 30
seconds. This provides a view of the ZTP+ progress from both XIQ-SE and the switch.
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The boot up sequence of the Fabric Engine switch is based on two possible
deployment scenarios.

Scenario 1: ISIS Hello Authentication disabled on the VSP/Fabric Engine core NNI links:

1. ISIS adjacency forms with neighboring core switches.
2. A nickname is dynamically assigned by Nickname servers on the core switches.
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W

8.

°.

Switch obtains a DHCP IP address on onboarding |-SID 15999999.

DHCP provides default gateway, DNS servers, and domain name.

The switch performs a DNS lookup for extremecontrol.<domain-name>and
discovers the XIQ-SE IP address.

The switch connects to XIQ-SE and appears in the Discovered tab.

If XIQ-SE can allocate the switch to a site, then the site ZTP+ config is pushed; else
the switch remains in the Discovered tab until an administrator manually configures
or adds the switch to a site.

When the switch is allocated to an XIQ-SE Site, the Site's actions are performed; and
the Onboard VSP workflow is executed.

The Onboard VSP workflow applies NAC, Auto-sense, and DVR-Leaf configuration.

Scenario 2: ISIS Hello Authentication enabled on the VSP/Fabric Engine cores NNI links:

1.

W

10.

.

ISIS adjacency does not form with neighboring core switches because there is no
ISIS authentication key on the booting edge switches.

The onboarding switch issues a DHCP request on the onboarding VLAN 4048 on the
core switches.

The switch obtains an IP address, default gateway, and DNS domain name.

The switch performs a DNS lookup for extremecontrol.<domain-name>and
discovers the XIQ-SE IP address

The switch connects to XIQ-SE and appears in the Discovered tab.

If XIQ-SE can allocate the switch to a site, then the site ZTP+ config is pushed; else
the switch remains in the Discovered tab until an administrator manually configures
or adds the switch to a site.

When the switch is allocated to an XIQ-SE Site, the Site's Actions are performed, and
the Onboard VSP workflow is executed.

The Onboard VSP workflow applies the final NAC config, Auto-sense config, and
DVR-Leaf config. In addition, the VSP edge switch is configured with the Auto-sense
ISIS authentication key.

ISIS adjacency can now form with neighboring VSP core switches.

A nickname is dynamically assigned by Nickname servers on the VSP core switches.
There is a brief period of time where the onboarding switch is unreachable while its
connectivity into the onboarding [-SID 15999999 transitions from a UNI connection
to a fabric NNI connection.

When the onboarding process completes, the VSP edge switches are placed into the
correct site (Buildingl) and topology map.
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If you were to observe the edge switch console, you would see a number of SSH
connections coming into the newly onboarded switch. Some of these are XIQ-SE
performing the site actions, such as adding XIQ-SE as Trap and Syslog receiver on the
switch, and some are the Onboard VSP workflow performing the switch configuration.

Monitor XIQ-SE Onboarding Workflow Execution

To monitor workflow execution, go to XIQ-SE Tasks, Workflow Dashboard tab. Click the
Active pie chart, and double click any Onboarding VSPworkflow that is running.

SUMMAary
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¢

If no active workflows are running, set the drop-down to Historical and locate the most
recently run of the Onboarding VSP workflow. Double click on the workflow to view the

execution details.

© .
. ®
© .
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Note that the last activity of the Onboarding VSP workflow converts the VSP switch to a
DVR Leaf and reboots the switch one last time.

When the VSP edge switches finish booting, the onboard process is complete and the
final configuration is saved to the switch flash memory. The switches are now deployed
as VSP edge switches

Navigate to the XIQ-SE Control tab and verify that the VSP edge switches have been
added to Extreme Control.

T wireless

|shil Reports

= Tasks
& Administration Network Resources + [

= Connect [30'\"(‘.‘5"90!I Groups 30~

SSH into the VSP edge switches and use the CLI command show dvr and verify that
the DVR Role is shown as Leaf.
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Migrate VSP Edge to Dedicated Switch Management CLIP

The VSP edge switches are onboarded using their DHCP-assigned |P addresses, which
are converted to static addresses by ZTP+. However, these management |IP addresses
are configured on the onboarding VLAN/I-SID (4048/15999999). It is a best-practice to
move the switch management IP address from the default onboarding VLAN/I-SID to
a CLIP management IP address. The XIQ-SE script Move to CLIP Mgmt (available on
GitHub) is used to configure a CLIP management address.

To run the script, select both VSP edge switches, right-click, and select Tasks >
Provisioning > Move to CLIP Mgmt IP.

Devices

© Add Device... B ExporttoCSV =
Status Name | Site IP Address Poll Status Poll Details Device Type Family Firmware
5520-12MW-36W-VOSS | /World/Building1 10,9.192.101 Available: 1... Up: 2 Dow... 5520-12MW-36W-V...  Unified Swi... 8.4.00
5520-24W-VOSS 1192.103 Available: 1...  Up: 1 Dow... Unified Swi..  8.4.00
vsP-core1 More Views g SEERES Available: 1..  Up: 92 Do.. VSP Series 8.4.00
VSP-core2 Configure. 1193.132 Available: 1... Up: 92 Do.. VSP-4450GSX-PWR+ VSP Series 8.4.0.0

3

@ Compass Search

2 Rediscover

A Clear Alarms...

L upgrade Firmware...
@ Add to Device Group...

More Actions »

Network ¥ s_  cuCommands.. PP |Mo

Policy b =  Onboard V5P

In the script input window, provide the CLIP IP address for each VSP-edge switch. Use
the following CLIP addresses.

VSP-edgel10.9.193.133
VSP-edge2 10.9.193.134

Leave the associated VRF as GlobalRouter (this is the only VRF supported for mgmt
CLIP on a DVR Leaf), and set the drop-down to delete the preexisting mgmt VLAN IP.
Configure the new Mgmt CLIP IP for each VSP edge switch. Enter only the IP address
and not the mask. Finally, because the script will remove and rediscover the switches
back into XIQ-SE, set the deisred System Name of the switches as shown below.
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Migrate VSP Edge to Dedicated Switch Management
CLIP

Run Script: Move o CLIP Mgmt 1P
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senipt airthor: -
Click Next, then click Run.
Run Soript: Move 1o CLIP Mgmit 1P i
4 Resuis
| 2
| Script Information
|
Task informanion: B MNow Soript Taghi hlaema: wia,
Soripk Mame: hicve o OUP Mg 1P Tiracut (Tect &5
Overall Status
COMPLETEL
Davices
\
Mama P Address 50t TimeTotal FBun Tima
¥, S3T0- 1IN BEN-0ES PO TRL A0 Br2ADOIT 1:4N 20 PMRARE ) i
#, BI0-TAW-NTISS PO TR 03 BrI&FI0TN L:AN:20 PRI el s
Rezults
S =
mo p sddress 10,0052, 18
» enit
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+ pave conflg
Deleved 19 "H0. 9. 0192.001° fros "3 detabese

Added Aew devles TP RO.9.195.003° o 0 Slve ' SWerldMulldisgl® with sdein profile "Fabrle Edge”

e n fe

The script creates the new mgmt CLIP, deletes the existing mgmt VLAN IP, deletes the
switch from XIQ-SE, and re-adds it using the new CLIP IP and System Name.

When the script has completed, expand the Results window by clicking the i button.
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Migrate VSP Edge to Dedicated Switch Management
CLIP

Run Soripe: Mowve to CLIP Mgmit IP - X
SCript Resu ]
-
he followlng condigurat sy seccersfully porformed ca c
> candlg vers
mget clip vrf GlobalRouter
p sddress 10,9 ] 5
ehatile
e
baar sonfly Tlags witpd
s gopy “L0.9. 390, 3:root Move_to CLIP Mgt IP.10 9 192 101° /irtflasch/.seript.prg -y
PR PR 3 S i
=% pmap-terver mame VEP-pdgal
» router isls
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| ne lp addre & 1 e
enlt
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> SBVE Conflg
Deleted EP "H0.%.193.180" from O3 datebase
ddged new device TP 198,890, 000° to M0 Slte “lhocidiBedldbngl” =i%h sdein grofile "Fabrilc Tdge’

Repeat these steps for the other VSP edge switch.
Confirm that all four VSPs have their correct management IP.

Click Refresh if necessary.

Lk Note

E Running the Move to CLIP Mgmt /P script also executes the Onboard
VSPworkflow one more time. During the worlflow execution, the new
management CLIP IP address is added to XIQ-SE Control.

Verify the workflow execution for the new switch IPs under Tasks > Workflow
Dashboard.
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Migrate VSP Edge to Dedicated Switch Management
CLIP

T Unsuccesshul
0 0
v jersion #Devices  Stted By End Date/Tome #an
Wiokfiows/Onboaed V52
otSght Sarver Gro.  MorkRowsOnbosrd V5P

In XIQ-SE Control, verify that all switches have been added with the correct IP
addresses as shown below.

G )2

Configuration + Engine Group - Default

Group Editor 0
9 Asd | © Retes
-

Brimary Sacondary
» Engine Groups P Address. | Nicknarme Status System Name ¥ y

£ = PobcyVLAN Policy Domain
Engne Engine
> Defau & 10.8.195.135 Vif-edgel Contact wstedgel Extreme VOS5 - Per-User ACL  Budding]
¥ NAC/0.9.2006 100195134 VSP-edgel Contact Est..  VSP-adgel 10.9.203.6 Extrame VOSS - Per-User ACL Buiiding!

Verify that VSP Edge switches have been added to the Buildingl Policy domain.
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&5 Network
& Marms & Events -
B OpenManage Dompints 3 Globa = - 3 =
& control 1
|+ Anatytics
Roles/Services +
Devi
F wircless -
Class of Service +
VLANS + Stat.. Name Family Device Type Firmware
Network Resources + L] VSP-edge! Universal Platform Fabric Engine  5520-12MW-36W-FabricEngine  8.6.1.0
®  vsPedge2 Universal Platform Fabric Engine  5520-24W-FabricEngine 8.6.1.0
[Devn(esJPort Groups 3- ]
Devices
by 1P -
v @ 1P (2 devices)
- @ 10.9.193.x (2 devices) 4
® vsP-edge!

® vsp.edge2

= . o S
Al E
LMo Configuration + Engine Group - Default

E Control
T Group Editor & Switches 4-Systen Access Control Engine Guest and 0T Manager
Q Add. < Refresh
F Wireless Engines o-
[sisl Reports v Engine Groups 1P Address T Mickname Status System Name Primary Engine
= Tasks ~ Default 10.9.193.131 V5P-corel Centact Established VSP-corel 10.9.203.6
& Administration ¥ NAC/10.9.202.6 10.9.193.132 VSP-core2 Contact Established VSP-core2 10.9.203.6
¥ All Engines 1 1 v 1. VSP. 1 o:
= Connect L4 10.9.193.133 V5P-edge! Contact Established VSP-edge! 0.9.203.6
10.9.193.134 VsP.adge2 Contact Established VsP-edge2 10.9.203.6
1
© selection...
0 2
T
Then click Enforce All.
ccess Control Engine Enforce - R
Engine IP Address Status Result Details
&[] NAC 10.9.2036 Audit Completed Pass
[CJ Force Reconfiguration for All Switches [] Force Reconfiguration for Captive Portal
Audit Preview Enforce Close

When the enforce has completed, close the window.
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Verify All End Devices Are Operational

Inspect the VSP Fabric on page 58

Inspect the Auto-Sense Ports on the VSP Edge Switches on page 60
Verify the WLAN AP |s Operational on page 62

Verify the IP Phone Is Operational on page 64

Verify Client PC Authentication on page 65

Confirm that the fabric network is deployed and the end devices are operational. In this
example, an IP Phone and a PC are connected to port 1/6 on VSP-edgel and an Extreme
AP is connected to port 1/6 on VSP-edge2. Auto-sense is enabled on both ports (it is

enabled on all ports.)

Data I-51D 2100196 - 10.9.196.0/24

- 5 .—.F
109203.0/24 . <.$. 110 123 <$. 16 ’DE\
Q FH Jvse-corel vsp-edgel | T L)
T
o )

[
| Tz val vz
S + 11 124 <-t-> 06 ) B
* 8 m— L-]
HH ) vsP-core2 VSP-edge2| T ) ]
DHCPEDNS:

109.255130
109.255131

Inspect the VSP Fabric

i
°
i

The Fabric Edge is now deployed.

Go to the topology map and arrange the icons.
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Verify All End Devices Are Operational Inspect the VSP Fabric

Devices hives
Sites "] = 5 oewes
Name File w ew
- < world .
v € Building1 B  edit 4
Building1 1 = ] - ®
&5  Properties -
» € Building2 Vo torel Verazel
- @ Export Map as SVG 10.3.183.131 0.5.1933133
* & Topology Definitions 8
&l Fabric Connect o
&l service Definitions M ® s
VSP-carel VSP-edge2
10.9.193.132 10.9.193.134

To view the fabric connect links. Select View > Show Fabric Connect and click the
checkbox. The fabric connect links are displayed in purple as shown below.

Building1

File = View =

. Show Markers
¥  Show Map Overview

v Show Walls and Drawings

Show Interswitch Connections
& Show Fabric Connect " with labels

without labels

-'3‘ c’e-
0.9.1p3.13
o .
VEP-core2 ViP-ecgel
10.9.193.132 10.9.193.12

The fabric is up, and the fabric services are listed in the Network Details tab and can
be highlighted on the map as show below. The Data I-SID is highlighted and notice
the same I-SID is shown separately for CVLAN-UNI and Switched-UNI. The VSP cores
have CVLAN UNIs and IP routing enabled for the L2VSNs and the edge switches use
Switched UNIs on the access auto-sense ports.
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Inspect the Auto-Sense Ports on the VSP Edge
Switches Verify All End Devices Are Operational

To verify that DVR is operational, SSH to one of the VSPs and run the CLI command

show dvr members

coral: 1#% show dvr mesbars

The VSP cores are shown as DVR Controllers and the VSP Edge switches as DVR Leaf
nodes.

Inspect the Auto-Sense Ports on the VSP Edge Switches

Connect using SSH to both VSP edge switches. Run the CLI coommand

show interfaces gigabitEthernet auto-sense
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Inspect the Auto-Sense Ports on the VSP Edge
Verify All End Devices Are Operational Switches

Note that VSP-edgel is in the auto-sense Voice state on port 1/6 where the Telephone is
connected, and ports 1/21-1/23 are in the auto-sense NNI-ISIS-UP state. Ports 1/21-1/23 are
the fabric interconnects that are automatically configured.

Similarly, VSP-edge2 port 1/6 is in the auto-sense FA state where the Extreme Access
Point is connected, and fabric NNI links 1/21-1/22,1/24 are in the auto-sense NNI-ISIS-UP
state.

Check that SLPP-Guard is enabled on all auto-sense ports using the command
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Verify the WLAN AP Is Operational Verify All End Devices Are Operational

show slpp-guard

:1#% show slpp-guard

Verify the WLAN AP Is Operational

Connect to XIQ-C (formerly Extreme Campus Controller) and go to Monitor, Devices,
Access Points. Make sure the AP is online and green and it should have an IP address
on the AP-Mgmt I-SID 2X00194 in subnet 10.9.194.0/24.

| Momaae |

| 0 i
On VSP-edge2, inspect the |-SIDs configured on AP port 1/6 with the CLI commmand

show interface gigabitEthernet i-sid 1/6
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Verify All End Devices Are Operational Verify the WLAN AP |s Operational

wie Note

E There are two bindings on the port where the AP is connected. The first
binding is created by RADIUS authentication when the AP is first onboarded
and corresponds to the AP-Mgmt |-SID. Confirm this by inspecting the MAC
authentications on the switch by running the CLI commmand show eapol

sessions neap.

Note that there is a MAC address authenticated on port 1/6 and the AP-Mgmt I-SID is
assigned to the port using RADIUS.

Go to the XIQ-SE Control > End Systems tab. Scroll to the right to see the Authorization
attributes.

Inspect the port's EAPoL config by running the CLI command

show eapol port 1/6

Note that Dynamic MHSA is true. Port 1/6 is now open for all MACs behind the AP.

The second binding on the 1/6 port is discovered using Fabric Attach and is the Data
[-SID binding for which the AP received the config from XCC.
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Verify the IP Phone Is Operational Verify All End Devices Are Operational

Confirm by inspecting the Fabric Attach assignments on the switch with the CLI
command

show fa assignment

As shown, the Data I-SID and VLAN are now configured on port 1/6.

The AP is fully operational and is ready to service wireless clients in Buildingl.

Verify the IP Phone Is Operational

On VSP-edgel, view the I-SIDs that are configured on the phone port 1/6 using the CLI
command

show interface gigabitEthernet i-sid 1/6

Note that there are three bindings on the phone port. The first binding is the Voice
[-SID 2100195, which is assigned by auto-sense when the telephone is detected via
LLDP siganling (Note the “A" flag in the “Origin” column). This is a tagged binding
because it shows VLAN-id 195 in the C-VID column.

Show the LLDP neighbor details on the same port using the CLI command

show 1ldp neighbor port 1/6
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Verify All End Devices Are Operational Verify Client PC Authentication

port 176

LLDF Heighbor

MINET

Note the neighbor system capabilities: B = Bridge and T = Telephone. Also note the IP
address the phone obtained and in the Voice |-SID subnet. Ping the phone's IP address
from Corel

View the Network Access Control (NAC) sessions on port 1/6. If LLDP bypass
authentication is used for the phone, then the NON-EAP AUTH type shows as 11dp. If
LLDP bypass is not used, then the NON-EAP AUTH type shows as radius.

VSP-edgel:1#% show eapol sessions neap

Enable

% show eapol sessions neap

NON-EAP
AL

0:2100196

Verify Client PC Authentication

Verify the client PC obtained an IP address on Data I-SID 2100196 and IP subnet
10.9.196.0/24. As shown below, the PC has obtained an IP address on the Data subnet.
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Verify Client PC Authentication Verify All End Devices Are Operational

The first binding is the phone and is covered in the next section. The second binding is
untagged and is the PC that was RADIUS authenticated by Extreme Control. The third
binding is the default Onboarding I-SID which is assigned to every auto-sense port.

Confirm both the first and second bindings by inspecting the MAC authentications on
the switch, using the CLI commmand

show eapol sessions neap

The first MAC is the phone. It is authenticated via LLDP. The second MAC is the client
PC, and it is authenticated via RADIUS. Notice that the RADIUS attribute has a null
VLAN-id which results in an untagged binding for the Data I-SID on the port.

Go to the XIQ-SE Control > End Systems tab.
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Verify All End Devices Are Operational Verify Client PC Authentication

Davice
- DecoType 12 Addrass ros Hama Usar Nama Authentication Type  Reasen srofie peiicy
Famiy
Wondowet Windows B 109.156.100 CESKTORASEND, MAC (PAZ)
10084101 A 50 Eabe AL (PAR)
Wireleshs.  Extreme 0.0.884.100 Edgeivas AL (PAP)

In XIQ-SE Control, only the client PC is shown. To see the RADIUS attributes sent to the
switch, right click on the entry and select Show Details.

52 Network

Access Contro End-Systems
‘ Alarms & Events a
& Add To Group... A Force Reauthentication & Tools = [ o Live = T All End-System Events
| & control
MAC OUI Device _
LastSeen | MAC Address Vi Earni Device Type IP Address Host Name
7 Analytics ‘endor amily
- 5/19/2022 4:42:27 ... 00:50:56:80:5D:CA Windrws Windows 8... 10.9.196.100 DESKTOP-4PBNP...
= Wireless
5/19/2022 4:41:29 ... BC:F3:10:05:DC:40 10.9.194.101 AH-05dcd0.Fabric...
shl Reports p ) ow Details
5/19/2022 4:40:32 ... DC:B8:08:C2:80:79 ixtrerne Wi...  10.9.184.100 Edge-WAP
2= 1asks i Edit Custom Information...

& | Lock MAC

' Administration

4 Force Reauthentication
= Connect
& Force ReAuth and Scan

Select the End Systems tab.

52 Network

=
End-Systern Details: DESKTOP-4PBNPO3. FabricEdge.NH.CTC.Local

A Alarms & Events

& control

|+ Analytics

End-System Details
F Wireless P

em 00:50:56:80:50:CA, 10.0.196.100, DESKTOP-4PENPY3.FabricEdge NH.CTC. Local
|shl Reports .
Last seen 05/19/2022 04:38:03 AM, First seen 05/18/2022 07:33:03 PM
formation: Windows (Windows 8/ 8.1/ 10/ 11/ 2012)

B Tasks

' Administration

= Connect

10.9.193.1331/6
ne Default 10.9.203.6

05/19/2022 04:38:03 AM  State Accept

Enterprise User MAC to P Resolution Failed

Unable to resolve IP address using SNMP, NetBIOS, or DHCP
Allow NAC Profile
Rule: “Enterprise User”

Filter-lg='Enterprise User
Extreme-Dynamic-ACL="CLIENT Enterprise_User
Extreme-Dynamic-ACL="acl inPort name Enterprise_User'
Extreme-Dynamic-ACL="acl set default-action permit
FANLAN-ISID="0: 21001 96

In Authentication Sessions, note the outbound RADIUS attributes which include a
permit alldynamic ACL and the VLAN:ISID for the PC. (VLAN 0 denotes untagged
access.)
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