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accurate at the time of printing, Extreme Networks, Inc. assumes no liability for any errors. Extreme 
Networks, Inc. reserves the right to make changes and corrections to the information in this document 
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documentation, to the extent made by End User. 

Link disclaimer 
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accuracy of any information, statement or content provided on these sites and does not necessarily 
endorse the products, services, or information described or offered within them. Extreme Networks does 
not guarantee that these links will work all the time and has no control over the availability of the linked 
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Warranty 
Extreme Networks provides a limited warranty on Extreme Networks hardware and software. Refer to 
your sales agreement to establish the terms of the limited warranty. In addition, Extreme Networks’ 
standard warranty language, as well as information regarding support for this product while under 
warranty is available to Extreme Networks customers and other parties through the Extreme Networks 
Support website: http://www.extremenetworks.com/support under the link ““Policies” or such successor 
site as designated by Extreme Networks. Please note that if You acquired the product(s) from an 
authorized Extreme Networks Channel Partner outside of the United States and Canada, the warranty is 
provided to You by said Extreme Networks Channel Partner and not by Extreme Networks. 

“Hosted Service” means an Extreme Networks hosted service subscription that You acquire from either 
Extreme Networks or an authorized Extreme Networks Channel Partner (as applicable) and which is 
described further in Hosted SAS or other service description documentation regarding the applicable 
hosted service. If You purchase a Hosted Service subscription, the foregoing limited warranty may not 
apply but You may be entitled to support services in connection with the Hosted Service as described 
further in your service description documents for the applicable Hosted Service. Contact Extreme 
Networks or Extreme Networks Channel Partner (as applicable) for more information. 

Hosted Service 
THE FOLLOWING APPLIES ONLY IF YOU PURCHASE AN EXTREME NETWORKS HOSTED 
SERVICE SUBSCRIPTION FROM EXTREME NETWORKS OR AN EXTREME NETWORKS CHANNEL 

http://www.extremenetworks.com/support


©2020 Extreme Networks, Inc. All rights reserved November 2020 3 

 

 

 
PARTNER (AS APPLICABLE), THE TERMS OF USE FOR HOSTED SERVICES ARE AVAILABLE ON 
THE EXTREME NETWORKS WEBSITE, https://extremeportal.force.com OR SUCH SUCCESSOR SITE 
AS DESIGNATED BY EXTREME NETWORKS, AND ARE APPLICABLE TO ANYONE WHO 
ACCESSES OR USES THE HOSTED SERVICE. BY ACCESSING OR USING THE HOSTED SERVICE, 
OR AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF YOURSELF AND THE ENTITY FOR 
WHOM YOU ARE DOING SO (HEREINAFTER REFERRED TO INTERCHANGEABLY AS “YOU” AND 
“END USER”), AGREE TO THE TERMS OF USE. IF YOU ARE ACCEPTING THE TERMS OF USE ON 
BEHALF A COMPANY OR OTHER LEGAL ENTITY, YOU REPRESENT THAT YOU HAVE THE 
AUTHORITY TO BIND SUCH ENTITY TO THESE TERMS OF USE. IF YOU DO NOT HAVE SUCH 
AUTHORITY, OR IF YOU DO NOT WISH TO ACCEPT THESE TERMS OF USE, YOU MUST NOT 
ACCESS OR USE THE HOSTED SERVICE OR AUTHORIZE ANYONE TO ACCESS OR USE THE 
HOSTED SERVICE. 

Licenses 
THE SOFTWARE LICENSE TERMS AVAILABLE ON THE EXTREME NETWORKS WEBSITE, 
https://extremeportal.force.com OR SUCH SUCCESSOR SITE AS DESIGNATED BY EXTREME 
NETWORKS, ARE APPLICABLE TO ANYONE WHO DOWNLOADS, USES AND/OR INSTALLS 
EXTREME NETWORKS SOFTWARE, PURCHASED FROM EXTREME NETWORKS, INC., ANY 
EXTREME NETWORKS AFFILIATE, OR AN EXTREME NETWORKS CHANNEL PARTNER (AS 
APPLICABLE) UNDER A COMMERCIAL AGREEMENT WITH EXTREME NETWORKS OR AN 
EXTREME NETWORKS CHANNEL PARTNER. UNLESS OTHERWISE AGREED TO BY EXTREME 
NETWORKS IN WRITING, EXTREME NETWORKS DOES NOT EXTEND THIS LICENSE IF THE 
SOFTWARE WAS OBTAINED FROM ANYONE OTHER THAN EXTREME NETWORKS, AN EXTREME 
NETWORKS AFFILIATE OR AN EXTREME NETWORKS CHANNEL PARTNER; EXTREME 
NETWORKS RESERVES THE RIGHT TO TAKE LEGAL ACTION AGAINST YOU AND ANYONE ELSE 
USING OR SELLING THE SOFTWARE WITHOUT A LICENSE. BY INSTALLING, DOWNLOADING OR 
USING THE SOFTWARE, OR AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF YOURSELF 
AND THE ENTITY FOR WHOM YOU ARE INSTALLING, DOWNLOADING OR USING THE SOFTWARE 
(HEREINAFTER REFERRED TO INTERCHANGEABLY AS “YOU” AND “END USER”), AGREE TO 
THESE TERMS AND CONDITIONS AND CREATE A BINDING CONTRACT BETWEEN YOU AND 
EXTREME NETWORKS, INC. OR THE APPLICABLE EXTREME NETWORKS AFFILIATE (“EXTREME 
NETWORKS”). 

Extreme Networks grants You a license within the scope of the license types described below. Where the 
order documentation does not expressly identify a license type, the applicable license will be a 
Designated System License as set forth below in the Designated System(s) License (DS) section as 
applicable. The applicable number of licenses and units of capacity for which the license is granted will be 
one (1), unless a different number of licenses or units of capacity is specified in the documentation or 
other materials available to You. “Software” means computer programs in object code, provided by 
Extreme Networks or an Extreme Networks Channel Partner, whether as stand-alone products, pre- 
installed on hardware products, and any upgrades, updates, patches, bug fixes, or modified versions 
thereto. “Designated Processor” means a single stand-alone computing device. “Server” means a set of 
Designated Processors that hosts (physically or virtually) a software application to be accessed by 
multiple users. “Instance” means a single copy of the Software executing at a particular time: (i) on one 
physical machine; or (ii) on one deployed software virtual machine (“VM”) or similar deployment. 

License type(s) 
Designated System(s) License (DS). End User may install and use each copy or an Instance of the 
Software only: 1) on a number of Designated Processors up to the number indicated in the order; or 2) up 
to the number of Instances of the Software as indicated in the order, Documentation, or as authorized by 
Extreme Networks in writing. Extreme Networks may require the Designated Processor(s) to be identified 
in the order by type, serial number, feature key, Instance, location or other specific designation, or to be 
provided by End User to Extreme Networks through electronic means established by Extreme Networks 
specifically for this purpose. 
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Copyright 
Except where expressly stated otherwise, no use should be made of materials on this site, the 
Documentation, Software, Hosted Service, or hardware provided by Extreme Networks. All content on this 
site, the documentation, Hosted Service, and the product provided by Extreme Networks including the 
selection, arrangement and design of the content is owned either by Extreme Networks or its licensors 
and is protected by copyright and other intellectual property laws including the sui generis rights relating 
to the protection of databases. You may not modify, copy, reproduce, republish, upload, post, transmit or 
distribute in any way any content, in whole or in part, including any code and software unless expressly 
authorized by Extreme Networks. Unauthorized reproduction, transmission, dissemination, storage, and 
or use without the express written consent of Extreme Networks can be a criminal, as well as a civil 
offense under the applicable law. 

Virtualization 
The following applies if the product is deployed on a virtual machine. Each product has its own ordering 
code and license types. Note, unless otherwise stated, that each Instance of a product must be 
separately licensed and ordered. For example, if the end user customer or Extreme Networks Channel 
Partner would like to install two Instances of the same type of products, then two products of that type 
must be ordered. 

Third Party Components 
“Third Party Components” mean certain software programs or portions thereof included in the Software or 
Hosted Service may contain software (including open source software) distributed under third party 
agreements (“Third Party Components”), which contain terms regarding the rights to use certain portions 
of the Software (“Third Party Terms”). As required, information regarding distributed Linux OS source 
code (for those products that have distributed Linux OS source code) and identifying the copyright 
holders of the Third Party Components and the Third Party Terms that apply is available in the products, 
Documentation or on Extreme Networks’ website 
at:http://www.extremenetworks.com/support/policies/softwarelicensing or such successor site as 
designated by Extreme Networks. The open source software license terms provided as Third Party Terms 
are consistent with the license rights granted in these Software License Terms, and may contain 
additional rights benefiting You, such as modification and distribution of the open source software. The 
Third Party Terms shall take precedence over these Software License Terms, solely with respect to the 
applicable Third Party Components to the extent that these Software License Terms impose greater 
restrictions on You than the applicable Third Party Terms. 

The following applies only if the H.264 (AVC) codec is distributed with the product. THIS PRODUCT IS 
LICENSED UNDER THE AVC PATENT PORTFOLIO LICENSE FOR THE PERSONAL USE OF A 
CONSUMER OR OTHER USES IN WHICH IT DOES NOT RECEIVE REMUNERATION TO (i) ENCODE 
VIDEO IN COMPLIANCE WITH THE AVC STANDARD (“AVC VIDEO”) AND/OR (ii) DECODE AVC 
VIDEO THAT WAS ENCODED BY A CONSUMER ENGAGED IN A PERSONAL ACTIVITY AND/OR 
WAS OBTAINED FROM A VIDEO PROVIDER LICENSED TO PROVIDE AVC VIDEO. NO LICENSE IS 
GRANTED OR SHALL BE IMPLIED FOR ANY OTHER USE. ADDITIONAL INFORMATION MAY BE 
OBTAINED FROM MPEG LA, L.L.C. SEE HTTP://WWW.MPEGLA.COM. 

Service Provider 
THE FOLLOWING APPLIES TO EXTREME NETWORKS CHANNEL PARTNER’S HOSTING OF 
EXTREME NETWORKS PRODUCTS OR SERVICES. THE PRODUCT OR HOSTED SERVICE MAY 
USE THIRD PARTY COMPONENTS SUBJECT TO THIRD PARTY TERMS AND REQUIRE A SERVICE 
PROVIDER TO BE INDEPENDENTLY LICENSED DIRECTLY FROM THE THIRD PARTY SUPPLIER. 
AN EXTREME NETWORKS CHANNEL PARTNER’S HOSTING OF EXTREME NETWORKS 
PRODUCTS MUST BE AUTHORIZED IN WRITING BY EXTREME NETWORKS AND IF THOSE 
HOSTED PRODUCTS USE OR EMBED CERTAIN THIRD PARTY SOFTWARE, INCLUDING BUT NOT 
LIMITED TO MICROSOFT SOFTWARE OR CODECS, THE EXTREME NETWORKS CHANNEL 
PARTNER IS REQUIRED TO INDEPENDENTLY OBTAIN ANY APPLICABLE LICENSE AGREEMENTS, 

http://www.extremenetworks.com/support/policies/softwarelicensing
http://www.mpegla.com/
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AT   THE   EXTREME   NETWORKS   CHANNEL   PARTNER’S   EXPENSE,   DIRECTLY   FROM  THE 
APPLICABLE THIRD PARTY SUPPLIER. WITH RESPECT TO CODECS, IF THE EXTREME 
NETWORKS CHANNEL PARTNER IS HOSTING ANY PRODUCTS THAT USE OR EMBED THE G.729 
CODEC, H.264 CODEC, OR H.265 CODEC, THE EXTREME NETWORKS CHANNEL PARTNER 
ACKNOWLEDGES AND AGREES THE EXTREME NETWORKS CHANNEL PARTNER IS 
RESPONSIBLE FOR ANY AND ALL RELATED FEES AND/OR ROYALTIES. THE G.729 CODEC IS 
LICENSED BY SIPRO LAB TELECOM INC. SEE WWW.SIPRO.COM/CONTACT.HTML. THE H.264 
(AVC) CODEC IS LICENSED UNDER THE AVC PATENT PORTFOLIO LICENSE FOR THE PERSONAL 
USE OF A CONSUMER OR OTHER USES IN WHICH IT DOES NOT RECEIVE REMUNERATION TO: 
(I) ENCODE VIDEO IN COMPLIANCE WITH THE AVC STANDARD (“AVC VIDEO”) AND/OR (II) 
DECODE AVC VIDEO THAT WAS ENCODED BY A CONSUMER ENGAGED IN A PERSONAL 
ACTIVITY AND/OR WAS OBTAINED FROM A VIDEO PROVIDER LICENSED TO PROVIDE AVC 
VIDEO. NO LICENSE IS GRANTED OR SHALL BE IMPLIED FOR ANY OTHER USE. ADDITIONAL 
INFORMATION FOR H.264 (AVC) AND H.265 (HEVC) CODECS MAY BE OBTAINED FROM MPEG LA, 
L.L.C. SEE HTTP:// WWW.MPEGLA.COM. 

Compliance with Laws 
You acknowledge and agree that it is Your responsibility for complying with any applicable laws and 
regulations, including, but not limited to laws and regulations related to call recording, data privacy, 
intellectual property, trade secret, fraud, and music performance rights, in the country or territory where 
the Extreme Networks product is used. 

Preventing Toll Fraud 
“Toll Fraud” is the unauthorized use of your telecommunications system by an unauthorized party (for 
example, a person who is not a corporate employee, agent, subcontractor, or is not working on your 
company's behalf). Be aware that there can be a risk of Toll Fraud associated with your system and that, 
if Toll Fraud occurs, it can result in substantial additional charges for your telecommunications services. 

Security Vulnerabilities 
Information about Extreme Networks’ security support policies can be found in the Global Technical 
Assistance Center Knowledgebase at https://gtacknowledge.extremenetworks.com/. 

Downloading Documentation 
For the most current versions of Documentation, see the Extreme Networks Support website: http:// 
documentation.extremenetworks.com, or such successor site as designated by Extreme Networks. 

Contact Extreme Networks Support 
See the Extreme Networks Support website:http:// www.extremenetworks.com/support for product or 
Hosted Service notices and articles, or to report a problem with your Extreme Networks product or Hosted 
Service. For a list of support telephone numbers and contact addresses, go to the Extreme Networks 
Support website:http://www.extremenetworks.com/support/contact/ (or such successor site as designated 
by Extreme Networks), scroll to the bottom of the page, and select Contact Extreme Networks Support. 

Contact Avaya Support 
See the Avaya Support website: https://support.avaya.com for product or Hosted Service notices and 
articles, or to report a problem with your Avaya product or Hosted Service. For a list of support telephone 
numbers and contact addresses, go to the Avaya Support website: https://support.avaya.com (or such 
successor site as designated by Avaya), scroll to the bottom of the page, and select Contact Avaya 
Support. 

Trademarks 
The trademarks, logos and service marks (“Marks”) displayed in this site, the Documentation, Hosted 
Service(s), and product(s) provided by Extreme Networks are the registered or unregistered Marks of 
Extreme Networks, Inc., its affiliates, its licensors, its suppliers, or other third parties. Users are not 

http://www.sipro.com/CONTACT.HTML
http://www.mpegla.com/
https://gtacknowledge.extremenetworks.com/
http://www.extremenetworks.com/support
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permitted to use such Marks without prior written consent from Extreme Networks or such third party 
which may own the Mark. Nothing contained in this site, the Documentation, Hosted Service(s) and 
product(s) should be construed as granting, by implication, estoppel, or otherwise, any license or right in 
and to the Marks without the express written permission of Extreme Networks or the applicable third 
party. Extreme Networks is a registered trademark of Extreme Networks, Inc. 

All non-Extreme Networks trademarks are the property of their respective owners. Linux® is the 
registered trademark of Linus Torvalds in the U.S. and other countries. For additional information on 
Extreme Networks trademarks, please see: http://www.extremenetworks.com/company/legal/ 

 

 
Abstract 
The document provides an overview on how to configure Extreme Ethernet Switches to support Microsoft’s 
Network Load Balancing (NLB) server clustering technology. 

http://www.extremenetworks.com/company/legal/
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Conventions 
This section describes the text, image, and command conventions used in this document. 

 
Symbols 

 
 

Tip – Highlights a configuration or technical tip. 

 
 

Note – Highlights important information to the reader. 

 Warning – Highlights important information about an action that may result in equipment 
damage, configuration or data loss. 

Text 
 

Bold text indicates emphasis. 

Italic text in a Courier New font indicates text the user must enter or select in a menu item, button or 
command: 

ERS5520-48T# show running-config 

Output examples from Extreme devices are displayed in a Lucida Console font: 
ERS5520-48T# show sys-info 

 
 

Operation Mode: Switch 

MAC Address: 00-12-83-93-B0-00 

PoE Module FW: 6370.4 

Reset Count: 83 

Last Reset Type: Management Factory Reset 

Power Status: Primary Power 

Autotopology: Enabled 

Pluggable Port 45: None 

Pluggable Port 46: None 

Pluggable Port 47: None 

Pluggable Port 48: None 

Base Unit Selection: Non-base unit using rear-panel switch 

sysDescr: Ethernet Routing Switch 5520-48T-PWR 

HW:02 FW:6.0.0.10 SW:v6.2.0.009 

Mfg Date:12042004 HW Dev:H/W rev.02 
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1. Overview 
Network Load Balancing is a clustering technology available with Microsoft Windows 2000 / Windows 
2003 Server family of operating systems. Network Load Balancing uses a distributed algorithm to load 
balance TCP/IP network traffic across a number of hosts, enhancing the scalability and availability of 
mission critical, IP based services, such as Web, VPN, Streaming Media, Firewalls, etc. Network Load 
Balancing also provides high availability by detecting host failures and automatically redistributing traffic 
to remaining operational hosts. 

 
Figure 1-1 – Network Load Balancing Cluster 

With Network Load Balancing, each host runs separate copies of the desired server applications, such as 
Web Server, FTP Server, or ISA Firewall. Network Load Balancing distributes incoming client requests to 
the hosts in the cluster group. The load weight to be handled by each host can be configured by the 
administrator and hosts can be dynamically added or removed from the cluster as necessary. In addition, 
Network Load Balancing can direct all traffic to a designated single host, called the default host. 

 
Figure 1-2 – Example Network Load Balancing Cluster 
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1.1 Architecture 
Network Load Balancing uses fully distributed software architecture and an identical copy of the Network 
Load Balancing driver runs in parallel on each cluster host. The drivers arrange for all cluster hosts on a 
single subnet to concurrently detect incoming network traffic for the cluster's virtual IP address. On each 
cluster host, the driver acts as a filter between the network adapter's driver and the TCP/IP stack, 
allowing a portion of the incoming network traffic to be received by the host. By this means incoming 
client requests are partitioned and load-balanced among the Network Load Balancing cluster hosts. 

Network Load Balancing runs as a network driver logically situated beneath higher-level application 
protocols, such as HTTP and FTP. Figure 1.1 shows the implementation of Network Load Balancing as 
an intermediate driver in the Windows 2000/2003 network stack. 

 
Figure 1.1 – Network Load Balancing Stack 

The Network Load Balancing architecture maximizes throughput by using the broadcast domain to deliver 
incoming network traffic to all cluster hosts and by eliminating the need to route incoming packets to 
individual cluster hosts. Since filtering unwanted packets is faster than routing packets. As network and 
server speeds grow, its throughput also grows proportionally, thus eliminating any dependency on a 
particular hardware routing implementation. 

Network Load Balancing architecture takes advantage of Ethernet switching architecture to 
simultaneously deliver incoming network traffic to all cluster hosts. However, this approach may increase 
the burden on switches by occupying additional port bandwidth. This is usually not a concern in most 
intended applications, such as Web services and streaming media, since the percentage of incoming 
traffic is a small fraction of total network traffic. However, if the client-side network connections to the 
switch are significantly faster than the server-side connections, incoming traffic can occupy a prohibitively 
large portion of the server-side port bandwidth. The same problem arises if multiple clusters are hosted 
on the same switch and measures are not taken to setup virtual LANs for individual clusters. 
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1.2 Operation 
Microsoft Network Load Balancing can be deployed in unicast (default), multicast and IGMP-multicast 
modes. These modes are configured on the MSNLB server cluster. The following sections highlight the 
three options for MSNLB configuration. 

1.2.1 Unicast 
Unicast mode is the default option for Network Load Balancing. With unicast mode, Network Load 
Balancing replaces the network adapter’s real MAC address with a cluster virtual MAC address. All 
Network Load Balancing cluster host adapters share a common virtual MAC address and Virtual IP 
address and all frames forwarded to the cluster are received by all hosts in the cluster. 

 
Figure 1.2.1-1 – Unicast Virtual MAC Assignment 

Sharing a common MAC address amongst multiple hosts’ works fine in shared media such as repeaters 
(hubs) but can cause issues in Ethernet switched environments. 

An Ethernet switch forwards frames to hosts based on MAC addresses. An Ethernet switch does this by 
learning the MAC addresses of hosts connected to each of its ports. The Ethernet switch builds a 
forwarding database which provides a logical mapping of a MAC address to the port it was learned on. A 
switch expects that a MAC address is unique, only connected to one port, and therefore will not associate 
a MAC address with multiple ports of the switch. 

As described above, unicast mode creates a cluster virtual MAC address that is common to all cluster 
hosts and an Ethernet switch would learn the clusters virtual MAC address on multiple ports. Since the 
switch only associates a MAC address to a single port and not many ports, Network Load Balancing will 
not function correctly. 

Network Load Balancing solves this problem by masking the cluster virtual MAC address. When unicast 
mode is enabled, Network Load Balancing binds a bogus MAC address on each hosts adapter which 
starts with 02 and contains the host ID in the second octet. The bogus MAC address will appear in the 
Ethernet frame header and will be learned by the Ethernet switch rather than the clusters virtual MAC 
address. This ensures that the Ethernet switch will not learn the clusters virtual MAC addresses across 
multiple ports and will instead learn the unique MAC addresses for each cluster host. 

 
Figure 1.2.1-2 – Unicast Bogus MAC Assignment 
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If each network adapters MAC address is unique, how are frames delivered to all members of the cluster? 

Microsoft Network Load Balancing solves this problem with IP. A client will learn the clusters MAC 
address using Address Resolution Protocol (ARP). When a client sends an ARP request for the MAC 
address of the clusters virtual IP address, the ARP response will contain cluster MAC virtual address and 
not the bogus MAC addresses.  

Frames from the client will then be forwarded to the clusters virtual IP address with a destination MAC 
address set to the cluster MAC address. On receipt of the frames, the Ethernet switch will perform a 
lookup and will not have a forwarding entry for the clusters virtual MAC address. The switch will then flood 
the frames to all active ports in the broadcast domain so that all hosts in the cluster will receive the 
frames. 

 
Figure 1.2.1-3 – Unicast Traffic Flow 

 Note – Please refer to the Microsoft support bulletins 898867 and 193602 in reference to NLB 
Unicast operation. 

Assuming the above switch is an ERS 5520 with NLB VLAN 1300, we can view the MAC address table 
by using the command shown below. Notice the NLB cluster virtual MAC address is never learned by the 
layer 2 switch. Hence, when the client forwards traffic to NLB cluster, the packet will be flooded as the 
NLB cluster virtual MAC is unknown to the switch. 

5650TD-PWR# show mac-address-table vid 1300 

Mac Address Table Aging Time: 300 

Number of addresses: 4 

 

   MAC Address    Vid  Source         MAC Address    Vid  Source 

----------------- ---- -------     ----------------- ---- ------- 

00-0f-1f-b3-0b-24 1300 Port:2      02-01-C0-A8-6E-32 1300 Port:5 

02-02-C0-A8-6E-32 1300 Port:23 

 

 

http://support.avaya.com/
http://support.microsoft.com/kb/898867/en-us
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1.2.2 Multicast / IGMP Multicast 
Multicast and IGMP-multicast modes are optional modes for Network Load Balancing. With multicast 
mode, a multicast virtual MAC address with the prefix 03-bf is bound to all cluster hosts but the network 
adapter's real MAC address is retained. The multicast MAC address is used for client-to-cluster traffic and 
the adapter’s real MAC address is used for network traffic specific to the host computer. 

MACs starting with odd numbers are multicast. 

 
Figure 1.2.2-1 – Multicast MAC Assignment 

With IGMP-multicast mode, a multicast virtual MAC address with the prefix 01-00 is bound to all cluster 
hosts and the network adapter's real MAC address is retained. The multicast MAC address is used for 
client-to-cluster traffic and the adapter’s real MAC address is used for network traffic specific to the host 
computer. 

 
Figure 1.2.2-2 – IGMP Multicast MAC Assignment 

Both multicast and IGMP-multicast modes operate by all cluster hosts receiving the frames from the 
clients. With multicast mode all traffic forwarded to the clusters virtual IP address is flooded to all ports in 
the broadcast domain which ensures that all hosts in the cluster will receive the frames. 

 
Figure 1.2.2-3 – Multicast Traffic Flow 
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IGMP-multicast mode implements IGMP and all hosts in the cluster forward IGMPv1 group membership 
reports. IGMP allows the Ethernet switches to prune the multicast traffic and limit the flooding to only the 
ports that connect to the cluster hosts. When IGMP-multicast mode is enabled, traffic is pruned.  

Multicast traffic uses a multicast address for both L2 & L3 layers in the packet.  NLB traffic is different 
than normal multicast traffic in that it uses a unicast address for L3 but uses a multicast address on L2. 

This presents challenges to newer generation L2 switches performing IGMP Snooping. IGMP Snooping 
works by analyzing IGMP messages from attached hosts and then programming the switch Forwarding 
Information Base (FIB) in such a way that Multicast packets are only forwarded to the ports where 
multicast receivers are located instead of flooding to all ports in the VLAN. Older generation L2 switches 
would program the FIB with the L2 Multicast MAC address and the corresponding ports where to flood 
matching packets. Newer generation switches (which are L3 capable in hardware) will program the FIB 
with the L3 Multicast IP address and corresponding ports where to flood matching packets. The use of L3 
IP Multicast address in the FIB provides a superior implementation of IGMP Snooping with IP Multicast 
for a number of reasons: (a) it eliminates the inaccuracy of mapping a L3 IP Multicast address to a L2 
Multicast MAC address (up to 32 IP Multicast addresses map to the same L2 Multicast address) and (b) 
provides for much greater scaling in terms of IGMP Snooping Group entries on L3 capable hardware 
chipsets than would be possible using a L2 FIB. 

However, because NLB traffic in Multicast IGMP mode only contains a multicast address at L2, any 
switch that performs IGMP Snooping with a L3 FIB will not be able to recognize the traffic and prune it 
accordingly. Instead the switch will flood across the VLAN ports, which renders the NLB IGMP mode less 
useful on the edge L2 switch as it will thus behave in the same way as the regular Multicast NLB mode 
without IGMP support. 

 
 

Please check the type of L2 switch that is being used in the environment and confirm what layer 
the IGMP Snooping is performed on.  If the switch performs IGMP Snooping on L3, traffic will 
not be pruned and NLB IGMP-multicast mode will not bring any additional benefit over NLB 
multicast mode. 

 

Some switches allow the user through software configuration to choose whether IGMP Snooping 
performs at L2 or L3.  

For Extreme switches the L2 or L3 programming of IGMP Snooping is not configurable and depends on 
switch model and/or software version as shown below: 

IGMP pruning on L2 multicast address: 

470 (all releases) 
5510 (all releases) 
55xx (releases 5.x) 
45xx (releases before 5.6) 

IGMP pruning on L3 IP multicast address: 

2500 (4.4 and later) 
3500 
55xx (6.0 and later) 
56xx 
45xx (5.6 and later) 
4800 
VSP7K 
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Frames from clients are forwarded to the clusters virtual IP address with a destination MAC address set 
to the clusters virtual multicast MAC address. Depending on the multicast mode, the frames are ether 
flooded to all ports in the broadcast domain or forwarded to only the ports that the cluster hosts are 
connected to. 

 
Figure 1.2.2-4 – IGMP-Multicast Traffic Flow 

1.3 Load Balancing Algorithm 
Network Load Balancing employs a fully distributed filtering algorithm to map incoming clients to the 
cluster hosts. The distributed algorithm enables cluster hosts to make load-balancing decisions 
independently and quickly for each incoming packet. The distributed algorithm is optimized to statistically 
load balance traffic for large client populations and is less effective when the client population is small or 
the client connections produce widely varying loads on the server. 

Network Load Balancing balances incoming client requests by directing a selected percentage of new 
requests to each cluster host. The algorithm does not respond to changes in the load on each cluster 
host (such as the CPU load or memory usage). However, the mapping is modified when the cluster 
membership changes, and load percentages are renormalized accordingly. 

When inspecting an arriving packet, all cluster hosts simultaneously perform a statistical mapping to 
quickly determine which host should handle the packet. The mapping uses a randomization function that 
calculates a host priority based on the client's IP address, port, and other state information. The 
corresponding host forwards the packet up the network stack to TCP/IP, and the other cluster hosts 
discard it. The mapping does not vary unless the membership of cluster hosts changes, ensuring that a 
given client's IP address and port will always map to the same cluster host. The particular cluster host to 
which the client's IP address and port map cannot be predetermined since the randomization function 
takes into account the current and past cluster's membership to minimize re-mappings. 
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1.4 Convergence 
Network Load Balancing hosts periodically exchange multicast or broadcast heartbeat messages within 
the cluster. This allows the hosts to monitor the status of the cluster. When the state of the cluster 
changes (such as when hosts fail, leave, or join the cluster), Network Load Balancing invokes a process 
known as convergence, in which the hosts exchange heartbeat messages to determine a new, consistent 
state of the cluster and to elect the host with the highest host priority as the new default host.  

During convergence, the hosts continue to handle incoming network traffic as usual, except that traffic for 
a failed host does not receive service. Client requests to surviving hosts are unaffected. Convergence 
terminates when all cluster hosts report a consistent view of the cluster membership for several heartbeat 
periods. If a host attempts to join the cluster with inconsistent port rules or an overlapping host priority, 
completion of convergence is inhibited. This prevents an improperly configured host from handling cluster 
traffic. 

At the completion of convergence, client traffic for a failed host is redistributed to the remaining hosts. If a 
host is added to the cluster, convergence allows this host to receive its share of load-balanced traffic. 
Expansion of the cluster does not affect ongoing cluster operations and is achieved in a manner 
transparent to both Internet clients and to server programs. However, it may affect client existing sessions 
because clients may be remapped to different cluster hosts between connections. 

In unicast, multicast and IGMP-multicast modes, each cluster host generates heartbeat messages. Each 
heartbeat message occupies one Ethernet frame and is tagged with the cluster's primary IP address so 
that multiple clusters can reside on the same subnet. Network Load Balancing's heartbeat messages are 
assigned an ether type-value of hexadecimal 886F and by default are forwarded every second. During 
convergence, the exchange period is reduced by half in order to expedite the convergence process.  

Network Load Balancing assumes that a host is functioning properly within the cluster as long as it 
participates in the normal heartbeat exchange among the cluster hosts. If other hosts do not receive a 
heartbeat message from any member for several periods of message exchange, they initiate 
convergence. The number of missed heartbeat messages is set to five by default. 

1.5 MAC Address Formats 
Microsoft Network Load Balancing can be implemented in unicast, multicast or IGMP-multicast modes 
and the MAC address formats used by the cluster hosts will depend on the cluster mode. The following 
section describes the IEEE formatting of Ethernet MAC addresses as well as the MAC address formats 
for each Network Load Balancing mode. 

In Ethernet there are four types of MAC addresses defined by IEEE: 

MAC Address Type MAC Address Range 

Globally Unique x0-xx-xx-xx-xx-xx 

x4-xx-xx-xx-xx-xx 

x8-xx-xx-xx-xx-xx 

xC-xx-xx-xx-xx-xx 

Locally Administered x2-xx-xx-xx-xx-xx 

x6-xx-xx-xx-xx-xx 

xA-xx-xx-xx-xx-xx 

xE-xx-xx-xx-xx-xx 
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MAC Address Type MAC Address Range 

Multicast x1-xx-xx-xx-xx-xx 

x3-xx-xx-xx-xx-xx 

x5-xx-xx-xx-xx-xx 

x7-xx-xx-xx-xx-xx 

x9-xx-xx-xx-xx-xx 

xB-xx-xx-xx-xx-xx 

xD-xx-xx-xx-xx-xx 

xF-xx-xx-xx-xx-xx (exception broadcast address) 

Broadcast FF-FF-FF-FF-FF-FF 

Table 1.5 – MAC Address Formats 

1.5.1 Globally Unique 
Globally unique addresses are allocated by the IEEE in blocks containing 2^24 (16,777,216) addresses 
and start with even numbers. In each allocation, the first 3 octets are fixed and the last three octets are 
variable (e.g. 00-00-00 through FF-FF-FF). The fixed portion of the allocation is known formally as the 
Organizationally Unique Identifier (OUI) and is used informally as the Vendor ID. 

1.5.2 Locally Administered 
Locally administered addresses are MAC addresses which have the second least significant bit of the first 
octet is set to '1' (for example, 'xxxxxx1x'. Locally administered addresses enable administrators to assign 
MAC addresses using their own scheme. 

1.5.3 Multicast 
Multicast addresses have the least significant bit of the first octet set to '1' and start with an odd number. 
Ethernet multicast addressing is used by protocols which require efficient communication among groups 
of hosts. 
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1.5.4 Network Load Balancing Unicast 
When NLB is deployed in unicast mode, the globally unique MAC address on each cluster hosts network 
adaptor is replaced with a locally administered MAC address assigned by Microsoft. The locally 
administered MAC address starts with a 02:xx prefix and the second octet will contain the host-id of the 
host in the cluster. 

The clusters virtual MAC address is also a locally administered MAC address and starts with a 02:bf 
prefix. 

 
Figure 1.5.4 – Unicast MAC Format 

1.5.5 Network Load Balancing Multicast / IGMP Multicast 
When Microsoft Network Load Balancing is deployed in multicast or IGMP-multicast modes, the globally 
unique MAC address on the hosts network adaptor is retained. 

The clusters virtual MAC address is multicast MAC address assigned by Microsoft and will start with a 
03:bf prefix for multicast mode or 01:00 prefix for IGMP-multicast mode. All the hosts in cluster will be 
configured with the same multicast virtual MAC address. 

 
Figure 1.5.5 – Multicast / IGMP Multicast MAC Format 
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1.6 Implementation Models 
Microsoft’s Network Load Balancing can be deployed using one of four models. This section provides a 
brief overview of the supported models and provides advantages and disadvantages of each. 

1.6.1 Single Network Adaptor in Unicast Mode 
The single network adapter unicast model is suitable for a cluster in which ordinary network 
communication among cluster hosts is not required and there is limited dedicated traffic from outside the 
cluster subnet to specific cluster hosts. 

 
Figure 1.6.1 – Single Adaptor Unicast Mode 

Advantages Disadvantages 

One network adapter per cluster host is required. Network communication between cluster hosts is not 
possible. 

Minimum configuration is required. All traffic from clients to cluster hosts will be flooded 
throughout the broadcast domain. 

Works with all routers and L2 switches. Not supported by all L3 switches. 
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1.6.2 Single Network Adaptor in Multicast / IGMP Multicast 
Mode 

The single network adapter multicast / IGMP-multicast model is suitable for a cluster in which ordinary 
network communication among cluster hosts is necessary or desirable, but in which there is limited 
dedicated traffic from outside the cluster subnet to specific cluster hosts. 

 
Figure 1.6.2 – Single Adaptor Multicast / IGMP Multicast Mode 

Advantages Disadvantages 

One network adapter per cluster host is required. Some Routers or Routing Switches may not support the 
ability to map a unicast IP address with a multicast MAC 
address. 

Network communication between cluster hosts is 
permitted. 

Some Routers or Routing Switches may not be able to 
dynamically learn the clusters virtual MAC address. 

Flood suppression is available with IGMP-multicast 
mode. 
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1.6.3 Multiple Network Adaptors in Unicast Mode 
The multiple network adapter unicast model is suitable for a cluster in which ordinary network 
communication among cluster hosts is necessary or desirable. It is also appropriate when you want to 
separate the traffic used to manage the cluster from the traffic occurring between the cluster and client 
computers. 

 
Figure 1.6.3 – Multiple Adapters Unicast Mode 

Advantages Disadvantages 

Network communication between cluster hosts is 
permitted. 

This model requires a second network adapter. 

This model works with all routers and L2 switches. All traffic from clients to cluster hosts will be flooded to 
the broadcast domain. 

 Not supported by all L3 switches. 
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1.6.4 Multiple Network Adapters in Multicast / IGMP 
Multicast Mode 

The multiple network adapter multicast model is suitable for a cluster in which ordinary network 
communication among cluster hosts is necessary and in which there is heavy dedicated traffic from 
outside the cluster subnet to specific cluster hosts. 

 
Figure 1.6.4 – Multiple Adaptors Multicast / IGMP Multicast Mode 

 

Advantages Disadvantages 

Network communication between cluster hosts is 
permitted. 

This model requires a second network adapter. 

Cluster performance may be enhanced. Some Routers or Routing Switches may not support the 
ability to map a unicast IP address with a multicast MAC 
address. 

 Some Routers or Routing Switches may not be able to 
dynamically learn the clusters virtual MAC address. 

 Note – There are no restrictions on the number of network adapters that can be bound to 
network load balancing on a host computer. Each host may have a different number of 
adapters, but you can never have more than one adapter on a host be part of the same cluster. 

 Warning – Network Load Balancing does not support a mixed unicast/multicast environment 
within a single cluster. Within each cluster, all network adapters in that cluster must be either 
multicast or unicast; otherwise, the cluster will not function properly. 
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2. Supported Topologies and Releases 
The following section outlines the tested and supported Network Load Balancing topologies on Extreme 
Ethernet switching platforms. This section provides information on specific releases of software that may 
be required as well as any features that may need to be enabled on Extreme Ethernet switching platforms 
to support Microsoft Network Load Balancing clusters. 

This section assumes that the reader has configuring experience with parameters such as VLANs, IP 
interfaces, MLT, SMLT and RSMLT. Step-by-step configuration examples on how to configure these 
parameters is out of the scope of this document. For assistance with configuring these parameters please 
refer to the product documentation, technical configuration guides and technical solution guides available 
on Extreme’s technical support Web site. 

An example of how to create a Microsoft Network Load Balancing cluster for unicast, multicast or IGMP-
multicast mode is provided for convenience to the reader in Section 3. 

2.1 Single Layer 2 Switch 
The following topology is supported on all Extreme Ethernet switching platforms. Using this topology, a 
customer can deploy Network Load Balancing clusters in unicast, multicast and IGMP-multicast modes. 
It’s important to note that with this topology no IP routing is enabled on the Ethernet switching platform. 

 
Figure 2.1 – Single Layer 2 Switch 
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2.1.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Model Unicast Mode Multicast Mode IGMP-Multicast Mode 

VSP 9000 Yes Yes Yes 

ERS 8600 / 8800 Yes Yes Yes 

ERS 8300 Yes Yes Yes 

ERS 5000 Yes Yes Yes 

ERS 4000 Yes Yes Yes 

ERS 3500 Yes Yes Yes 

ERS 2500 Yes Yes Yes 

Table 2.1.1 – Single L2 Switch Supported Platforms 

2.1.2 Configuration Example 
To support this topology the following configuration steps need to be performed on the Ethernet switching 
platforms: 

Mandatory Configuration Steps 

No mandatory configuration steps need to be performed. By default Extreme Ethernet switching platforms 
will flood Network Load Balancing cluster traffic with no additional configuration being required. 

 

Optional Configuration Steps 

If Network Load Balancing clusters are deployed using IGMP-multicast mode, administrators may 
optionally enable IGMP snooping and proxy to eliminate the flooding of cluster traffic to non-cluster hosts. 
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2.1.2.1 ERS 2500 / 3500 / 4000 / 5000 Configuration Steps 
The following CLI commands create VLAN 1300 with option to enable / disable IGMP snooping and IGMP 
proxy for NLB IGMP-Multicast: 

1 Create VLAN 1300: 

4550T-PWR(config)# vlan configcontrol automatic 

4550T-PWR(config)# vlan create 1300 name NLB type port 1 

4550T-PWR(config)# vlan members add 1300 1-24 

2 Enable IGMP Snooping and Proxy (If using NLB Multicast): 

4550T-PWR(config)# vlan igmp 1300 snooping enable 

4550T-PWR(config)# vlan igmp 1300 proxy enable 

2.1.2.2 ERS 2500 / 3500 / 4000 / 5000 Verification Steps 

1 Display the IGMP configuration for VLAN 1300: 

4550T-PWR# show vlan igmp 1300 

Snooping:  Enabled 

Proxy:  Enabled 

Robust Value:  2 

Query Time:  125 seconds 

IGMPv1 Static Router Ports: NONE 

IGMPv2 Static Router Ports: NONE 

Querier Port: NONE 

Multicast Router Expiration: 0 seconds 

2 Display multicast group membership for VLAN 1300. In this example the cluster hosts are 
connected to ports 1/23 & 1/24: 

4550T-PWR# show vlan multicast membership 1300 

Number of groups: 1 

Multicast Group Address Port 

----------------------- ---- 

239.255.1.50          23 

239.255.1.50          24 

 

 

 

 

 

 



©2020 Extreme Networks, Inc. All rights reserved November 2020 28 

 

 

2.2 Centralized Layer 3 Stackable Switch 
The following topology is supported when an Ethernet Routing Switch 5000 or 4000 is used to route 
between server and client VLANs. The Network Load Balancing cluster hosts must be connected to a 
Layer 2 subtended Ethernet Switch. The clients may be connected directly to the Core switch or to a 
Layer 2 subtended Ethernet Switch. The subtended Ethernet switch can use a single uplink port or a 
multi-port MLT/DMLT trunk. This topology supports Network Load Balancing clusters in unicast, multicast 
and IGMP-multicast modes. 

 
Figure 2.2 – Centralized Routing Switch 

2.2.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Model Unicast Mode Multicast Mode IGMP-Multicast Mode 

ERS 5000 Yes Yes Yes 

ERS 4000 Yes Yes Yes 

ERS 3500 Yes Yes Yes 

ERS 2500 Yes Yes Yes 

Table 2.2.1 – Centralized L3 Stackable Switch Supported Platforms 
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2.2.2 Configuration Example 
To support this topology the following configuration steps need to be performed on the Ethernet switching 
platforms: 

Mandatory Configuration Steps 

No mandatory configuration steps need to be performed. By default Extreme Ethernet switching platforms 
will flood Network Load Balancing cluster traffic with no additional configuration being required. 

Optional Configuration Steps 

If Network Load Balancing clusters are deployed using multicast or IGMP-multicast modes, administrators 
must create a static ARP entry on the core mapping the multicast MAC address to the server VLAN and 
server switch uplink port. 

2.2.2.1 ERS 5000 Core Configuration Steps 
The following CLI commands creates VLANs 1300 and 1301, enables IP routing and optionally creates a 
static ARP entry to support multicast and IGMP-multicast NLB modes:  

1 Create VLAN 1300 and 1301 and add port members: 

5530-24TFD(config)# vlan configcontrol automatic 

5530-24TFD(config)# vlan create 1300 name NLB type port 1 

5530-24TFD(config)# vlan create 1301 name Client type port 1 

5530-24TFD(config)# vlan members add 1300 1 

5530-24TFD(config)# vlan members add 1301 2 

2 Add IP addresses to each VLAN and enable IP routing: 

5530-24TFD(config)# ip routing 

5530-24TFD(config)# interface vlan 1300 

5530-24TFD(config-if)# ip address 192.168.50.1 255.255.255.0 

5530-24TFD(config-if)# exit 

5530-24TFD(config)# interface vlan 1301 

5530-24TFD(config-if)# ip address 192.168.51.1 255.255.255.0 

5530-24TFD(config-if)# exit 

3 Create a static ARP entry on the ERS 5530 if the NLB is running in multicast or IGMP-multicast 
modes: 

5530-24TFD(config)# ip arp 192.168.50.150 01:00:5e:7f:32:96 1/1 vid 1300 
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2.2.2.2 ERS 5000 Core Verification Steps 

1 The following CLI command displays the arp entry for 192.168.1.50: 

ERS5530-24TFD(config)# show ip arp 192.168.50.150 

=============================================================================== 

                                        IP ARP 

=============================================================================== 

IP Address      Age (min) MAC Address       VLAN-Unit/Port/Trunk Flags 

 

------------------------------------------------------------------------------- 

192.168.50.150  0         01:00:5e:7f:32:96 VLAN#1300-1          S 

Total ARP entries : 1 

------------------------------------------------------------------------------- 

Flags Legend: 

S=Static, D=Dynamic, L=Local, B=Broadcast 

2.2.2.3 ERS 2500 / 3500 / 4000 Edge Configuration Steps 
The following CLI commands create VLAN 1300 with option to enable / disable IGMP snooping and IGMP 
proxy for NLB IGMP-Multicast: 

1 Create VLAN 1300: 

4550T-PWR(config)# vlan configcontrol automatic 

4550T-PWR(config)# vlan create 1300 name NLB type port 1 

4550T-PWR(config)# vlan members add 1300 1-24 

2 Enable IGMP Snooping and Proxy (If using NLB Multicast): 

4550T-PWR(config)# vlan igmp 1300 snooping enable 

4550T-PWR(config)# vlan igmp 1300 proxy enable 

2.2.2.4 ERS 2500 / 3500 / 4000 Edge Verification Steps 

1 Display the IGMP configuration for VLAN 1300: 

4550T-PWR# show vlan igmp 1300 

Snooping:  Enabled 

Proxy:  Enabled 

Robust Value:  2 

Query Time:  125 seconds 

IGMPv1 Static Router Ports: NONE 

IGMPv2 Static Router Ports: NONE 

Querier Port: NONE 
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2 Display multicast group membership for VLAN 1300. In this example the cluster hosts are 
connected to ports 1/23 & 1/24: 

4550T-PWR# show vlan multicast membership 1300 

Number of groups: 1 

Multicast Group Address Port 

----------------------- ---- 

239.255.1.50          23 

239.255.1.50          24 
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2.3 Single Layer 3 Modular Switch 
The following topology is supported when a Virtual Services Platform 9000, Ethernet Routing 
Switch 8600/8800 or 8300 is used to route between server and client VLANs when both 
Network Load Balancing cluster hosts and clients are directly connected to the Extreme switch 
IP routing is enabled. This topology supports Network Load Balancing clusters in unicast, 
multicast and IGMP-multicast modes. 

 
Figure 2.3 – Single Ethernet Routing Switch 

2.3.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Model Unicast Mode Multicast Mode IGMP-Multicast Mode 

VSP 9000 Yes Yes Yes 

ERS 8600 / 8800 Yes Yes Yes 

ERS 8300 Yes Yes Yes 

Table 2.3.1 – Single L3 Modular Switch Supported Platforms 
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2.3.2 Configuration Example 
To support this topology the following configuration steps need to be performed on the Ethernet Routing 
Switch 8600/8800, 8300 and Virtual Services Platform 9000 switching platforms: 

Mandatory Configuration Steps 

The Extreme Ethernet Routing Switch VLAN NLB mode must match the Microsoft Server NLB mode. The 
ERS 8600 must have 4.1.1 or higher and the ERS 8300 must have 4.0 or higher. The VSP 9000 must 
have 3.0 or higher. 

 

Optional Configuration Steps 

None 

2.3.2.1 Per VLAN NLB Configuration Steps 

1 The following commands enables / disables per VLAN NLB unicast, multicast or IGMP-
multicast support for VLAN 1300: 

ERS-8600# config vlan 1300 nlb-mode <disable/igmp-mcast/multicast/unicast> 

VSP-9012:1# configure terminal 

VSP-9012:1(config)# interface vlan 1300 

VSP-9012:1(config-if)# nlb-mode <disable/igmp-mcast/multicast/unicast> 

2 If IGMP-multicast NLB is enabled, also enable IGMP snoop and proxy using the following 
command for VLAN 1300: 

4550T-PWR(config)# vlan igmp 1300 snooping enable 

4550T-PWR(config)# vlan igmp 1300 proxy enable 

VSP-9012:1# configure terminal 

VSP-9012:1(config)# interface vlan 1300 

VSP-9012:1(config-if)# ip igmp snooping 

VSP-9012:1(config-if)# ip igmp proxy 
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2.3.2.2 Per VLAN NLB Verification Steps 

1 The following command displays the status of the per VLAN NLB support showing the status 
when NLB unicast support is enabled for VLAN 1300 and cluster hosts are connected to port 
1/47 & 1/48. For this example, NLB IGMP-multicast is enabled: 

ERS8600# show vlan info nlb-mode 

VSP-9012:1# show interfaces vlan nlb-mode 

================================================================================ 

                                    Vlan Nlb 

================================================================================ 

VLAN_ID  NLB_ADMIN_MODE NLB_OPER_MODE  PORT_LIST                    MLT_GROUPS 

-------------------------------------------------------------------------------- 

1300     igmp-mcast      igmp-mcast    1/47-1/48 

 

 

2 If Network Load Balance IGMP-multicast support is enabled for VLAN 1300 and the cluster 
hosts are connected to port 1/47 & 1/48, you can view the member and group address by 
issuing the following command: 

ERS-8600# show ip igmp group 

VSP-9012:1# show ip igmp group 

================================================================================ 

                           IGMP Group - GlobalRouter 

================================================================================ 

GRPADDR         INPORT          MEMBER          EXPIRATION TYPE 

-------------------------------------------------------------------------------- 

239.255.50.150  V1300-1/47      192.168.50.150  222        Dynamic 

239.255.50.150  V1300-1/48      192.168.50.150  253        Dynamic 
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2.3.2.3 Global ARP Multicast MAC Flooding Configuration Steps 
In older ERS 8600 / 8800 software releases prior to 3.7.15, Network Load Balancing can be deployed in 
multicast mode by enabling the global ARP multicast MAC flooding feature. For VSP 9000, the global 
ARP multicast MAC flooding feature is supported in 3.1 and above: 

1 The following commands enables / disables the global ARP multicast MAC flooding feature: 

ERS-8600# config ip arp multicast-mac-flooding <enable|disable> 

VSP-9012:1(config)# ip arp multicast-mac-flooding <enable|disable> 

2.3.2.4 Global ARP Multicast MAC Flooding Verification Steps 

1 Verify that the NLB mode configured is set to multicast. The NLB operational state should 
also display multicast if configured correctly with uplink port to the NLB server: 

ERS8600# config ip arp info 

multicast-mac-flooding :  enable 

aging : 360 (min) 

arpreqthreshold : 500 

delete : N/A 

add : 

VSP-9012:1 show ip arp 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

1.1.1.1         00:24:7f:9d:ea:00  10    MLT 1   DYNAMIC 2160  

10.0.129.80     03:bf:0a:00:81:50  2       -     DYNAMIC 2160  

10.0.129.86     00:0c:29:b1:47:37  2     MLT 2   DYNAMIC 1800  

10.0.129.103    00:07:e9:1b:e8:63  2     MLT 2   DYNAMIC 1788  

================================================================================ 

                           IP Arp Extn - GlobalRouter 

================================================================================ 

   MULTICAST-MAC-FLOODING                AGING        ARP-THRESHOLD  

-------------------------------------------------------------------------------- 

enable                                   360          500 

 Note – The VSP 9000 requires software release 3.1 or above. 

 Note – When multicast MAC flooding is enabled, NLB traffic will be flooded out all port members 
in the VLAN. 
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2.4 Switch Clustering Topologies 
Section 2.4 will cover various SMLT cluster topologies and the type of configuration required on the SMLT 
cluster switches. Section 2.5 will cover the configurations details. 

2.4.1 Switch Clustering – Topology 1 
The following topology is supported when Ethernet Routing Switch 8300 / 8600 / 8800 or Virtual Services 
Platform 9000s are deployed as a SMLT core where Network Load Balancing cluster hosts and clients 
are connected to Layer 2 Ethernet switches that are SMLT connected to the SMLT cluster. This topology 
supports Network Load Balancing clusters in unicast and multicast modes. 

 
Figure 2.4.1 – Switch Clustering Topology 1 
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2.4.1.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Microsoft NLB Server Configuration 

Switch Configuration Unicast Mode Multicast Mode IGMP Multicast 
Mode 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

NLB Unicast Yes No No 

VSP 9000 

ERS 8600 / 8800 
NLB Multicast No Yes¹ No 

VSP 9000 

ERS 8600 / 8800 
NLB IGMP Multicast No No No 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

Static Multicast Entry No Yes² No³ 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

ARP Multicast 
Flooding No Yes No4 

Table 2.4.1.1 – Switch Clustering Topology 1 Supported Platforms 
Note 1 – Normally only one of the cluster switches will register the NLB Server ARP and forwarding port 
entries. Traffic will be forwarded on this cluster switch to the active NLB server either via the local SMLT 
or via the IST connection. If this node should fail, the peer SMLT cluster switch will forward traffic to the 
Microsoft NLB server via the SMLT connection. 

Note 2 – Requires the system flag enhanced-operational-mode to be enabled and is not supported on 
legacy I/O modules. 

Note 3 – Only supported by the VSP 9000. A warning is displayed that a conflict might appear with the IP 
Multicast MAC addresses. 

Note 4 – Only supported by the VSP 9000. 

  



©2020 Extreme Networks, Inc. All rights reserved November 2020 38 

 

 

2.4.2 Switch Clustering – Topology 2 
The following topology is supported when Ethernet Routing Switch 8600s are deployed as a SMLT core 
and Network Load Balancing cluster hosts are directly connected and distributed between the ERS 8600s 
and the clients are connected to Layer 2 Ethernet switch that is SMLT connected to the SMLT cluster. 
This topology supports Network Load Balancing clusters in unicast and multicast modes. 

 
Figure 2.4.2 – Switch Clustering Topology 2 
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2.4.2.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Microsoft NLB Server Configuration 

Switch Configuration Unicast Mode Multicast Mode IGMP Multicast 
Mode 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

NLB Unicast Yes No No 

VSP 9000 

ERS 8600 / 8800 
NLB Multicast No Yes¹ No 

VSP 9000 

ERS 8600 / 8800 
NLB IGMP Multicast No No No 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

Static Multicast Entry No Yes² No³ 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

ARP Multicast 
Flooding No Yes No4 

Table 2.4.2.1 – Switch Clustering Topology 2 Supported Platforms 
Note 1 – Normally only one of the cluster switches will register the NLB Server ARP and forwarding port 
entries. Traffic will be forwarded on this cluster switch to the active NLB server either via the local SMLT 
or via the IST connection. If this node should fail, the peer SMLT cluster switch will forward traffic to the 
Microsoft NLB server via the SMLT connection. 

Note 2 – Requires the system flag enhanced-operational-mode to be enabled and is not supported on 
legacy I/O modules. 

Note 3 – Only supported by the VSP 9000. A warning is displayed that a conflict might appear with the IP 
Multicast MAC addresses. 

Note 4 – Only supported by the VSP 9000. 
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2.4.3 Switch Clustering – Topology 3 
The following topology is supported when Ethernet Routing Switch 8600s are deployed as a SMLT core 
and Network Load Balancing cluster hosts and clients are directly connected and distributed between the 
ERS 8600s in the SMLT cluster. This topology supports Network Load Balancing clusters in unicast and 
multicast modes. 

 
Figure 2.4.3 – Switch Clustering Topology 3 
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2.4.3.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Microsoft NLB Server Configuration 

Switch Configuration Unicast Mode Multicast Mode IGMP Multicast 
Mode 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

NLB Unicast Yes No No 

VSP 9000 

ERS 8600 / 8800 
NLB Multicast No Yes¹ No 

VSP 9000 

ERS 8600 / 8800 
NLB IGMP Multicast No No No 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

Static Multicast Entry No Yes² No³ 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

ARP Multicast 
Flooding No Yes No4 

Table 2.4.3.1 – Switch Clustering Topology 3 Supported Platforms 
Note 1 – Normally only one of the cluster switches will register the NLB Server ARP and forwarding port 
entries. Traffic will be forwarded on this cluster switch to the active NLB server either via the local SMLT 
or via the IST connection. If this node should fail, the peer SMLT cluster switch will forward traffic to the 
Microsoft NLB server via the SMLT connection. 

Note 2 – Requires the system flag enhanced-operational-mode to be enabled and is not supported on 
legacy I/O modules. 

Note 3 – Only supported by the VSP 9000. A warning is displayed that a conflict might appear with the IP 
Multicast MAC addresses. 

Note 4 – Only supported by the VSP 9000. 
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2.4.4 Switch Clustering – Topology 4 
The following topology is supported when Ethernet Routing Switch 8600s are deployed as a SMLT core 
and Network Load Balancing cluster hosts and clients are connected to a Layer 2 Ethernet switch that is 
SMLT connected to the SMLT cluster core. This topology supports Network Load Balancing clusters in 
unicast and multicast modes. 

 
Figure 2.4.3 – Switch Clustering Topology 4 
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2.4.4.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Microsoft NLB Server Configuration 

Switch Configuration Unicast Mode Multicast Mode IGMP Multicast 
Mode 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

NLB Unicast Yes No No 

VSP 9000 

ERS 8600 / 8800 
NLB Multicast No Yes¹ No 

VSP 9000 

ERS 8600 / 8800 
NLB IGMP Multicast No No No 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

Static Multicast Entry No Yes² No³ 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

ARP Multicast 
Flooding No Yes No4 

Table 2.4.4.1 – Switch Clustering Topology 4 Supported Platforms 
Note 1 – Normally only one of the cluster switches will register the NLB Server ARP and forwarding port 
entries. Traffic will be forwarded on this cluster switch to the active NLB server either via the local SMLT 
or via the IST connection. If this node should fail, the peer SMLT cluster switch will forward traffic to the 
Microsoft NLB server via the SMLT connection. 

Note 2 – Requires the system flag enhanced-operational-mode to be enabled and is not supported on 
legacy I/O modules. 

Note 3 – Only supported by the VSP 9000. A warning is displayed that a conflict might appear with the IP 
Multicast MAC addresses. 

Note 4 – Only supported by the VSP 9000. 
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2.4.5 Switch Clustering – Topology 5 
The following topology is supported when Ethernet Routing Switch 8600s are deployed as a SMLT core 
using RSMLT edge where Network Load Balancing cluster hosts and clients are connected to Layer 2 
Ethernet switches that are SMLT connected to the SMLT cluster core. This topology supports Network 
Load Balancing clusters in unicast and multicast modes. 

 
Figure 2.4.5 – Switch Clustering Topology 5 
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2.4.5.1 Supported Extreme Switching Platforms 
The following table provides a list of Extreme Ethernet switching platforms that can be deployed to 
support this topology: 

Extreme Switch Microsoft NLB Server Configuration 

Switch Configuration Unicast Mode Multicast Mode IGMP Multicast 
Mode 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

NLB Unicast Yes No No 

VSP 9000 

ERS 8600 / 8800 
NLB Multicast No Yes¹ No 

VSP 9000 

ERS 8600 / 8800 
NLB IGMP Multicast No No No 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

Static Multicast Entry No Yes² No³ 

VSP 9000 

ERS 8600 / 8800 

ERS 8300 

ARP Multicast 
Flooding No Yes No4 

Table 2.4.5.1 – Switch Clustering Topology 5 Supported Platforms 
Note 1 – Normally only one of the cluster switches will register the NLB Server ARP and forwarding port 
entries. Traffic will be forwarded on this cluster switch to the active NLB server either via the local SMLT 
or via the IST connection. If this node should fail, the peer SMLT cluster switch will forward traffic to the 
Microsoft NLB server via the SMLT connection. 

Note 2 – Requires the system flag enhanced-operational-mode to be enabled and is not supported on 
legacy I/O modules. 

Note 3 – Only supported by the VSP 9000. A warning is displayed that a conflict might appear with the IP 
Multicast MAC addresses. 

Note 4 – Only supported by the VSP 9000. 
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2.4.6 Switch Clustering Configuration Examples 
2.4.6.1 Per VLAN NLB Unicast Configuration Steps 
The following commands enables / disables per VLAN NLB unicast assuming VLAN 1300 is used to 
connect to the Microsoft NLB servers. For this example, we will assume ERS-8600-1 is using CLI and 
ERS-8600-2 is using CLI. 

1 The following commands enables / disables per VLAN NLB unicast, multicast or IGMP-
multicast support for VLAN 1300: 

ERS-8600-1(config)# interface vlan 1300 

ERS-8600-1(config-if)# nlb-mode <igmp-mcast/multicast/unicast> 

ERS-8600-2# config vlan 1300 nlb-mode <disable/igmp-mcast/multicast/unicast> 

2 The following command enables  per VLAN NLB unicast for VLAN 1300: 

ERS-8600-1(config)# interface vlan 1300 

ERS-8600-1(config-if)# nlb-mode unicast 

ERS-8600-1(config-if)# exit 

ERS-8600-2# config vlan 1300 nlb-mode unicast 

 Note – The per VLAN NLB unicast feature needs to be enabled for the VLAN that the cluster 
hosts are connected to on both Ethernet Routing Switch 8600s in the SMLT core. 

 Note – The VSP 9000 can be configured by following the CLI examples. 

2.4.6.1.1 Per VLAN NLB Unicast Verification Steps 

1 The following displays the status on the SMLT cluster when Network Load Balancing unicast 
support is enabled for VLAN 1300. Note this table may be different on both ERS 8600s 
depending on MLT port members and VLAN port assignment: 

ERS-8600-1# show interfaces vlan nlb-mode 1300 

================================================================================ 

                                    Vlan Nlb 

================================================================================ 

VLAN_ID  NLB_ADMIN_MODE NLB_OPER_MODE  PORT_LIST                    MLT_GROUPS 

-------------------------------------------------------------------------------- 

1300     unicast        unicast        4/1-4/2,5/1                
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ERS-8600-2# show vlan info nlb-mode 

================================================================================ 

                                    Vlan Nlb 

================================================================================ 

VLAN_ID  NLB_ADMIN_MODE NLB_OPER_MODE  PORT_LIST                    MLT_GROUPS 

-------------------------------------------------------------------------------- 

1300     unicast        unicast        4/1-4/2,5/1                 

2 The following command displays the ARP entry for the NLB unicast IP address used in this 
example. The clusters virtual MAC address is a locally administered MAC address and starts 
with a 02:bf prefix: 

ERS-8600-1# show ip arp 192.168.50.150 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.150  02:bf:c0:a8:32:96  1300    -     DYNAMIC 2160  

ERS-8600-2# show ip arp info 192.168.50.150 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.150  02:bf:c0:a8:32:96  1300    -     DYNAMIC 2160  

3 The following command displays the MAC entries for VLAN 1300. When unicast mode is 
enabled, Network Load Balancing binds a bogus MAC address on each hosts adapter which 
starts with 02 and contains the host ID in the second octet: 

ERS-8600-1# show vlan mac-address-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 learned    00:01:81:29:1e:1c  IST        false   1      true   

1300 self       00:80:2d:be:22:0e  Port-cpp   false   1      false  

1300 learned    02:01:c0:a8:32:96  MLT-2      false   1      true   

1300 learned    02:03:c0:a8:32:96  MLT-2      false   1      true   
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ERS-8600-2# show vlan info fdb-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 self       00:01:81:29:1e:1c  Port-cpp   false   1      false  

1300 learned    00:80:2d:be:22:0e  IST        false   1      true   

1300 learned    02:01:c0:a8:32:96  MLT-2      false   1      false  

1300 learned    02:03:c0:a8:32:96  MLT-2      false   1      false  

 Note – If NLB Servers are connected to an SMLT Edge switch the NLB MAC addresses are 
learned via the SMLT interface. 

ERS-8600-1# show vlan mac-address-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 learned    00:01:81:29:1e:1c  IST        false   1      true   

1300 learned    00:1b:25:e8:b4:00  4505       false   1      true   

1300 learned    00:1b:25:e8:b4:32  4505       false   1      true   

1300 learned    00:1d:42:36:10:1a  4505       false   1      false  

1300 self       00:80:2d:be:22:0e  Port-cpp   false   1      false  

1300 learned    02:01:c0:a8:32:96  Port-1/1   false   1      false  

1300 learned    02:03:c0:a8:32:96  IST        false   1      true   

ERS-8600-2# show vlan info fdb-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 self       00:01:81:29:1e:1c  Port-cpp   false   1      false  

1300 learned    00:1b:25:e8:b4:00  4505       false   1      false  

1300 learned    00:1b:25:e8:b4:32  4505       false   1      false  

1300 learned    00:1d:42:36:10:1a  4505       false   1      true   

1300 learned    00:80:2d:be:22:0e  IST        false   1      true   
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1300 learned    02:01:c0:a8:32:96  IST        false   1      true   

1300 learned    02:03:c0:a8:32:96  Port-1/1   false   1      false  

 Note – If NLB Servers are connected are directly connected to the SMLT cluster switches, only 
the locally attached server MAC address will be learned via the local port whereas the remote 
NLB server MAC will be learned via the IST. 

2.4.6.2 Per VLAN NLB Multicast Configuration Steps 
The following commands enables / disables per VLAN NLB multicast assuming VLAN 1300 is used to 
connect to the Microsoft NLB servers. For this example, we will assume ERS-8600-1 is using CLI and 
ERS-8600-2 is using CLI. 

1 The following commands enables / disables per VLAN NLB unicast, multicast or IGMP-
multicast support for VLAN 1300: 

ERS-8600-1(config)# interface vlan 1300 

ERS-8600-1(config-if)# nlb-mode <igmp-mcast/multicast/unicast> 

ERS-8600-2# config vlan 1300 nlb-mode <disable/igmp-mcast/multicast/unicast> 

2 The following CLI commands enables  per VLAN NLB multicast for VLAN 1300: 

ERS-8600-1(config)# interface vlan 1300 

ERS-8600-1(config-if)# nlb-mode multicast 

ERS-8600-1(config-if)# exit 

ERS-8600-2# config vlan 1300 nlb-mode multicast 

 Note – The per VLAN NLB multicast feature needs to be enabled for the VLAN that the cluster 
hosts are connected to on both Ethernet Routing Switch 8600s in the SMLT core. 

 Note – Please per VLAN NLB multicast configuration is only supported for Switch Cluster 
Topology 2 and 3 where the Microsoft NLB servers are directly connected to the Switch Cluster 
instead of going through a SMLT/SLT attached edge switch. 

 Note – The VSP 9000 can be configured by following the CLI examples. 
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2.4.6.2.1 Per VLAN NLB Multicast Verification Steps 

1 The following displays the status on the SMLT cluster when Network Load Balancing 
multicast support is enabled for VLAN 1300. Note this table may be different on both ERS 
8600s depending on MLT port members and VLAN port assignment: 

ERS-8600-1# show interfaces vlan nlb-mode 1300 

================================================================================ 

                                    Vlan Nlb 

================================================================================ 

VLAN_ID  NLB_ADMIN_MODE NLB_OPER_MODE  PORT_LIST                    MLT_GROUPS 

-------------------------------------------------------------------------------- 

1300     multicast      multicast      1/1                          1                

ERS-8600-2# show vlan info nlb-mode 

================================================================================ 

                                    Vlan Nlb 

================================================================================ 

VLAN_ID  NLB_ADMIN_MODE NLB_OPER_MODE  PORT_LIST                    MLT_GROUPS 

-------------------------------------------------------------------------------- 

1300     multicast      multicast      1/1                          1                 

2 The following command displays the ARP entries for the NLB multicast IP address and the 
Microsoft NLB server real IP addresses. The clusters virtual multicast MAC address is a 
locally administered MAC address and starts with a 03:bf prefix: 

ERS-8600-1# show ip arp 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.2    00:01:81:28:86:12  1300    -     LOCAL   2160  

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160  

192.168.50.3    00:e0:7b:bc:22:30  1300  MLT 1   DYNAMIC 2041  

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160  

192.168.50.50   00:06:5b:79:cc:5f  1300    1/1   DYNAMIC 2045  

192.168.50.100  00:0c:29:bb:17:cc  1300  MLT 1   DYNAMIC 2053  

192.168.50.150  03:bf:c0:a8:32:96  1300    -     DYNAMIC 2158 
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ERS-8600-2# show ip arp info 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.3    00:e0:7b:bc:22:30  1300    -     LOCAL   2160  

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160  

192.168.50.2    00:01:81:28:86:12  1300  MLT 1   DYNAMIC 2041  

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160  

192.168.50.50   00:06:5b:79:cc:5f  1300  MLT 1   DYNAMIC 2046  

192.168.50.100  00:0c:29:bb:17:cc  1300    1/1   DYNAMIC 2053  

192.168.50.150  03:bf:c0:a8:32:96  1300    -     DYNAMIC 2158  

3 The following command displays the MAC entries for VLAN 1300. When multicast mode is 
enabled, Network Load Balancing binds a bogus MAC address on each hosts adapter which 
starts with 0c and contains the host ID in the second octet: 

ERS-8600-1# show vlan mac-address-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 self       00:01:81:28:86:12  Port-cpp   false   1      false  

1300 learned    00:06:5b:79:cc:5f  Port-1/1   false   1      false  

1300 learned    00:0c:29:bb:17:cc  IST        false   1      true   

1300 learned    00:e0:7b:bc:22:30  IST        false   1      true 

ERS-8600-2# show vlan info fdb-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 self       00:01:81:29:1e:1c  Port-cpp   false   1      false  

1300 learned    00:80:2d:be:22:0e  IST        false   1      true 

1300 learned    00:06:5b:79:cc:5f  IST        false   1      false  

1300 learned    00:0c:29:bb:17:cc  Port-1/1   false   1      true   
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 
Note – The Microsoft NLB server’s real IP addresses should be displayed. Since the ERS 8600, 
with the per VLAN NLB multicast parameter enabled, only supports local attached servers 
connected to the SMLT cluster, the Microsoft NLB Server MAC addresses will be learned either 
via the local port or from the IST.   

2.4.6.3 Static Multicast Entries Configuration Steps 
If NLB Multicast is enabled on the Microsoft NLB servers, the multicast MAC address can be statically 
entered on both ERS 8600 cluster switches. For this example, we will assume ERS-8600-1 is using CLI 
and ERS-8600-2 is using CLI. 

1 The following commands enables / disables per VLAN NLB unicast, multicast or IGMP-
multicast support for VLAN 1300: 

ERS-8600-1(config)# vlan static-mcastmac <vlan id> <multicast mac address> <port> mlt 
<mlt id> 

ERS-8600-1(config)# ip arp static-mcast <ip address> <multicast mac address> vid <vlan 
id> port <slot/port> <mlt id> 

ERS-8600-2# config ip arp static-mcastmac add mac <multicast mac address> ip <ip 
address> vlan <vlan id> port <slot/port> mlt <mlt id> 

2 The following commands add a static arp entry of the Microsoft Multicast NLB address. 
Please note that the IST MLT ID is 1 and the SMLT ID is 2 as used in this example: 

ERS-8600-1(config)# vlan static-mcastmac 1300 03:bf:c0:a8:32:96 mlt 1,2 

ERS-8600-1(config)# ip arp static-mcast 192.168.50.150 03:bf:c0:a8:32:96 vid 1300 

ERS-8600-2# config ip arp static-mcastmac add mac 03:bf:c0:a8:32:96 ip 192.168. 

50.150 vlan 1300 mlt 1,2 

 
Note – The ERS 8600 enhanced-operation-mode flag must be enabled to support static 
multicast entries. This feature can be enabled by using the CLI command config sys set flags 
enhanced-operational-mode true or the CLI command sys flags enhanced-operational-mode. 
Also note that only R and RS modules are supported in enhanced-operational-mode. If you 
have legacy models, ARP multicast flooding can be used. 

 
Note – The ERS 8600 enhanced-operation-mode flag must be enabled to support static 
multicast entries. This feature can be enabled by using the CLI command config sys set flags 
enhanced-operational-mode true or the CLI command sys flags enhanced-operational-mode. 
Also note that only R and RS modules are supported in enhanced-operational-mode. If you 
have legacy models, ARP multicast flooding can be used. 

 Note – The VSP 9000 can be configured by following the CLI examples. 
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2.4.6.3.1 Static Multicast Entries Verification Steps 

1 The following command displays the ARP entry for the NLB unicast IP address used in this 
example. As per the configuration used in this example, the NLB multicast MAC: 

ERS-8600-1# show ip arp static-mcastmac 

================================================================================ 

                   IP Static Multicast MAC Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN  PORT            MLT ID 

-------------------------------------------------------------------------------- 

192.168.50.150  03:bf:c0:a8:32:96  1300  -               1,2 

ERS-8600-2# show ip arp static-mcastmac 

================================================================================ 

                   IP Static Multicast MAC Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN  PORT            MLT ID 

-------------------------------------------------------------------------------- 

192.168.50.150  03:bf:c0:a8:32:96  1300  -               1,2 

2 The following command displays the ARP entries for VLAN 1300. The actual NIC MAC address 
should be displayed for both Microsoft NLB servers via MLT 2 under normal operations: 

ERS-8600-1# show ip arp 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.2    00:80:2d:be:22:09  1300    -     LOCAL   2160 

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160 

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160 

192.168.50.3    00:01:81:29:1e:07  1300  MLT 1   DYNAMIC 2041 

192.168.50.50   00:06:5b:79:cc:5f  1300  MLT 2   DYNAMIC 2145 

192.168.50.100  00:0c:29:bb:17:cc  1300  MLT 2   DYNAMIC 2101 
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ERS-8600-2# show ip arp info 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.3    00:01:81:29:1e:07  1300    -     LOCAL   2160 

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160 

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160 

192.168.50.2    00:80:2d:be:22:09  1300  MLT 1   DYNAMIC 2047 

192.168.50.50   00:06:5b:79:cc:5f  1300  MLT 2   DYNAMIC 2055 

192.168.50.100  00:0c:29:bb:17:cc  1300  MLT 2   DYNAMIC 2107 

 Note – If NLB Servers are connected to an SMLT Edge switch where the NLB MAC addresses 
are learned via the SMLT interface. 

ERS-8600-1# show ip arp 192.168.50.0  

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.2    00:80:2d:be:22:09  1300    -     LOCAL   2160 

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160 

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160 

192.168.50.3    00:01:81:29:1e:07  1300  MLT 1   DYNAMIC 2041 

192.168.50.50   00:06:5b:79:cc:5f  1300  1/1     DYNAMIC 2145 

192.168.50.100  00:0c:29:bb:17:cc  1300  MLT 1   DYNAMIC 2101 

 

ERS-8600-2# show ip arp info 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.3    00:01:81:29:1e:07  1300    -     LOCAL   2160 

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160 

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160 

192.168.50.2    00:80:2d:be:22:09  1300  MLT 1   DYNAMIC 2047 

192.168.50.50   00:06:5b:79:cc:5f  1300  MLT 1   DYNAMIC 2055 

192.168.50.100  00:0c:29:bb:17:cc  1300  1/1     DYNAMIC 2107 
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 Note – If NLB Servers are connected are directly connected to the SMLT cluster switches, only 
the locally attached server MAC address will be learned via the local port whereas the remote 
NLB server MAC will be learned via the IST. 

  

2.4.6.4 IP ARP Multicast MAC Flooding Configuration Steps 
For Multicast mode Network Load Balancing, the IP ARP Multicast Flooding parameter can be enabled 
on both SMLT cluster switches. The IP ARP Multicast MAC flooding feature supports more than one NLB 
clusters which is a limit when per VLAN NLB modes are enabled.  

For the VSP 9000 the Per VLAN Multicast or Per VLAN IGMP-Multicast and IP ARP Multicast Flooding 
can be simultaneously enabled. If both modes are simultaneously enabled on the VSP 9000, the IP ARP 
Multicast Flooding parameter will take precedence.  

For this example, we will assume ERS-8600-1 is using CLI and ERS-8600-2 is using CLI. 

1 The following commands enables the global ARP multicast MAC flooding feature: 

ERS-8600-1(config)# ip arp multicast-mac-flooding enable 

ERS-8600-2# config ip arp multicast-mac-flooding enable 

 Note – When global ip arp multicast mac flooding is enabled, the traffic will be flooded to all 
ports that are members of the NLB vlan even if the NLB servers are present only on a subset of 
vlan ports. 

 Note – The global ARP multicast MAC flooding feature needs to be enabled on both Ethernet 
Routing Switch 8600s in the SMLT cluster. 

 Note – The VSP 9000 requires software release 3.1 or above. 

 Note – When multicast MAC flooding is enabled, NLB traffic will be flooded out all port members 
in the VLAN. 

 Note – The VSP 9000 can be configured by following the CLI examples. 
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2.4.6.4.1 Global ARP Multicast MAC Flooding Verification Steps 

1 Verify that the NLB mode configured is set to multicast. The NLB operational state should 
also display multicast if configured correctly with uplink port to the NLB server: 

ERS-8600-1# show ip arp 

=============================================================================== 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

<arp entries> 

 

================================================================================ 

                           IP Arp Extn - GlobalRouter 

================================================================================ 

   MULTICAST-MAC-FLOODING                AGING        ARP-THRESHOLD 

-------------------------------------------------------------------------------- 

        enable                            360             500 

ERS-8600-2# show ip arp info 

multicast-mac-flooding :  enable 

aging : 360 (min) 

arpreqthreshold : 500 

delete : N/A 

add : 

 

2 The following command displays the ARP entry for the NLB multicast IP address used in this 
example. The clusters virtual MAC address is multicast MAC address assigned by Microsoft 
and will start with a 03:bf prefix: 

ERS-8600-1# show ip arp 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.2    00:80:2d:be:22:09  1300    -     LOCAL   2160 

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160 

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160 

192.168.50.3    00:01:81:29:1e:07  1300  MLT 1   DYNAMIC 2112 

192.168.50.50   00:06:5b:79:cc:5f  1300    4/2   DYNAMIC 2138 

192.168.50.100  00:0c:29:bb:17:cc  1300    4/2   DYNAMIC 2138 

192.168.50.150  03:bf:c0:a8:32:96  1300    -     DYNAMIC 2138 
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ERS-8600-2# show ip arp info 192.168.50.0 

================================================================================ 

                             IP Arp - GlobalRouter 

================================================================================ 

IP_ADDRESS      MAC_ADDRESS        VLAN     PORT TYPE    TTL(10 Sec) 

-------------------------------------------------------------------------------- 

192.168.50.3    00:01:81:29:1e:07  1300    -     LOCAL   2160  

192.168.50.255  ff:ff:ff:ff:ff:ff  1300    -     LOCAL   2160  

192.168.50.1    00:00:5e:00:01:82  1300    -     LOCAL   2160  

192.168.50.2    00:80:2d:be:22:09  1300  MLT 1   DYNAMIC 2122  

192.168.50.150  03:bf:c0:a8:32:96  1300    -     DYNAMIC 2147  

192.168.50.50   00:06:5b:79:cc:5f  1300    4/2   DYNAMIC 2150  

192.168.50.100  00:0c:29:bb:17:cc  1300    4/2   DYNAMIC 2150 

 Note – The results will display the actual port number for the real IP address even for SMLT 
connections. 

3 The following displays the MAC entries for VLAN 1300. When multicast mode is enabled on 
the NLB servers, the real MAC address of the NLB server interface will be used: 

ERS-8600-1# show vlan mac-address-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 learned    00:01:81:29:1e:1c  IST        false   1      true   

1300 learned    00:06:5b:79:cc:5f  MLT-2      false   1      true  

1300 learned    00:0c:29:bb:17:cc  MLT-2      false   1      true   

1300 self       00:80:2d:be:22:0e  Port-cpp   false   1      false 
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ERS-8600-2# show vlan info fdb-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 self       00:01:81:29:1e:1c  Port-cpp   false   1      false  

1300 learned    00:06:5b:79:cc:5f  MLT-2      false   1      true   

1300 learned    00:0c:29:bb:17:cc  MLT-2      false   1      true  

1300 learned    00:80:2d:be:22:0e  IST        false   1      true   

 Note – If NLB Servers are connected to an SMLT Edge switch the NLB MAC addresses are 
learned via the SMLT interface. 

ERS-8600-1# show vlan mac-address-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 learned    00:01:81:29:1e:1c  IST        false   1      true   

1300 learned    00:1b:25:e8:b4:00  4505       false   1      true   

1300 learned    00:1b:25:e8:b4:32  4505       false   1      true   

1300 learned    00:1d:42:36:10:1a  4505       false   1      false  

1300 self       00:80:2d:be:22:0e  Port-cpp   false   1      false  

1300 learned    02:01:c0:a8:32:96  Port-1/1   false   1      false  

1300 learned    02:03:c0:a8:32:96  IST        false   1      true   
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ERS-8600-2# show vlan info fdb-entry 1300 

================================================================================ 

                                    Vlan Fdb 

================================================================================ 

VLAN            MAC                                   QOS    SMLT   

ID   STATUS     ADDRESS            INTERFACE  MONITOR LEVEL  REMOTE 

-------------------------------------------------------------------------------- 

1300 self       00:00:5e:00:01:82  Port-cpp   false   1      false  

1300 self       00:01:81:29:1e:1c  Port-cpp   false   1      false  

1300 learned    00:1b:25:e8:b4:00  4505       false   1      false  

1300 learned    00:1b:25:e8:b4:32  4505       false   1      false  

1300 learned    00:1d:42:36:10:1a  4505       false   1      true   

1300 learned    00:80:2d:be:22:0e  IST        false   1      true   

1300 learned    02:01:c0:a8:32:96  IST        false   1      true   

1300 learned    02:03:c0:a8:32:96  Port-1/1   false   1      false  

 Note – If NLB Servers are directly connected to the SMLT cluster, the NLB server’s real MAC 
addresses are learned via the local interfaces and the IST. 
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3. Appendix 
3.1 Creating a Network Load Balancing Cluster 
The following section demonstrates how to create a Network Load Balancing Cluster using two Windows 
2003 servers to provide high available HTTP web services.  

• The Windows 2003 Servers used in the following examples were configured as follows: 

• The Windows 2003 servers have been updated with the latest Service Pack 1 and all the current 
updates applied. 

• Although you can use one network adaptor, for best performance it is recommended that you 
have two 10/100/1000BASE-T Ethernet network adaptors installed. If you use only one adaptor, it 
is recommended to select Multicast which allows both the NLB and native traffic to be handled by 
the adapter. In Unicast mode, NLB will take over the network adapter it is bound to and does not 
allow any addition network traffic through it. 

• Internet Information Services (IIS) is installed and operational with a default web site tied to the 
Clusters Virtual IP Address. 

 
Figure 3.1 – Windows 2003 Server Cluster 

 
 

1 Start the Microsoft Network Load Balancing Manager Snap-In by clicking Start, Run and 
typing nlbmgr and then clicking OK. Alternatively select Start  All Programs  
Administrative Tools  Network Load Balancing Manager. 
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2 To create a new cluster, in the Microsoft Network Load Balancing Manager Application click 
Cluster then New: 
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3 In the Cluster Parameters window, specify the clusters virtual IP address, Subnet Mask and 
optionally Full Internet name that will used to address this cluster. The Full Internet name is 
used only for reference. Specify the operational mode for the cluster which can be set to 
unicast (default), multicast or IGMP-multicast. Note that the Network address field will change 
depending on the cluster operational mode specified: 

  

Cluster Parameters window with unicast 
operational mode is enabled 

Cluster Parameters window with multicast 
operational mode is enabled 

 

 

Cluster Parameters window with IGMP-
multicast operational mode is enabled 

 

 Note – If the cluster operational mode is set to multicast, it is possible to change the operational 
mode to IGMP-multicast at a later time by simply checking the IGMP multicast checkbox. 
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4 Click on Next to skip adding a Cluster IP address. This is only required if you need additional 
IP address to be load balanced via multiple sites using different IP addresses. 
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5 The Port Rules window defines the traffic that the load balancing cluster will service as well 
as how traffic is distributed between hosts. The default port rule will load balance all TCP and 
UDP traffic using ports 0 through 65535. Administrators may specify a single rule or multiple 
port rules if the application requires it such as a Web server that requires HTTP and HTTPS. 
For this example we will modify the default port rule to support HTTP traffic by clicking Edit: 

 

Modify the Port range fields so that both the From and To fields have a value set to 80 (HTTP) with 
Affinity value of None. Click OK. Click on Add to another value set to 443 (SSL) with Affinity value of 
Single. Additional port rule parameters are provided in table 3.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 



©2020 Extreme Networks, Inc. All rights reserved November 2020 65 

 

 

 

6 The default port rule has now been modified so that the Network Load Balancing cluster will 
load balance HTTP and HTTPS traffic. Click Next: 
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7 In the Connect window we will add the first host to the cluster. For this example we have two 
Windows 2003 servers with the hostnames w3kserver1 and w3kserver2. In the Host field type 
the hostname for the first server in the cluster and click Connect. Once connected a list of 
interfaces will be displayed. Highlight the Interface name where Network Load Balancing will 
be bound to and click Next: 
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8 In the Host Parameters window set the Priority for the host to 1. This value needs to be 
unique for each host in the cluster. Optionally modify the Default state for the cluster host if 
you do not wish Network Load Balancing to be immediately started. Click Finish: 

 

9 To add the second host to the cluster, in the Network Load Balancing Manager highlight the 
Domain name of the cluster and then right click and click Add Host To Cluster: 
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10 In the Connect window in the Host field type the hostname for the second server in the 
cluster and click Connect. Once connected a list of interfaces will be displayed. Highlight the 
Interface name where Network Load Balancing will be bound to and click Next: 
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11 In the Host Parameters window set the Priority for the host to 2. This value needs to be 
unique for each host in the cluster. Optionally modify the Default state for the cluster host if 
you do not wish Network Load Balancing to be immediately started. Click Finish: 
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12 The cluster is created and once converged all operational hosts will be displayed in Network 
Load Balancing Manager window in a green state. Additionally details for all known clusters 
as well as log entries are displayed in this window: 

 

 
Note – The above configuration assumes you have DNS configured on both NLB servers with 
the appropriate server names. If DNS is not enabled, you will need to modify the host file 
C:\winnt\system32\drivers\etc\hosts and add appropriate names of each server. If you are 
using NLB in Unicast mode and you cannot connect to more than one server, please refer to 
Microsoft article 898867 and 193602.   
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The following table provides a detailed overview the Port Rule parameters available in the Add/Edit Port 
Rule window: 

Parameter Description 

Cluster IP Address Specifies options regarding which cluster IP addresses that the port rule should cover. 

All Specifies whether the port rule is a global port rule and will cover all cluster IP addresses 
associated with the particular Network Load Balancing cluster. 

Port Range Specifies the start and end of the port range for the selected port rule. Port numbers in a 
range of 0 to 65,535 are currently supported. The default port range is 0 to 65,535. 

Protocols 

Specifies the IP protocol that a port rule should cover: Transmission Control Protocol 
(TCP), User Datagram Protocol (UDP), or both. Only the network traffic for the specified 
protocol is affected by the rule. The default host will handle all traffic not covered by a 
port rule. 

Multiple Host Specifies whether multiple hosts in the cluster handle network traffic for the associated 
port rule. 

Affinity Specifies how requests are routed to a specific server.  

Affinity: None 

Specifies whether multiple connections from the same client IP address can be handled 
by different hosts. 

Disabling affinity allows for more effective load balancing because it allows multiple 
connections from the same client to be handled concurrently by different cluster hosts. 
To maximize scaled performance when client affinity is not needed, disable affinity by 
selecting None. However, in order to allow Network Load Balancing to properly handle IP 
fragments, you should avoid using None when selecting UDP or Both for your protocol 
setting. 

Affinity: Single 

Specifies that Network Load Balancing direct multiple requests - Transmission Control 
Protocol (TCP) connections or User Datagram Protocol (UDP) datagram’s - from the 
same client Internet Protocol (IP) address to the same cluster host. Using Single affinity 
ensures that only one cluster host will handle all connections that are part of the same 
client session. This is important if the server program running on the cluster host 
maintains session state (such as "server cookies" or SSL connections for HTTPS) 
between connections. 

Affinity: Class C 
Specifies that Network Load Balancing direct multiple requests - Transmission Control 
Protocol (TCP) connections or User Datagram Protocol (UDP) datagram’s - from the 
same TCP/IP Class C address range to the same cluster host. 

Affinity: Single Host 
Specifies that network traffic for the associated port rule be handled by a single host in 
the cluster according to the specified handling priority. This filtering mode provides port 
specific fault tolerance for the handling of network traffic. 

Disable this Port Range Specifies whether all network traffic for the associated port rule will be blocked. 

Table 3.1 – Network Load Balancing Port Rule Options 
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4. Software Baseline 
The following table provides the baseline software releases for each switching platform used to validate 
the topologies in this guide. If prior versions of software are being used, please refer to the product 
release notes and product documentation for known issues or limitations with the specific software 
release. Older switching software should be used at your own risk. 

Device Software Release 

Windows 2003 Advanced Server Service Pack 2 and Latest Patches 

Virtual Services Platform 9000 Release 3.1 

Ethernet Routing Switch 8600 / 8800 Release 7.1 

Ethernet Routing Switch 8300 Release 4.2.2.2 

Ethernet Routing Switch 5000 Release 6.2.0.200 

Ethernet Routing Switch 1600 Release 2.1.8.1 

Ethernet Routing Switch 3500 Release 5.0.x 

Ethernet Routing Switch 4000 Release 5.6.x 

Ethernet Routing Switch 2500 Release 4.4 

Ethernet Routing Switch 1600 Release 2.1.8.1 

Table 4.0 – Software Baseline 
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5. Reference Documentation 
Ethernet Routing Switch 8600 / 8800 

Technical Configuration Guide for SMLT https://extremeportal.force.com 

Technical Configuration Guide for VRRP https://extremeportal.force.com 

Network Design Guidelines (per major release) https://extremeportal.force.com 

Configuring IP Routing Operations https://extremeportal.force.com 

Configuring VLANs, Spanning Tree, and Link Aggregation https://extremeportal.force.com   

Ethernet Routing Switch 8300 

Configuring IP Routing and Multicast Operations https://extremeportal.force.com 

Configuring VLANs, Spanning Tree, and Static Link Aggregation https://extremeportal.force.com   

Ethernet Routing Switch 5000 / 4000 / 2500 

Configuring VLANs, Spanning Tree, and MultiLink Trunking https://extremeportal.force.com 

Configuring IP Multicast Routing Protocols https://extremeportal.force.com   

Table 5.1-1 – Extreme Reference Documentation 

Microsoft Windows Server 2003 

Windows Server 2003 Clustering Services http://technet2.microsoft.com 

Table 5.1-2 – Microsoft Reference Documentation 
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