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About

this Document

Purpose on page 3

Conventions on page 3

Documentation and Training on page 5
Help and Support on page 6

Send Feedback on page 7

This section discusses the purpose of this document, ways to provide feedback, additional help, and
information regarding other Extreme Networks publications.

Purpose

This document provides information on features in VSP Operating System Software (VOSS). VOSS runs
on the following product families:

ExtremeSwitching 5420 Series
ExtremeSwitching 5520 Series
ExtremeSwitching VSP 4450 Series
ExtremeSwitching VSP 4900 Series
ExtremeSwitching VSP 7200 Series
ExtremeSwitching VSP 7400 Series
ExtremeSwitching VSP 8200 Series
ExtremeSwitching VSP 8400 Series
ExtremeSwitching VSP 8600 Series
ExtremeSwitching XA1400 Series

U

Note

VOSS is licensed on the XA1400 Series as a Fabric Connect VPN (FCVPN) application,
which includes a subset of VOSS features. FCVPN transparently extends Fabric Connect
services over third-party provider networks.

Conventions

To help you better understand the information presented in this guide, the following topics describe the
formatting conventions used for notes, text, and other elements.
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Text Conventions About this Document

Text Conventions

The following tables list text conventions that can be used throughout this document.

Table 1: Notes and warnings

Icon Notice type Alerts you to...
(-?, Tip Helpful tips and notices for using the product.
000 Note Useful information or instructions.
I Important Important features or instructions.
Caution Risk of personal injury, system damage, or loss of data.
!
ﬂ Warning Risk of severe personal injury.

Table 2: Text Conventions

Convention Description

Angle brackets (< >) Angle brackets ( < >) indicate that you choose the
text to enter based on the description inside the
brackets. Do not type the brackets when you enter
the command.

If the command syntax is cfm maintenance-
domain maintenance-level <0-7> ,you
canenter cfm maintenance-domain
maintenance-level 4.

Bold text Bold text indicates the GUI object name you must
act upon.

Examples:

+ Click OK.

* On the Tools menu, choose Options.

Braces ({}) Braces ( { }) indicate required elements in syntax
descriptions. Do not type the braces when you
enter the command.

For example, if the command syntax is ip
address {A.B.C.D}, you mustenter the IP
address in dotted, decimal notation.
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About this Document

Documentation and Training

Table 2: Text Conventions (continued)

Convention

Description

Brackets ([ ])

Brackets ([ ]) indicate optional elements in
syntax descriptions. Do not type the brackets
when you enter the command.

For example, if the command syntax is show
clock [detaill], you can enter either show
clock or show clock detail.

Ellipses (...)

An ellipsis ( ... ) indicates that you repeat the last
element of the command as needed.

For example, if the command syntax is
ethernet/2/1 [ <parameter>

<value> ]..., youenter ethernet/2/1 and
as many parameter-value pairs as you need.

[talic Text

Italics emphasize a point or denote new terms at
the place where they are defined in the text. Italics
are also used when referring to publication titles
that are not active links.

Plain Courier Text

Plain Courier text indicates command names,
options, and text that you must enter. Plain
Courier text also indicates command syntax and
system output, for example, prompts and system
messages.

Examples:

* show ip route

* Error: Invalid command syntax
[Failed] [2013-03-22 13:37:03.303
-04:00]

Separator (>)

A greater than sign ( > ) shows separation in menu
paths.

For example, in the Navigation tree, expand the
Configuration > Edit folders.

Vertical Line (])

A vertical line (| ) separates choices for command
keywords and arguments. Enter only one choice.
Do not type the vertical line when you enter the
command.

For example, if the command syntax is access-
policy by-mac action { allow |

deny },you enter either access-policy
by-mac action allowOr access-policy
by-mac action deny, but not both.

Documentation and Training

Find Extreme Networks product information at the following locations:

Current Product Documentation
Release Notes
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http://www.extremenetworks.com/documentation/
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Help and Support About this Document

Hardware and software compatibility for Extreme Networks products
Extreme Optics Compatibility
Other resources such as white papers, data sheets, and case studies

Extreme Networks offers product training courses, both online and in person, as well as specialized
certifications. For details, visit www.extremenetworks.com/education/.

Help and Support

If you require assistance, contact Extreme Networks using one of the following methods:

Extreme Portal
Search the GTAC (Global Technical Assistance Center) knowledge base; manage support cases and
service contracts; download software; and obtain product licensing, training, and certifications.
The Hub

A forum for Extreme Networks customers to connect with one another, answer questions, and share
ideas and feedback. This community is monitored by Extreme Networks employees, but is not
intended to replace specific guidance from GTAC.

Call GTAC

For immediate support: (800) 998 2408 (toll-free in U.S. and Canada) or 1(408) 579 2826. For the
support phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:

*  Your Extreme Networks service contract number, or serial numbers for all involved Extreme
Networks products

* A description of the failure
* A description of any actions already taken to resolve the problem

* A description of your network environment (such as layout, cable type, other relevant environmental
information)

* Network load at the time of trouble (if known)

* The device history (for example, if you have returned the device before, or if this is a recurring
problem)

* Any related RMA (Return Material Authorization) numbers

Subscribe to Product Announcements

You can subscribe to email notifications for product and software release announcements, Field
Notices, and Vulnerability Notices.

Go to The Hub.

In the list of categories, expand the Product Announcements list.

Select a product for which you would like to receive notifications.

Select Subscribe.

To select additional products, return to the Product Announcements list and repeat steps 3 and 4.

N

You can modify your product selections or unsubscribe at any time.
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About this Document Send Feedback

Send Feedback

The Information Development team at Extreme Networks has made every effort to ensure that this
document is accurate, complete, and easy to use. We strive to improve our documentation to help you
in your work, so we want to hear from you. We welcome all feedback, but we especially want to know
about:

* Content errors, or confusing or conflicting information.
* Improvements that would help you find relevant information.
* Broken links or usability issues.

To send feedback, do either of the following:

* Access the feedback form at https://www.extremenetworks.com/documentation-feedback/.
* Email us at documentation@extremenetworks.com.

Provide the publication title, part number, and as much detail as possible, including the topic heading
and page number if applicable, as well as your suggestions for improvement.
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New in this Document

Notice about Feature Support on page 11

The following sections detail what is new in this document.

Auto-sense NNI LLDP Signaling for Zero-touch Fabric Connect Support

This release implements support for the Link Layer Discovery Protocol (LLDP) Fabric Connect Type-
Length-Value (TLV) on the VSP 8600 Series. The LLDP Fabric Connect TLV contains details about the
pre-configured B-VLANs and system ID that a system sends to other devices in a network topology.

For more information, see the following sections:
* LLDP Fabric Connect TLV on page 67

* Configuration Example to Create an I1S-IS Adjacency between the VSP 8600 Series and VOSS
Switches on page 67

Factorydefaults Flag Behavior Enhancements

The factorydefaults boot flag now removes the runtime, primary, and backup configuration files, resets
all local default user account passwords, and removes all digital certificates. The Radsec, IPsec, IKE,
OSPF, SNMP, SSL, SSH, OVSDB, and NTP files are also removed. The CLI displays a warning that the
configurations, passwords, and files will be reset, and the system logs an informational message. The
configuration and file removals occur during the next boot sequence when the factorydefaults boot flag
is enabled. After the switch reboots, the security mode setting is retained. To enable Zero Touch
Onboarding after a factorydefaults boot, reboot the switch again without saving a configuration.

For more information, see the following sections:
* Boot Sequence on page 151
* CLI Passwords on page 3047

Force Default Password Change on First Login

In previous releases, you could use a default password to initially access the CLI. Now a password
change is required to access the CLI on first login after a factory default or if your switch has no primary
or backup configuration files. The system provides three attempts to change the password. If
unsuccessful, you are taken back to the login prompt but you are not locked out. You cannot use an
empty password. A password change is required irrespective of security mode, console, SSH, or Telnet
access.
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New in this Document IPve OSPFv3 Neighbor Advertisements without R-bit

For more information see, CLI Passwords on page 3047.

IPve OSPFv3 Neighbor Advertisements without R-bit

This release introduces OSPFv3 neighbor advertisements without R-bit. If an OSPFv3 neighbor does not
provide the R-bit in the Network Discovery (ND) packet, the system enables R-bit for every OSPFv3
neighbor with dependent routes to avoid deletion resulting from inactivity. An OSPFv3 neighbor
without R-bit that experiences a timeout can now trigger the Network Unreachability Detection (NUD),
instead of being deleted.

For more information, see OSPFv3 on page 2464

IPv6e OSPFv3 on CLIP Interfaces

This release adds support for Open Shortest Path First Version 3 (OSPFv3) configuration on circuitless
IP (CLIP) interfaces for the Global Router or a specific Virtual Router Forwarding (VRF) instance. The
switch supports a maximum of 64 OSPFv3 CLIP interfaces.

For more information, see the following sections:

* OSPFv3 Support for CLIP Interfaces on page 2478

* Configure OSPFv3 on the CLIP Interface for the Global Router on page 2549
* Configure OSPFv3 on the CLIP Interface for a VRF Instance on page 2550

* (Create an OSPF Interface on a CLIP on page 2604

Key Health Indicator Enhancements

This release adds a Key Health Indicator (KHI) new parameter rx—queue to the command show khi
performance to display the queue performance and utilization statistics on the switch.

For more information, see Display KHI Performance Information on page 2043.

MACsec Key Agreement on VSP 8600 Series

MACsec Key Agreement (MKA) protocol discovers mutually authenticated MACsec peers, and elects
one as a key server. The key server generates and distributes Secure Association Keys (SAKs), which are
used at both ends of an Ethernet link to encrypt and decrypt frames. The key server periodically
generates and distributes SAKs to maintain the link for as long as MACsec is enabled.

MACsec Key Agreement (MKA) is now supported on the VSP 8600 Series switches.

For more information about MKA, see MACsec Key Agreement Protocol on page 2331.

MACsec on 8606CQ I0OC Module Channelized Ports

MACsec is now supported for channelized ports on an 8606CQ I0C module. MACsec is supported on
8606CQ channelized ports in 4x10 Gbps or 4x25 Gbps configurations. If you enable channelization on a
port, the MACsec configuration migrates from the main port to the first subport. If you disable
channelization on a port, the MACsec configuration migrates from the first subport to the main port.

For more information, see MACsec Fundamentals on page 2325.
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New Features with High Availability-CPU (HA-CPU)

Support

New in this Document

New Features with High Availability-CPU (HA-CPU) Support

The following new features have HA-CPU support:

uid Note

E All IPv6 applications have partial HA-CPU support. The system synchronizes user
configuration data, including IPv6 addresses and static routes from the primary CPU to the
standby CPU. The system does not synchonize dynamic data from protocol learning. After a
CPU failover, the IPv6 applications must restart and rebuild data tables, which causes an
interruption of traffic that is dependent on the IPv6 protocol or applications with partial HA
support.

* Factory Default flag behavior enhancements

* SHADBI12 secure password hashing

* MACsec Key Agreement (MKA)

* |Pvb OSPFv3 neighbor advertisements without R-bit
* |Pvb OSPFv3 support on circuitless IP interfaces

For more information see, High Availability-CPU (HA-CPU) on page 531

NTP Authentication Key Obfuscation

In earlier releases, the secret key displayed in clear text on the console and in the configuration file when
you assigned an authentication key to the server using the ntp server command.

In this release, the secret key is encrypted and is not visible on the console or in the configuration file.
Asterisks now display as the secret key. The show ntp key CLI command output no longer displays
the secret key field. The keysecret field in EDM is also removed.

For more information, see the following sections:
* Configure Authentication Keys on page 2448
* Configure Authentication Keys for NTPv4 on page 2459

SHA512 Password Hashing

SHA2 512-bit password hashing is available as a security enhancement beyond the previous default
SHAT160-bit password hashing method. The new CLI command password hash is introduced to
change the password hash between SHAT and SHA2. The new default is SHA2 for new switches running
this release.

If you change the password hash level, the system deletes all custom users and old password files. After
a password hash level change, on first login each default user must change their password. If hsecure
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New in this Document Notice about Feature Support

mode is enabled, a user password history is saved. You can view the currently configured password
hash level with the command show cli password or show running-config module cli.

uid Note

E Switches upgraded to this release retain SHAT password hashes and custom users, until a
factory default reset or until the password hash level is changed. During a factory default
reset, SHA2 512-bit becomes the default password hash, all custom users are deleted, and
SHAI passwords are removed.

In the case of a software downgrade to a release before VSP 8600 Series Release 8.1, all SHA2 password
hashes roll back to SHAT hashes with default passwords.

For more information, see the following sections:
* CLI Passwords on page 3047
* Configure Password Hash on page 3068

Notice about Feature Support

This document includes content for multiple hardware platforms across different software releases. As a
result, the content can include features not supported by your hardware in the current software release.

If a documented command, parameter, tab, or field does not display on your hardware, it is not
supported.

For information about physical hardware restrictions, see your hardware documentation.
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Installation and Commissioning Documentation

Use installation and commissioning documentation to install the product hardware and software, and

perform the initial configuration.

Table 3: Installation and commissioning documents

Technical document

Description

5420 Series

ExtremeSwitching 5420 Series Hardware
Installation Guide

This document provides procedures and
conceptual information to install the 5420 Series.

ExtremeSwitching 5420 Series Quick Reference

This document provides quick installation
instructions to install the 5420 Series.

5520 Series

ExtremeSwitching 5520 Series Hardware
Installation Guide

This document provides procedures and
conceptual information to install the 5520 Series.

ExtremeSwitching 5520 Series Quick Reference

This document provides quick installation
instructions to install the 5520 Series.

VSP 4450 Series

Installing the Virtual Services Platform 4450GSX-
PWR+

This document provides procedures and
conceptual information to install the VSP
4450GSX-PWR+ .

Installing the Virtual Services Platform 4450GTX-
HT-PWR+

This document provides procedures and
conceptual information to install the VSP
4450GTX-HT-PWR+.

Virtual Services Platform 4450GSX Series switch
Quick Install Guide

This document provides quick installation
instructions to install the VSP 4450GSX-PWR+
switch.

Virtual Services Platform 4450GTX-HT-PWR+
Quick Install Guide

This document provides quick installation
instructions to install the VSP 4450GTX-HT-PWR+
switch.

VSP 4900 Series

VSP 4900 Series Switches. Hardware Installation
Guide

This document provides procedures and
conceptual information to install the VSP 4900
Series.

VSP 4900 Series Switches Quick Reference

This document provides quick installation
instructions to install the VSP 4900 Series.

VSP 7200 Series
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http://documentation.extremenetworks.com/wired/5420
http://documentation.extremenetworks.com/wired/5420
https://documentation.extremenetworks.com/HW_QRG/5420_QuickReference.pdf
http://documentation.extremenetworks.com/wired/5520
http://documentation.extremenetworks.com/wired/5520
https://documentation.extremenetworks.com/HW_QRG/5520_QuickReference.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035361_InstallingVSP4450GSX_IG.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035361_InstallingVSP4450GSX_IG.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035362_InstallingVSP4450GTX_IG.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035362_InstallingVSP4450GTX_IG.pdf
https://documentation.extremenetworks.com/VOSS/VSP4000/HW/NN46251-303_QIG4450GSXVSP4000_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP4000/HW/NN46251-303_QIG4450GSXVSP4000_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP4000/HW/NN46251-306_QIG4450GTX-HT-PWRVSP4000_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP4000/HW/NN46251-306_QIG4450GTX-HT-PWRVSP4000_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP4900/HW/
https://documentation.extremenetworks.com/VOSS/VSP4900/HW/
https://documentation.extremenetworks.com/HW_QRG/VSP4900_QuickReference.pdf

Installation and Commissioning Documentation

Table 3: Installation and commissioning documents (continued)

Technical document

Description

Installing the Virtual Services Platform 7200 Series

This document provides procedures and
conceptual information to install the VSP 7200
Series.

Virtual Services Platform 7200 Series Quick Install
Guide

This document provides quick installation
instructions to install the VSP 7200 Series.

VSP 7400 Series

V'SP 7400 Series Switches: Hardware Installation
Guide

This document provides procedures and
conceptual information to install the VSP 7400
Series.

VSP 7400 Series Switches Quick Reference

This document provides quick installation
instructions to install the VSP 7400 Series.

VSP 8200 Series and VSP 8400 Series

Installing the Virtual Services Platform 8000 Series

This document provides procedures and
conceptual information to install the VSP 8200
Series and VSP 8400 Series.

Virtual Services Platform 8000 Series Quick Install
Guide

This document provides quick installation
instructions to install the VSP 8200 Series and
VSP 8400 Series hardware.

VSP 8600 Series

Installing the Virtual Services Platform 8600

This document provides procedures and
conceptual information to install the VSP 8600
Series.

Virtual Services Platform 8608 Chassis Installation

This document provides quick installation
instructions and commissioning for the VSP 8600
Series.

Virtual Services Platform 8608 Module Installation

This document provides quick installation
instructions for the VSP 8600 Series 1/0 and
control (I0C) and switch fabric (SF) modules.

XA1400 Series

XA1400 Series Switches: Hardware Installation
Guide

This document provides procedures and
conceptual information to install the XA1400
Series.

XA1400 Series Switches Quick Reference

This document provides quick installation
instructions to install the XA1400 Series.
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http://documentation.extremenetworks.com/VOSS/VSP7200/HW/9035364_InstallingVSP7200_IG.pdf
https://documentation.extremenetworks.com/VOSS/VSP7200/HW/NN47228-300_QIGVSP7200_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP7200/HW/NN47228-300_QIGVSP7200_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP7400/HW/
https://documentation.extremenetworks.com/VOSS/VSP7400/HW/
https://documentation.extremenetworks.com/HW_QRG/121221-00_vsp7400_qrg.pdf
http://documentation.extremenetworks.com/VOSS/VSP8000/HW/9035365_InstallingVSP8000_IG.pdf
https://documentation.extremenetworks.com/VOSS/VSP8000/HW/NN47227-302_QIGVSP8000_6.1_IG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP8000/HW/NN47227-302_QIGVSP8000_6.1_IG_Dec2017.pdf
http://documentation.extremenetworks.com/VOSS/VSP8600/HW/InstallingVSP8600_IG.pdf
https://documentation.extremenetworks.com/VOSS/VSP8600/HW/NN47229-303_02_01_Chassis_Installation_Poster_VSP8600.pdf
https://documentation.extremenetworks.com/VOSS/VSP8600/HW/NN47229-302_02_01_VSP8608_Module_Installation_VSP8600.pdf
https://documentation.extremenetworks.com/VOSS/XA1400/HW/
https://documentation.extremenetworks.com/VOSS/XA1400/HW/
https://documentation.extremenetworks.com/HW_QRG/9036017_xa1400_qrg.pdf

Installation and Commissioning Documentation

Table 3: Installation and commissioning documents (continued)

Technical document

Description

All Products

Extreme Optics website

This guide provides descriptions of the pluggable
transceiver modules supported by Extreme
Networks switches and routers, along with
information about how to install and use them.

Table 4: Installation and commissioning reference documents

Technical document

Description

Regulatory Reference for Virtual Services Platform
4000 Series
Regulatory Reference for Virtual Services Platform
7200 Series
Regulatory Reference for Virtual Services Platform
8000 Series

These documents provide information about
regulatory conformity and compliance.

Locating Software and Release Notes for Virtual
Services Platform 4000 Series
Locating Software and Release Notes for Virtual
Services Platform 7200 Series
Locating Software and Release Notes for Virtual
Services Platform 8000 Series

These documents ship with their respective VOSS
components.

Minimum Software Requirements to Support
Virtual Services Platform 8400 ESMs

This document provides the minimum software
release for each module in the VSP 8400 Series.

Read Me First - Universal Hardware

This document provides important information
about how to use ExtremeCloud™ 1Q to select a
Network Operating System (NOS) personality for
universal hardware products.

Read Me First—Important Notes and Minimum
Software Requirements for VSP 8600 Modules

This document provides important information to
read before you install modules in the VSP 8600
Series, and also provides the minimum software
release for each |OC and SF module.

14
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https://optics.extremenetworks.com/
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035479_RegulatoryRefVSP4000_REG.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035479_RegulatoryRefVSP4000_REG.pdf
http://documentation.extremenetworks.com/VOSS/VSP7200/HW/9035481_RegulatoryRefVSP7200_REG.pdf
http://documentation.extremenetworks.com/VOSS/VSP7200/HW/9035481_RegulatoryRefVSP7200_REG.pdf
http://documentation.extremenetworks.com/VOSS/VSP8000/HW/9035483_RegulatoryRefVSP8000_REG.pdf
http://documentation.extremenetworks.com/VOSS/VSP8000/HW/9035483_RegulatoryRefVSP8000_REG.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035480_LocatingSwRNVSP4000_DLG.pdf
http://documentation.extremenetworks.com/VOSS/VSP4000/HW/9035480_LocatingSwRNVSP4000_DLG.pdf
http://documentation.extremenetworks.com/VOSS/VSP7200/HW/9035482_LocatingSwRNVSP7200_DLG.pdf
http://documentation.extremenetworks.com/VOSS/VSP7200/HW/9035482_LocatingSwRNVSP7200_DLG.pdf
http://documentation.extremenetworks.com/VOSS/VSP8000/HW/9035484_LocatingSwRNVSP8000_DLG.pdf
http://documentation.extremenetworks.com/VOSS/VSP8000/HW/9035484_LocatingSwRNVSP8000_DLG.pdf
https://documentation.extremenetworks.com/VOSS/VSP8000/HW/NN47227-306_MSRVSVSP8400_6.1_PRG_Dec2017.pdf
https://documentation.extremenetworks.com/VOSS/VSP8000/HW/NN47227-306_MSRVSVSP8400_6.1_PRG_Dec2017.pdf
https://documentation.extremenetworks.com/HW_QRG/rmf-universalhardware.pdf
http://documentation.extremenetworks.com/VOSS/VSP8600/HW/9035634_MinSoftwareVSP8600_RM.pdf
http://documentation.extremenetworks.com/VOSS/VSP8600/HW/9035634_MinSoftwareVSP8600_RM.pdf

Zero Touch Capabilities

Auto-sense on page 16

IP Phone Support on page 48

Zero Touch Deployment on page 58

Zero Touch Provisioning Plus on page 60
Zero Touch Fabric Configuration on page 64

Configuration Example to Create an IS-IS Adjacency between the VSP 8600 Series and VOSS
Switches on page 67

VOSS supports the following zero touch capabilities:

Auto-sense support for the following features:

o Fabric Attach (FA)

o Extensible Authentication Protocol (EAP) and non-EAPoL (NEAP)

o |PPhones

Zero Touch Deployment

Zero Touch Provisioning Plus (ZTP+)

Zero Touch Fabric Configuration including Auto-sense for network-to-network (NNI) interfaces

uid Note

a For bridged or routed reachability of the management servers (DHCP, RADIUS, Extreme
Management Center or ExtremeCloud 1Q - Site Engine, or ExtremeCloud 1Q) the onboarding |-
SID must be manually mapped to the management segment on at least one Backbone Edge
Bridge (BEB) in the network prior to zero touch deployments of new switches. Additionally,
you must enable a Dynamic Nickname server on at least one node. For more information, see
VSP 8600 Release Notes.
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http://documentation.extremenetworks.com/release_notes/VOSS/VSP8600/81/

Auto-sense Zero Touch Capabilities

Auto-sense

Table 5: Auto-sense product support

Feature Product Release introduced
Auto-sense 5420 Series VOSS 8.4
5520 Series VOSS 8.3
VSP 4450 Series VOSS 8.3
VSP 4900 Series V0SS 8.3
VSP 7200 Series VOSS 8.3
VSP 7400 Series VOSS 8.3
VSP 8200 Series V0SS 8.3
VSP 8400 Series V0SS 8.3
VSP 8600 Series Not Supported
XA1400 Series Not Supported
Autq—sense ports can app_ly 5420 Series VOSS 84.2
o e (A specific 5520 Series VOSS 8.4.2
VSP 4450 Series VOSS 8.4.2
VSP 4900 Series VOSS 8.4.2
VSP 7200 Series V0SS 8.4.2
VSP 7400 Series V0SS 8.4.2
VSP 8200 Series V0SS 8.4.2
VSP 8400 Series V0SS 8.4.2
VSP 8600 Series Not Supported
XA1400 Series Not Supported

Auto-sense is a port-based functionality that supports zero touch capabilities on the switch. Auto-sense
dynamically configures the port to act as an IS-IS NNI, Fabric UNI (Flex-UND), Fabric Attach (FA), or
voice (IP phone) interface, based on the Link Layer Discovery Protocol (LLDP) events. Auto-sense
provides global configuration options for IS-IS authentication, FA authentication, and voice
configuration for IP phones, on the switch. For more information about IP Phone Support, see IP Phone
Support on page 48.

When a switch boots in Zero Touch Fabric Configuration mode, all ports on the switch automatically
operate in Auto-sense mode, unless you manually change the port configuration. For more information
on Zero Touch Fabric Configuration, see Zero Touch Fabric Configuration on page 64.

With Auto-sense functionality, ports on a switch can detect whether they connect to a Shortest Path
Bridging (SPB) device, an FA client, FA Proxy, Voice IP devices, or an undefined host:
¢ |f a port connects to an SPB device or an FA client, then the system establishes Fabric architecture.

* |f a port connects to any undefined host, then the system moves all untagged traffic on the port to
an onboarding service network, also known as the onboarding I-SID.
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Zero Touch Capabilities Configuration

If a port operates in Auto-sense mode, Extensible Authentication Protocol (EAP) is enabled globally
with a RADIUS configuration, and the Auto-sense port does not detect an SPB or Fabric Attach
proxy neighbor, then the system automatically activates EAP and Non-EAP (NEAP) authentication
on them, for untagged traffic.

When you manually disable Auto-sense on a specific port, the switch removes the dynamic
configuration on that port unless you use an optional parameter to convert the dynamic configuration
to a manual configuration. If you do not use the optional parameter, the software removes all Auto-
sense state configuration and reverts the port to the default configuration.

If you enable Auto-sense on a port with a conflicting feature configuration, the software automatically
deletes the conflicting configuration from the port. Conflicting configurations include the following
commands or features:

access-diffserv command

flex-uni enable command
mac-security limit-learningcommand
gos 802.1lp-override enable command
Other feature configurations on the port:

o brouter port

o port tagging (encapsulation) - If a port has encapsulation enabled and you enable Auto-sense,
the port remains with encapsulation enabled. Disabling Auto-sense transitions the encapsulation
value to disabled. If a port has encapsulation disabled and you enable Auto-sense, port
encapsulation is enabled.

o Extensible Authentication Protocol over LAN (EAPoL)
o FA
o |S-IS interface

o Link Aggregation Control Protocol (LACP) and Virtual Link Aggregation Control Protocol
(VLACP)

o LLDP enable

o LLDP MED network policies

o private VLAN

o MLT member

o Switched UNI (S-UNI) or Transparent Port UNI (T-UNI) interface
o VLAN member

Implementation on Upgraded Switches with Existing Configuration

If the switch does not boot in Zero Touch Fabric Configuration mode and you want to use Auto-sense
functionality with an existing switch configuration, you must:

Enable Auto-sense on the applicable port or ports.

Create a new VLAN 4048. If the existing configuration uses VLAN 4048, you must configure a new
VLAN for those original purposes.

Configure I-SID 15999999 as the Auto-sense onboarding I-SID.
Assign onboarding I-SID 15999999 to private VLAN 4048.
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Auto-Sense Data I-SID

Auto-sense supports global configuration of a data I-SID on the switch, which applies to all Auto-sense
enabled ports. You can also configure Auto-sense data I-SID on each port to separate the data traffic
into individual port specific data I-SIDs. For example, if device A and device B connect to different Auto-
sense enabled ports and you configure an Auto-sense data I-SID on each port, the switch separates the
data traffic of device A from the data traffic of device B. A port-level data I-SID and the global data I-
SID can use the same value. The system prioritizes the |-SIDs in the following order:

Untagged I-SID assigned per client by EAP/NEAP MHMV
Untagged voice I-SID

Port data I-SID

Global data I-SID

Onboarding I-SID

N

The show running-config output includes the configured Auto-sense data I-SID for the port
module only if you enable Auto-sense on the port. If you disable Auto-sense on the port, the
configuration remains on the switch even though the command output does not include it. If you
disable Auto-sense on the port and use the convert-to-config parameter, the port remains in the
[-SID until you manually remove the data I-SID configuration from the port. If you re-enable Auto-sense
on the port, you must reconfigure the data I-SID on the port.

If you remove the Auto-sense data I-SID from a port, then the port uses either the global Auto-sense
data I-SID, if one exists, or the Auto-sense onboarding I-SID.

IS-1S Authentication

Auto-sense supports global configuration of IS-IS authentication key on the switch. All ports operating
in Auto-sense mode and transitioned to the NNI state, use the global IS-IS authentication key that you
configure using the auto-sense isis hello-auth type command. For more information, see
Configure Auto-sense IS-IS Authentication on page 29.

FA Configuration

Depending on the device that the Auto-sense port detects, the software can apply different FA-specific
configurations that you define:

* You can configure an I-SID for FA clients such as FA wap-type 1, FA camera, and FA open-virtual-
switch (OVS). The software prefers the FA I-SID over the onboarding I-SID.

*  You can configure a specific I-SID and customer VLAN ID to use as the management I-SID when the
port is in the Auto-sense FA PROXY state. If you do not configure a management [-SID, the port uses
the onboarding I-SID for untagged traffic.

* You can disable EAPoL authentication requirements for specific FA client types (wap-typel, camera,
and ovs).

FA Authentication

Auto-sense supports FA message authentication on switches. You can enable FA message
authentication globally on a switch. All ports operating in Auto-sense mode use the global
authentication key. A preconfigured authentication key exists on the switch, by default, which you can
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change. For more information, see Configure Auto-sense Fabric Attach (FA) Authentication on page
37.

Auto-sense Voice Capabilities

Auto-sense voice capabilities are based on the events when the switch detects an IP phone in the
network. For more information, see Auto-sense Voice on page 50.

Loop Prevention

Auto-sense ports between two switches that have transitioned to NNI state are not prone to loops. Any
connection can be wired and SPB establishes the shortest path connections. On Auto-senseNNI links
BVID information, as well as IS-IS area information, is exchanged enabling Zero Touch Fabric
functionality.

Auto-sense ports that connect to non-SPB switches operate in UNI mode, or FA Proxy mode in the case
of ERS or EXOS switches. In UNI mode, VOSS devices send Spanning Tree BPDU packets emulating root
bridge behavior ensuring that any potential UNI loop is broken by the attached spanning tree enabled
devices. For universal hardware switches that transition from EXOS to VOSS, there can be scenarios
where certain links are spanning tree blocked.

For more information on the port states, see Auto-sense Port States on page 19.

Running Configuration

If you view the running configuration, the global Auto-sense configuration displays under the port
module. Use the command show running-config module port.

Auto-sense Port States

The system uses a per-interface state to adapt to all Auto-sense events. Each state transition
determines background configuration on the port. The system does not display these configurations in
the output of the show running-config command or in the saved configuration file but if you
disable Auto-sense on the port and use the convert-to-config parameter, the dynamic
configuration becomes a manual configuration and is visible in the show running-config output.
Use show auto-sense commands to monitor the running states of each port.

Port Down State

If you run the auto-sense enable command on a port that is disabled or has an inactive link, the
port transitions to the Auto-sense Port Down state. This state transitions to the Auto-sense Wait state
after the port becomes operational or the link becomes active.

Wait State

The port modifies outgoing LLDP packets to represent the enhanced properties of the port and
analyzes incoming LLDP packets for possible transitions to advanced states like network-to-network
interface (NND), Fabric Attach (FA), or VOICE. If the port does not receive LLDP packets, the port
transitions to the UNI state.
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UNI State

This state grants onboarding and data connectivity to the port if you configure the onboarding I-SID, or
a data I-SID in the global Auto-sense configuration or at the port level. The system also applies the
trusted and untrusted Auto-sense global configuration. As with the Wait state, the port continues to
monitor received LLDP packets for transitions to other states.

Network Access Control (NAC) support, through EAP/NEAP, is enabled by default on each Auto-sense
port, but disabled globally. If you require EAP/NEAP operation on Auto-sense ports, you must globally
enable EAP and configure a RADIUS server.

The system performs the following background configurations on port x:

flex-uni enable

eapol status auto

eapol multihost radius-non-eap-enable

eapol multihost eap-oper-mode mhmv

[gos 802.lp-override enable]

[access-diffserv enable]

on port X interface, if onboarding I-SID Y is configured without data I-SID:
eapol guest i-sid Y

on onboarding I-SID interface, if it is configured without data I-SID:
untagged-traffic port X

on data I-SID interface, if it is configured:

untagged-traffic port X

An Auto-sense port in the UNI state remains in PVLAN isolated mode when any additional untagged I-
SID is applied to the port. Auto-sense ports support multiple VLAN/I-SIDs and PVLAN/I-SIDs on the
same port at any time concurrently. Typically, this operational mode is required when you configure
NAC support with Multiple Host Multiple VLAN (MHMV). The software then assigns clients to their
VLAN/I-SIDs based on their NAC authentication results.

NN/ States
The NNI states are as follows:

* NNI

* NNI onboarding
* NNIIS-IS

* NNI pending

If, while in the Wait state, the port receives a Fabric Connect LLDP packet, the port transitions to the
NNI state and adds the IS-IS SPBM instance on the interface. The system tries to establish an IS-IS
adjacency and, if successful, transitions the port to the NNI IS-IS state. The port remains in the NNI IS-IS
state until the adjacency fails, at which time it returns to the NNI state.

The system performs the following background configurations on port x:
isis

isis spbm 1

isis enable

[isis hello-auth ..] inherited from global configuration

If the system cannot establish the adjacency, it transitions the port to the NNI onboarding state. The
system creates a Switched UNI (S-UNID) with the onboarding I-SID.
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The system performs the following background configurations:
flex-uni enable

isis

isis spbm 1

isis enable

[isis hello-auth ..] inherited from global configuration
on onboarding i-sid interface, if it exists:
untagged-traffic port X

Fabric Attach (FA) States
The FA states are as follows:

* FA - this state is used for FA capable wireless access points, Camera or OVS devices

* FA PROXY - this state used for interaction with ERS and EXOS switches which are capable of FA
proxy function

* FA PROXY NOAUTH - this state used for interaction with ERS and EXOS switches which are capable
of FA proxy function

LLDP uses the FA TLV to detect FA-capable neighbors.
The port enters the FA state after LLDP detects an access point, an FA client that is not another switch.

The system performs the following background configurations on port x:

flex-uni enable

eapol status auto

eapol multihost radius-non-eap-enable

eapol multihost eap-oper-mode mhmv

eapol guest i-sid X

fa enable

on onboarding i-sid interface, if it exists:
untagged-traffic port X

If LLDP detects an FA proxy switch such as EXOS or ERS switch that uses FA message authentication,
the port transitions to the FA PROXY state.

The system performs the following background configurations on port x:

flex-uni enable

fa enable

fa message-authentication
fa management-isid

e Note
E By default, the FA PROXY state uses the onboarding I-SID as the management I-SID but you
can override this with a specific I-SID and customer VLAN ID combination.

If the FA proxy switch does not use FA message authentication, the port transitions to the FA PROXY
NOAUTH state.

The system performs the following background configurations on port x:

flex-uni enable

fa enable

on onboarding i-sid interface, if it exists:
untagged-traffic port X
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Depending on the device that the Auto-sense port detects, VOSS can apply different FA-specific
configurations that you define. For more information, see Auto-sense on page 16.

When a port is in the FA state, the system uses the following priority for untagged traffic:

EAP/NEAP assigned I-SID

WAP, camera, or open virtual switch (OVS) I-SID
Onboarding I-SID

Drop

N N

Voice State

If the port detects an LLDP packet from a phone, the port transitions to the VOICE state. A global Auto-
sense voice configuration is not required to transition to the VOICE state except a specific voice VLAN
shall be signaled to the phone.

For more information on Auto-sense voice, see Auto-sense Voice on page 50.

DHCP Port Snooping

For zero touch onboarding, if a port answers Dynamic Host Configuration Protocol (DHCP) requests
sent by the switch and the port is in the Auto-sense UNI state, the system automatically changes the
port's Private VLAN configuration from isolated mode to promiscuous mode.

Without this port type change on the Private VLAN, the other devices in the network cannot receive an
IP address through the DHCP server if they are in the Zero Touch Fabric Configuration mode unless you
disable Auto-sense on the port and manually change the port from isolated mode to promiscuous
mode.

Auto-sense Logical Flowcharts

G

The system uses a per-interface state to adapt to all Auto-sense events. Each state transition
determines background configuration on the port. The system does not display Auto-sense port
configurations in the show running-config command or in the saved configuration file; instead use
the show auto-sense commands to show global and port specific Auto-sense information..

The following flowcharts describe the system logic for Auto-sense port state detection, how the system
configurations change the logic path, and the Auto-sense configuration results.

uid Note
a The vlan create CLI command examples are not applicable for DvR leaf switch
configurations. DVR leaf switches create VLANs automatically.

Auto-sense Port State: | ,, VSP Switch LLDPlISIS Auto-sense Port State: NNI |, [ Tagged: BVIDs
Not Connected I Detected - (if IS-IS hello authentication (1S-IS NNI enabled)

matches)

Figure 1: Auto-sense Fabric NNI
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Auto-sense Port

START State: | o | No NNI, no FA, - Auto-sense Port State:

Not Connected no Phone Client (UNI)
4 #no auto-sense onboarding i-sid ;EDrOp
*3 #auto-sense onboarding i-sid z
*5 l (" Untagged: onboarding i-sid
> [NO ADDITIONAL CONFIG] > (PVL%gN or edited CV?.AN)
* #vlan create x type port | private _Untagged: port data i-sid
> #vlan i-sid x y —>® = Global
#auto-sense data i-sid y _( o a)
*1 #vlan create x type port | private Untagged: port data i-sid
#vlan i-sid x y —> Each Port
“priority for untagged traffic #interface gigabitethernet auto-sense data i-sid y ( ac or )
Figure 2: Auto-sense UNI client without NAC
Auto-sensg Port No NNI, no FA, Auto-sense Port State:
START state: PP | no Phone - Client (UNI)
Not Connected
#eapol ble <
*1 #vlan create x type port | private
#vlan i-sid x y
#auto-sense data i-sid x
*3
#no auto-sense onboarding i-sid y = Drop
69 *2 sauto onboarding i-sid 2 - _Onboarding VLAN and I-SID
9 Y > (PVLAN)
4 I —
[NO ADDITIONAL CONFIG]
Reject
VSA without vlan / isid
#vlan create x type port | private —Untagged: onboarding or
#vlan i-sid x y >
#auto-sense data i-sid x Data I-SID

___ [NO ADDITIONAL CONFIG] —
) . Tagged / Untagged:
VSAwithvian/isid __ No ADDITIONAL CONFIG] based on RADIUS VSA

response (each port)

\

No Response

fail-open #interface gigabitethernet eapol failopen vlan | i-sidk ————p| Fail-open VLAN or I-SID

*priority for untagged traffic

Figure 3: Auto-sense UNI client with NAC
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\

Auto-Sense Port State: Detect VoIP Auto-Sense Port State:
START Not Connected —LLOP—> Phone Voice

QoS. LLDP-MED-
*4 o
#no auto-sense onboarding i-sid > Drop
*5 —Untagged: onboarding
[NO ADDITIONAL CONFIG] > ..
[ 1 T PVLAN i-sid
3 #auto: onboarding i-sid z
* #vlan create x type port | private f_
#vlan i-sid x y »| Untagged: voice i-sid
#auto-sense voice i-sid x untagged L
*3
»69 #auto-sense onboarding i-sid z
“ s Untagged: onboarding
#auto-sense voice i-sid x c-vid y (tagged) —| [NO ADDITIONAL CONFIG] Y »| PVLAN i-sid
Tagged: voice VLAN
* #vlan create x type port | private Untagged: Fjata i-sid
- #vlan i-sid x y — Tagged: voice VLAN
#auto-sense data i-sid x (global)
1 #vlan create x type port | private Untagged: data i-sid
vlan i-sid x y ———»| Tagged: voice VLAN
*Priority for untagged traffic #int gig auto-sense data i-sid x (each port)

Figure 4: Auto-sense voice without NAC
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Auto-Sense Port State:
Not Connected

Phone MAC

Each client

or phone MAC

#eapol enable

Detect VoIP Auto-Sense Port State:
LLDP—
Phone Voice
QosS. LLDP-MED. J

VSA with VLAN / ISID.

VSA without VLAN / ISID.

Accept

Response

#vlan create x type port | private
vlan i-sid x y

»| Untagged: voice i-sid

#auto-sense voice i-sid x untagged

—— > #auto-sense eapol voice lldp-auth —p=|

#auto-sense voice i-sid x c-vid y (tagge

[NO ADDITIONAL CONFIG}]

d)

ETagged: voice VLAN

_ [_Tagged or untagged from

#vlan create x type port | private

——| lan i-sid x y —

#auto-sense data i-sid x

. LRADIUS VSA response

'_Untagged: data i-sid
(global)

#vlan create x type port | private
lan i-sid x y
#int gig auto-sense data i-sid x

'_Untagged: data i-sid
—> Tagged: voice VLAN
(each port)

‘ #aut voice i-sid x tagged / untagged———p-|

#no auto: onboarding i-s

———#vlani-sid x y
#auto-sense data i-sid x

'_Untagged or untagged:
voice i-sid

——— [NO ADDITIONAL CONFIG}
Rejec:4>69 Onboarding VLAN

and i-sid (PVLAN)

id x- Drop

#vlan create x type port | private

face gigabitethernet eapol failopen vlan | i-sid———| Fail-open VLAN or i-sid

Figure 5: Auto-sense voice with NAC

Auto-sense Port
State: L LDP—]
Not Connected

Detect
FA-Proxy
Switch

\

Pro

Auto-sense Port State:

if FA authentication matches

Xy Switch

EXOS

*priority for untagged traffic

*2

PR

*3

#vlan i-sid x y
#auto-sense fa proxy-no-auth i-sid

[NO ADDITIONAL CONFIG]

#auto: onboarding i-sid z
[NO ADDITIONAL CONFIG]Q

* #vlan create x type port | private

Tagged: FA assignments

 S—

_Untagged: management i-sid

Tagged: FA assignments

_Tagged: management i-sid

\

#auto-sense fa proxy management i-sid c-vid —p|

Figure 6: Auto-sense FA proxy switch

Tagged: onboarding i-sid
Tagged: FA assignments

_Tagged: management i-sid
Tagged: FA assignments

Untagged: onboarding PVLAN i-sid

VOSS User Guide for version 8.1

25



Auto-sense Logical Flowcharts

Zero Touch Capabilities

Auto-Sense Port State:

Not Connected —LLoP—>

Detect
FA-WAP

Auto-Sense Port State:

FA-WAP (camera / OVS)
if authentication matches

\

#auto-sense onboarding i-sid z

‘f_Untagged: onboarding i-sid (PVLAN)

[NO ADDITIONAL CONFIG]

T o uagged: FA-assignments

#vlan create x type port | private
#vlan i-sid x y

Untagged: WAP i-sid

>
P

#auto-sense fa wap-typel i-sid

#vlan create x type port | private
#vlan i-sid x y
#auto-sense fa camera i-sid

*1 #vlan create x type port | private
#vlan i-sid x y

* priority for untagged traffic #auto-sense fa ovs i-sid

(]

Untagged: camera i-sid

e

2

Untagged: OVS i-sid

-

Figure 7: Auto-sense FA WAP / camera / OVS without NAC

Auto-Sense Port State:

Not Connected —LLOP—

Detect
FA-WAP

Auto-Sense Port State:
FA-WAP (camera / OVS)
if authentication match

#eapol enable

*

*

—— #auto-sense fa camera eapol status authorized

*

#auto-sense fa ovs eapol status authorized

#auto-sense fa wap-type-1 eapol status authorized ——

*

2
gs

#vlan create x type port | private
#vlan i-sid x y
#auto-sense fa wap-type-1 i-sid

_>Dntagged: WAP i-sid

#vlan create x type port | private
#vlan i-sid x y
#auto-sense fa camera i-sid

—»| Untagged: camera i-sid

#vlan create x type port | private
#vlan i-sid x y
#auto-sense fa ovs i-sid

—>EUntagged: ovs i-sid
#no auto-sense onboarding i-sid —>EDr0p untagged

[NO ADDITIONAL CONFIG] —>CUntagged: onboarding i-sid

Accept: WAP,
Client-MAC

»| onboarding i-sid

Accept: WAP, =
Client-MAC, | RADIUS
VSA with i-sid assigned i-sid

[ Untagged: RADIUS

\/

Reject

\

*priority for untagged traffic

{ Accept: VSA MHSA } »| VSA MHSA response
(port)
Reject: WAP, .
Client-MAC, »| Drop
i-sid -

Figure 8: Auto-sense FA WAP / camera / OVS with NAC
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Auto-sense Configuration using CLI

To change the Auto-sense configuration on a port using EDM, see Configure Basic Port Parameters on
page 599.

Enable Auto-sense on Port(s)

uid Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to manually enable Auto-sense on a specific port.

uid Note
E After a switch boots without a configuration file, Auto-sense is enabled on all ports, by
default.

Procedure

1. Enter GigabitEthernet Interface Configuration mode:

enable
configure terminal

interface GigabitEthernet {slot/port[/sub-port][-slot/port[/sub-port]]
[,...1}

Bod Note
E If the platform supports channelization and the port is channelized, you must also specify
the sub-port in the format slot/port/sub-port.

2. Enable Auto-sense on the port:

auto-sense enable
Example

Enabling Auto-sense on port 1/2:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #interface gigabitEthernet 1/2

Switch:1 (config-if) #auto-sense enable

Warning: Enabling Auto-Sense will default port configurations.

Disable Auto-sense on Port(s)

uid Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.
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About This Task

Perform this procedure to disable Auto-sense on a specific port. You also have the option to disable
Auto-sense on the port but retain the configuration that the system applied dynamically.

Procedure

1. Enter GigabitEthernet Interface Configuration mode:

enable
configure terminal

interface GigabitEthernet {slot/port[/sub-port][-slot/port[/sub-port]]
[,...1}

ud Note
E If the platform supports channelization and the port is channelized, you must also specify
the sub-port in the format slot/port/sub-port.

2. Disable Auto-sense on the port:

no auto-sense enable [convert-to-config]

Example

Disable Auto-sense on port 1/2 but retain the configuration. The dynamic configuration becomes a
manual configuration and is visible in the show running-config output and can be saved to the
configuration file using the save config command.

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #interface interface gigabitEthernet 1/2
Switch:1 (config-if) #no auto-sense enable convert-to-config
Switch:1 (config-if) #save config

Variable Definitions

The following table defines parameters for the no auto-sense enable command.

Variable Value

convert-to- |Retains the Auto-sense configuration that the system applies dynamically on the
config specific port. The dynamic configuration becomes a manual configuration and is
visible in the show running-config output. If you run the "no auto-sense
enable” command without the "convert-to-config" option, then the configuration
will be removed from the port and the port returns to the default state where VLAN
11is assigned.

Configure the Auto-sense Wait Interval

i Note
E This procedure does not apply to VSP 8600 Series or XA1400 Series.
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About This Task

Perform this task to configure the time, in seconds, for Auto-sense to wait for a Link Layer Discovery
Protocol (LLDP) neighbor to be detected in the Auto-sense wait state before transitioning to the Auto-
sense onboarding state.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the Auto-sense wait interval:
auto-sense wait-interval <10-120>
3. Verify the Auto-sense wait interval information:

show auto-sense wait-interval
Example

Configure the Auto-sense wait interval as 50 seconds:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense wait-interval 50

Verify the Auto-sense wait-interval information:

Switch:1>show auto-sense wait-interval

AUTO-SENSE GLOBAL Config

WAIT
INTERVAL

Variable Definitions

The following table defines parameters for the auto-sense wait-interval command.

Variable Value

<10-120> | Specifies the wait interval, in seconds, for Auto-sense ports. The default value is 35.

Configure Auto-sense I1S-1S Authentication

uid Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.
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Before You Begin
Enable IS-IS globally.
About This Task

Perform this procedure to configure a global IS-IS authentication key for ports that are operating in
Auto-sense mode.

i Note

E If the IS-IS authentication keys on auto-sense ports between two switches do not match, then
the auto-sense port state will be auto-sense UNI onboarding, until the keys are matching, then
an IS-1S adjacency will be established.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the authentication type for IS-IS hello packets on Auto-sense ports:

auto-sense isis hello-auth type {none|simple|hmac-md5|hmac-sha-256}
[key WORD<1-16>] [key-id <1-255>]

Example

Configuring simple authentication for IS-IS hello packets on Auto-sense ports:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense isis hello-auth type simple key Secure
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Variable Definitions

The following table defines parameters for the auto-sense isis hello-auth type command.

Variable

Value

{nonel|simple|
hmac-mdb5 |
hmac-sha-256}

Specifies the authentication type for IS-IS hello packets on Auto-sense ports:

* none

+ simple - simple password authentication uses a text password in the
transmitted packet. The receiving router uses an authentication key
(password) to verify the packet.

* hmac-md5 - MD5 authentication creates an encoded checksum in the
transmitted packet. The receiving router uses an authentication key
(password) to verify the MD5 checksum of the packet.

* hmac-sha-256 - with SHA-256 authentication, the switch adds an hmac-sha-
256 digest to each Hello packet. The switch that receives the Hello packet
computes the digest of the packet and compares it with the received digest.

Note: Secure Hashing Algorithm 256 bits (SHA-256) is a cipher and a
cryptographic hash function of SHA2 authentication. You can use SHA-256 to
authenticate ISIS Hello messages. This authentication method uses the
SHA-256 hash function and a secret key to establish a secure connection
between switches that share the same key. This feature is in full compliance
with RFC 5310.

The default authentication type is none.

key
WORD<1-16>

Specifies the authentication key (password) used by the receiving router to verify
the packet.

key-id <1-255>

Specifies the key ID.

Configure Auto-sense Access Ports

uid Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to configure ports operating in Auto-sense mode to determine the Layer 3
Quality of Service (QoS) actions the switch performs. The Auto-sense access ports override the
Differentiated Services Code Point (DSCP) markings.

Procedure

1.

Enter Global Configuration mode:

enable

configure terminal

Configure Auto-sense access ports:

auto-sense access-diffserv [enable]
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Example

Configure the Auto-sense access ports:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch (config) #auto-sense access-diffserv enable

Variable Definitions

The following table defines parameters for the auto-sense access-diffserv command.

Variable Value

enable Configures the ports operating in Auto-sense
mode to determine the Layer 3 Quality of Service
(QoS) actions the switch performs. The Auto-
sense access ports override the Differentiated
Services Code Point (DSCP) markings. The default
configuration is enabled.

Disable Auto-sense DHCP Server Detection

e Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to disable Dynamic Host configuration Protocol (DHCP) server detection in
Auto-sense mode.

2ol Note
E By default Auto-sense DHCP server detection is enabled. This ensures automatic detection of
the DHCP uplink ports in Zero Touch Deployment.

Procedure
1. Enter Global Configuration mode:

enable

configure terminal
2. Disable DHCP server detection:

no auto-sense dhcp-detection

Example

Enable DHCP server detection:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #no auto-sense dhcp-detection
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Configure the Auto-sense Onboarding [-SID on the Switch

uid Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to configure the onboarding I-SID for ports that are operating in Auto-sense
mode. The onboarding I-SID is typically used to onboard networking devices such as switches and non
FA capable access points. By default, the onboarding I-SID provides automatic reachability when
switches are booted from factory without a configuration file. For security reasons, the onboarding I-SID
forms an isolated PVLAN/ETREE to block any unwanted port to port cross talk.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the onboarding I-SID:

auto-sense onboarding i-sid <1-16777215>

Example

Configuring the Auto-sense onboarding I-SID:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense onboarding i-sid 15000000

Variable Definitions

The following table defines parameters for the auto-sense onboarding command.

Variable Value

1-s1d<1-16777215>|Specifies the service instance identifier (I-SID). The default onboarding I-SID
value is 15999999.

Configure a Auto-sense Global Data I-SID

i Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

Before You Begin
* Enable Auto-sense on the port.
* Associate a VLAN with the I-SID before you configure it as the global data I-SID.
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About This Task

Perform this task to configure Auto-sense data traffic information for ports that are operating in Auto-
sense mode.

uid Note
E This option applies to the auto-sense UNI and voice states only, it replaces the onboarding |-
SID and places an (untagged) client device into a pre-defined global data I-SID.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Configure the data service instance identifier (I-SID):

auto-sense data i-sid <1-16777215>
Example

Configuring the Auto-sense data I-SID:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense data i-sid 1000

Variable Definitions

The following table defines parameters for the auto-sense data command.

Variable Value

i-5id<1-16777215> Specifies the service instance identifier (I-SID).

Configure a Auto-sense Port Data [-SID

e Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

Before You Begin
* Enable Auto-sense on the port.

* Associate a VLAN with the I-SID before you configure it as the data I-SID on the port. This does not
apply to a DVR leaf.
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About This Task

Perform this procedure to configure a data I-SID on a port.

uid Note
E This option applies to the auto-sense UNI and voice states only, it replaces the onboarding |-
SID and places an (untagged) client device into a pre-defined port specific data I-SID.

Procedure
1. Enter GigabitEthernet Interface Configuration mode:
enable

configure terminal

interface GigabitEthernet {slot/port[/sub-port][-slot/port[/sub-port]]
[,..-1}

i Note
E If the platform supports channelization and the port is channelized, you must also specify
the sub-port in the format slot/port/sub-port.

2. Configure the Auto-sense port data I-SID:
auto-sense data i-sid <1-16777215>

Example

Configuring the Auto-sense data I-SID for ports 1/1-1/5:

Switch:1>enable

Switch:1l#configure terminal

Switch:1 (config) #interface gigabitEthernet 1/1-1/5
Switch:1 (config-if) #auto-sense data i-sid 15000000

Variable Definitions

The following table defines parameters for the auto-sense data command.

Variable Value

i-5id<1-16777215> Specifies the service instance identifier (I-SID).

Configure Layer 2 Trusted Auto-sense Ports

e Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to override incoming 802.1p bits on ports that operate in Auto-sense UNI or
voice mode.
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Procedure
1. Enter Global Configuration mode:

enable

configure terminal
2. Configure Auto-sense ports as Layer 2 untrusted:

auto-sense gos 802.lp-override
Example

Configure Auto-sense ports as Layer 2 trusted:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense gos 802.lp-override

Configure EAPol Authentication Requirements for Auto-sense Fabric Attach Clients

i Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

You can disable EAPoL authentication for specific Fabric Attach (FA) client types.
About This Task
By default, authentication is required before the connection is authorized.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure EAPoL authentication requirements from the following choices:
* For auto-sensed cameras: auto-sense fa camera eapol status {authorized |
auto}

* For auto-sensed virtual switches: auto-sense fa ovs eapol status {authorized |
auto}

* For auto-sensed wireless access points (WAP): auto-sense fa wap-typel eapol
status {authorized | auto}
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Variable Definitions

The following table defines parameters for the auto-sense commands related to EAPoL
authentication for Fabric Attach (FA).

Variable Value
{authorized | Configures the EAPoL authentication requirement for the specific client type.
auto} Choose from the following options:
* authorized— the port skips EAPoL authentication and authorizes the
connection.

e auto — authorization depends on the result of EAPoL authentication.

By default, authentication is required before the connection is authorized.

Configure Auto-sense Fabric Attach (FA) Authentication

i Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task
Perform this procedure to configure FA authentication for ports that are operating in Auto-sense mode.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the FA authentication key:

auto-sense fa authentication-key WORD<0-32>
3. Enable FA message authentication:

auto-sense fa message-authentication
Example

Configuring FA message authentication globally:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense fa message-authentication
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Variable Definitions

The following table defines parameters for the auto-sense fa command.

Variable Value

authentication-key Specifies the authentication key value.

WORD<(0-32>

message-authentication Enables Fabric Attach (FA) message authentication globally,
for ports that operate in Auto-sense mode.

Configure an [-SID for Auto-sense Fabric Attach Clients

pac Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

For Zero Touch Deployment and assignments of dedicated I-SIDs for FA capable cameras, Wireless
Access Points, FA proxy switches and Open Virtual Switches (OVS),configure a specific I-SID to use
instead of the onboarding I-SID when a port is in an Auto-sense Fabric Attach (FA) state and detects an
FA client.

Before You Begin
* (Create the |-SID.

* Associate the I-SID with either a platform or private VLAN; this association is not required on a DvR
Leaf.

About This Task
You can create only one I-SID of each type.

The FA I-SID can be the same as the voice I-SID because they are used by different Auto-sense port
states.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the FA I-SID from the following choices:
* For auto-sensed cameras: auto-sense fa camera i-sid <1-16777215>

* Forauto-sensed FA client switches that do not use FA message authentication, like EXOS:
auto-sense fa proxy-no-auth i-sid <1-16777215>

* Forauto-sensed virtual switches: auto-sense fa ovs i-sid <1-16777215>

* For auto-sensed wireless access points (WAP): auto-sense fa wap-typel i-sid
<1-16777215>
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Variable Definitions

The following table defines parameters for the auto-sense commands related to Fabric Attach (FA)

[-SIDs.
Variable Value
i-5id<1-16777215> Specifies the service instance identifier (I-SID).

Configure a Management [-SID for Auto-sense Fabric Attach Proxy Switches

e Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

Configure a specific I-SID and customer VLAN ID to use as the management I-SID when a port is in the
Auto-sense FA PROXY state.

About This Task
The switch creates this [-SID dynamically and uses it instead of the onboarding I-SID.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the management I-SID:

auto-sense fa proxy management i-sid <1-16777215> c-vid <1-4094>

Variable Definitions

The following table defines parameters for the auto-sense fa proxy management command.

Variable Value
c-vid<1-4094> Specifies the customer VLAN ID.
i-sid<1-16777215> Specifies the service instance identifier (I-SID).

Display Auto-sense Configuration on the Switch

poc Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task
Perform this procedure to display the Auto-sense configuration on the switch.

Procedure

1. To enter User EXEC mode, log on to the switch.
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2. Display the Auto-sense configuration:

show auto-sense [access-differv] [data] [dhcp-detection] [eapol] [fa]
[isis] [onboarding] [gos] [voice] [wait-interval]

3. Display the Auto-sense status and state on a port:
show interfaces gigabitEthernet auto-sense [ {slot/port [/sub-port] [-slot/port[/sub-
port]][,...]}]

Examples

Display the Auto-sense configuration related to voice:

Switch:1>show auto-sense voice

AUTO-SENSE VOICE Config

TYPE LDDP-AUTH ENABLE I-SID C-VID DSCP PRIORITY

Display the Auto-sense status and state on a range of ports:

Switch:1>show interfaces gigabitethernet auto-sense 1/1-1/5

Port Auto-sense

PORT AUTO-SENSE AUTO-SENSE AUTO-SENSE

NUM STATUS STATE PORT-DATA-ISID
1/1 Enable UNI-ONBOARDING 500

1/2 Disable OFF

1/3 Disable OFF

1/4 Disable OFF

1/5 Disable OFF

Display the Auto-sense status for Fabric Attach (FA):

Switch:1>show auto-sense fa

AUTO-SENSE FA Config

MSG-AUTH MSG-AUTH-KEY

AUTO-SENSE FA Client specific config

TYPE EAPOL STATUS I-SID VLANID C-VID MGMT I-SID MGMT C-VID
camera Auto 100 100 untag - -
wap-typel Auto 200 200 untag - -
open-virtual-switch Auto - - - - -
proxy-no-auth Auth 300 300 untag - -

Proxy Auth 400 n/a 400 400 400
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Display the Auto-sense wait-interval information.

Switch:1>show auto-sense wait-interval

AUTO-SENSE GLOBAL Config

WAIT
INTERVAL

Auto-sense Configuration using EDM

The following sections provide procedural information to configure Auto-sense on the switch using the
Enterprise Device Manager (EDM).

Enable LLDP Authentication of IP Phones

i Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

Before You Begin
You must enable EAPoL globally.
About This Task

Perform this procedure to enable Link Layer Discovery Protocol (LLDP) authentication of IP phones. The
switch authenticates the phone after it receives LLDP packets from the phone.

Auto-sense LLDP authentication applies to Auto-sense ports in the VOICE state. Auto-sense LLDP
authentication does not require a global Auto-sense voice configuration.

The system removes the LLDP session for the following reasons:
* You disable EAPoL globally.

* You disable Auto-sense on the port.

* The LLDP neighbor is removed.

If the LLDP authentication configuration exists and one of the following situations occur, the LLDP
session is recreated:

* You renable EAPoL globally.
* You renable Auto-sense on the port.
* The LLDP neighbor is recreated.

Procedure

1. In the navigation pane, expand the Configuration > Edit folders.
2. Select AutoSense.
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3. Select the Globals tab.

4. Select EapolVoiceLldpAuthEnable, to enable the EAPoL LLDP authorization for voice Auto-sense
ports.

5. Select Apply.

Configure Auto-sense Voice Information for IP Phones

s Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

The switch applies the Auto-sense voice configuration on specific port(s), after it discovers IP phones
on the port through LLDP packets.

Before You Begin

If you boot the switch with a configuration file, and not through Zero Touch Fabric Configuration, you
must manually enable Auto-sense on specific port(s).

About This Task

Perform this procedure to configure Auto-sense voice information for IP phones. A global Auto-sense
voice configuration does not require LAuto-senseLDP authentication.

Procedure

In the navigation pane, expand Configuration > Edit.

Select AutoSense.

Select the Globals tab.

For Voicelsid, type the I-SID value.

For VoiceCvid, type the CVID value associated with the voice I-SID.
Select Apply.

RO NENSNINEY NS

Disable Auto-sense DHCP Server Detection

uhe Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task
Perform this procedure to disable DHCP server detection in Auto-sense mode.

Procedure

In the navigation pane, expand Configuration > Edit.
Select AutoSense.

Select the Globals tab.

Select DhepDetection to disable DHCP detection.
Select Apply.

N N
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Configure Auto-sense Onboarding I-SID Globally

e Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to configure the onboarding I-SID for ports that are operating in Auto-sense
mode.

Procedure

In the navigation pane, expand Configuration > Edit.

Select AutoSense.

Select the Globals tab.

For Onboardinglsid, type I-SID value for the Auto-sense ports.
Select Apply.

N

Configure Auto-sense Data I-SID Globally

uie Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

Before You Begin
* Enable Auto-sense on the port.
* Associate a VLAN with the I-SID before you configure it as the global data I-SID.

About This Task

Perform this task to configure Auto-sense data traffic information for ports that are operating in Auto-
sense mode.

poc Note
E This option applies to the Auto-sense UNI and voice states only, it replaces the onboarding I-
SID and places an (untagged) client device into a pre-defined global data I-SID.

Procedure

In the navigation pane, expand Configuration > Edit.

Select AutoSense.

Select the Globals tab.

For Datalsid, type the data I-SID value used by the Auto-sense ports.
Select Apply.

I

Configure Layer 2 Trusted Auto-sense Ports

i Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.
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About This Task
Perform this procedure to override incoming 802.1p bits on ports that operate in Auto-sense mode.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Select AutoSense.

3. Select the Globals tab.

4

. Select Qos8021pOverrideEnable to override incoming 802.1p bits on ports that operate in Auto-
sense mode.

5. Select Apply.

Configure Auto-sense IS-1S Authentication

uie Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to configure a global IS-I1S authentication key for ports that are operating in
Auto-sense mode.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select AutoSense.

3. Select the Globals tab.

4. For IsisHelloAuthType, select a type of IS-IS hello authentication.

5. For IsisHelloAuthKeyld, type the key ID for IS-IS authentication for the Auto-sense ports.
6. For IsisHelloAuthKey, type the key for IS-IS authentication for the Auto-sense ports.

7. Select Apply.

Configure Auto-sense Access Ports

Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to configure ports operating in Auto-sense mode to determine the Layer 3 QoS
actions the switch performs. The Auto-sense access ports override the Differentiated Services Code
Point (DSCP) markings.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select AutoSense.

3. Select the Globals tab.

4. Select AccessDiffservEnable to enable differentiated serve type as access for Auto-sense ports.
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5. Select Apply.

Configure Auto-sense Fabric Attach Authentication

uie Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to configure Fabric Attach (FA) authentication for ports that are operating in
Auto-sense mode.

Procedure

In the navigation pane, expand Configuration > Edit.

Select AutoSense.

Select the Globals tab.

Select FaMsgAuthEnable, to enable FA message authentication.

For FaAuthenticationKey, type the key for FA authentication for the Auto-sense ports.
Select Apply.

IR RENSNINEY NS

Globals Field Descriptions
Use the data in the following table to use the Globals tab.

Name Description

AccessDiffservEnable Enables or disables the differentiated service type as access for Auto-
sense ports. The default is enabled.

Datalsid Specifies the data [-SID used by the Auto-sense ports.

EapolVoiceLldpAuthEnable| Enables the EAPoL LLDP authentication for Auto-sense voice ports. The
default is disabled.

FaMsgAuthEnable Enables or disables the FA message authentication for Auto-sense ports.
The default is enabled.

FaAuthenticationKey Specifies the FA authentication key for Auto-sense ports.
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Name Description

IsisHelloAuthType Specifies the authentication type for IS-IS hello packets on Auto-sense
ports:
* None

* simple - simple password authentication uses a text password in the
transmitted packet. The receiving router uses an authentication key
(password) to verify the packet.

* hmac-md5 - MD5 authentication creates an encoded checksum in the
transmitted packet. The receiving router uses an authentication key
(password) to verify the MD5 checksum of the packet.

* hmac-sha256 - with SHA-256 authentication, the switch adds an
hmac-sha-256 digest to each Hello packet. The switch that receives
the Hello packet computes the digest of the packet and compares it
with the received digest.

Note: Note: Secure Hashing Algorithm 256 bits (SHA-256) is a cipher and
a cryptographic hash function of SHA2 authentication. You can use
SHA-256 to authenticate ISIS Hello messages. This authentication
method uses the SHA-256 hash function and a secret key to establish a
secure connection between switches that share the same key. This
feature is in full compliance with RFC 5310.

The default authentication type is none.

IsisHelloAuthKeyld Specifies the IS-IS hello authentication number key id for the Auto-sense
ports.
IsisHelloAuthKey Specifies the IS-IS hello authentication number key for the Auto-sense

ports. You must configure the IS-IS hello authentication key along with
the IS-IS hello authentication type.

Onboardinglsid Specifies the onboarding |-SID used by the Auto-sense ports.

Qos8021pOverrideEnable | Overrides the incoming 802.1p bits on ports that operate in Auto-sense
mode. The default is enabled.

Voicelsid Specifies the voice I-SID used by Auto-sense ports.

VoiceCvid Specifies the customer VLAN ID associated with the voice |-SID used by
Auto-sense ports. Voice C-Vid is configured for tagged voice traffic only.
You must configure the Auto-sense voice customer VLAN ID along with
the auto-sense voice I-SID.

DhcpDetection Enables or disables the DHCP detection in Auto-sense mode. The default
is enabled.

FaCameralsid Specifies the FA camera I-SID used by auto-sense ports.

FaProxyMgmtlsid Specifies the FA proxy management I-SID used by auto-sense ports.

FaProxyMgmtCvid Specifies the FA proxy management Client-VLAN ID (c-vid) used by
auto-sense ports.

FaProxyNoAuthlsid Specifies the FA proxy no-auth |-SID used by auto-sense ports.

FaVirtualSwitchlsid Specifies the FA virtual-switch I-SID used by auto-sense ports.

FaWapTypellsid Specifies the FA WAP type-11-SID used by auto-sense ports.

FaCameraEapolStatus Spetcifies the FA EAPOL status for Camera I-SID used by auto-sense
ports.
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Name Description

FaEapolOVSStatus Specifies the FA EAPOL status for OVS (Open-Virtual-Switch) I-SID used
by auto-sense ports.

FaEapolWap1Status Specifies the FA EAPOL status for Wap-type-11-SID used by auto-sense
ports.

WaitInterval Specifies the wait interval in seconds for the "WAIT' state of auto-sense's
finite state machine.

Auto-sense Port Configuration using EDM

Perform the following procedures to configure Auto-sense on specific ports using the Enterprise Device
Manager (EDM).

Enable Auto-sense on Port(s)

uiu Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task
Perform this procedure to enable Auto-sense on one or more ports.

If you select more than one port, the format of the tab changes to a table-based tab.

uid Note
E * After a switch boots without a configuration file, Auto-sense is enabled on all ports, by
default.

* Auto-sense is disabled by default for existing configurations but enabled for new Zero
Touch Fabric Configuration deployments.

Procedure

In the Device Physical View tab, select one or more ports.
In the navigation pane, expand Configuration > Edit > Port.
Select General.

Select the Interface tab.

For AutoSense, select enable.

Select Apply.

SN RNNEOE NS

Disable Auto-sense on Port(s)

e Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task

Perform this procedure to disable Auto-sense on one or more ports. You also have the option to disable
Auto-sense on the port but retain the configuration that the system applied dynamically. The dynamic
configuration becomes a manual configuration and is visible in the show running-config output.
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If you select more than one port, the format of the tab changes to a table-based tab.

Procedure

In the Device Physical View tab, select one or more ports.
In the navigation pane, expand Configuration > Edit > Port.
Select General.

Select the Interface tab.

For AutoSense, select disable.

(Optional) Select AutoSenseKeepAutoConfig to retain the configuration that the system applies
dynamically.

7. Select Apply.

IR RENSNINEE NS

Configure an Auto-sense Data I-SID on a Port

s Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

About This Task
Perform this procedure to configure an Auto-sense Data |-SID on a port.

Procedure

In the Device Physical View tab, select a port.

In the navigation pane, expand Configuration > Edit > Port.

Select General.

Select the Interface tab.

For AutoSenseDatalsid, type the data I-SID value. The range is O to 16777215.
Select Apply.

IR RENSNINEE NS

IP Phone Support
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Table 6: IP Phone product support

Feature Product Release introduced
IP Phone Support 5420 Series VOSS 8.4
5520 Series VOSS 8.3
VSP 4450 Series VOSS 8.3
VSP 4900 Series VOSS 8.3
VSP 7200 Series VOSS 8.3
VSP 7400 Series VOSS 8.3
VSP 8200 Series V0SS 8.3
VSP 8400 Series VOSS 8.3
VSP 8600 Series Not Supported
XA1400 Series Not Supported

The IP phone support feature focusses on the following key points:

*  Works only on the Flex UNI-enabled and Auto-sense ports.

* For Avaya phones, you can choose to configure and send call server and file server Link Layer
Discovery Protocol (LLDP) Type-Length-Value (TLV) options through the 11dp vendor-
specific CLI command.

* To reduce configuration overhead, this feature includes the Auto-sense voice mechanism to detect
IP phones from LLDP signalling. After the switch detects the phone, this mechanism manages the
following tasks:

o Provides the voice VLAN to the phone, tagging, Differentiated Services Code Point (DSCP), and
priority parameters through the LLDP Media Endpoint Discovery (MED) signaling options.

o Configures a switched UNI for phone traffic and sends it to the Service Instance Identifier (I-SID)
that is associated with the voice VLAN.

o Handles the configuration, whether “trusted” or “untrusted” on the port and priority re-markings.

o |ntegrates with the Auto-sense functionality. For more information on Auto-sense, see Auto-
sense on page 16.

e Note
a This feature does not support auto-creation of voice VLAN and MultiLink Trunking (MLT) or
Split Multi-Link Trunking (SMLT).

This feature has the following connectivity models:

* Standalone IP phone, which connects to a switch port.

* |P Phone with PC behind it, where the IP Phone has a small inbuilt bridge, and a PC connects to that
bridge port.

uid Note
E Phone traffic is tagged with the voice VLAN whereas the PC traffic is untagged. However, you
can configure the phone to send the traffic as untagged.
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The IP phone connectivity supports the following scenarios:

* (Call server and file Server LLDP TLV options—These TLVs are Avaya proprietary. Use them only with
the Avaya IP phones to detect the IP addresses of a Call server and File Server.

* Phone detection through LLDP messaging—Use the Capabilities and Enabled Capabilities field in the
LLDP packet to detect a phone. A “T” capability identifies a phone.

* Auto-sense voice option, without Network Access Control (NAC)—Use this functionality to specify
the voice VLAN and voice I-SID in a single CLI command.

* Auto-ISID-Offset—Use this functionality if the voice VLAN is received without an I-SID from a Radius
response. The Auto-ISID-Offset functionality determines an I-SID automatically to send the data
traffic.

* Auto-sense voice, LLDP authentication, and Non- EAP (NEAP) (MAC authentication) connectivity—If
you have enabled NEAP, it authorizes all the MAC addresses received on the port and IP phone. With
the LLDP authentication option, a device, such as phone, is trusted and does not require a Remote
Authentication Dial-in User (RADIUS) authentication. For this authentication, the Extensible
Authentication Protocol (EAP) is notified after a phone is detected and the port is in the Auto-sense
voice state. Then, the MAC address of the phone is added to EAP or NEAP host table.

Auto-sense Voice

The Auto-sense voice feature is an addition to the Auto-sense module. Based on the events of the
phone discovery in the network, you can use this feature to configure phone devices without manual
intervention.

After the switch discovers a Link Layer Discovery Protocol (LLDP) packet with phone capabilities, the
port transitions to the "voice” state. The port receives a message on the voice event details.

With the Auto-sense voice feature, you can configure the voice I-SID and the voice VLAN. If you
configure the I-SID as untagged, the phone receives VLAN as zero. When you configure Auto-sense
voice, switched UNI is configured in VOICE I-SID for each port that is in "voice" state. The switch adds
the Link Layer Discovery Protocol-Media Endpoint Discovery (LLDP-MED) policies for voice and voice-
signaling Type-Length-Value (TLVs) to the LLDP packet and sends LLDP packets to the phone. It uses
the configured voice VLAN and default values for Differentiated Services Code Point (DSCP) (46) and
priority (6). After you run the auto-sense wvoice command, a filter is installed to prioritize the
traffic that passes through the configured I-SID. The filter applies to traffic that reaches the VOICE I-SID,
which implies the voice traffic.

pos Note
E To change the Auto-sense voice configuration on the switch, delete the earlier configured
voice I-SID and VLAN entry.

After you configure auto-sense voice, following tasks take place:
* The |I-SID <I-SID value> and C-VID <C-VID value> are saved in the control plane.
* The voice |-SID is created.

* The ports that are in the "voice" state process the voice configuration message and begin the
dynamic configuration. This configuration includes the following tasks:

o Creation of voice Switched UNI (S-UND.
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o Deletion of onboarding and data I-SID, or S-UNI, if you configured auto-sense as "untagged".

o Addition of LLDP-MED voice and voice-signaling TLVs to the LLDP packet and sending of LLDP
packets to the phone.

* The voice filter is updated. After you run the auto-sense wvoice command, a filter is installed to
prioritize the traffic that passes through the configured I-SID. The filter applies to the traffic in Voice
[-SID. The traffic that passes through this I-SID is internally prioritized with level 6 and forwarded
with a dotlp value of 6, for tagged packets. For the IP packets, the DSCP value of 46 is forwarded.

uie Note

E * To disable Auto-sense on the port but keep the dynamic configurations made by Auto-
sense, use the command no auto-sense enable convert-to-config. The voice
S-UNI loses its Auto-sense origin and has a config origin instead. The LLDP-MED policies
installed by Auto-sense are preserved.

* |fyouusetheno auto-sense voice command, the system removes the voice S-UNI
and the LLDP-MED policies. The voice I-SID is removed if it was installed by using the
auto-sense voice command. If the |-SID existed before you used the auto-sense
voice command, the system does not remove the I-SID but the I-SID does lose its Auto-
sense origin.

* A port exits the voice state in one of the following scenarios:

o |f the port is down
o |f the LLDP session fails between the switch and the phone
o |f Auto-sense is disabled on the port that connects to the IP phone

After a port exits the voice state, the Switched UNI (S-UNI), LLDP voice and voice-
signaling are deleted.

I[P Phone Configuration using CLI

Configure Auto-sense Voice Information for IP Phones

uid Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.

The switch applies the voice configuration on Auto-sense-enabled ports, after it discovers IP phones on
the port through Link Layer Discovery Protocol (LLDP) packets.

Before You Begin

If you boot the switch with a configuration file, and not through Zero Touch Fabric Configuration, you
must manually enable Auto-sense on specific ports.

About This Task

Perform this procedure to configure Auto-sense voice information for IP phones.
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A global Auto-sense voice configuration does not require Auto-sense LLDP authentication based on the
following cases.

* Inanon NAC, a phone is classified based on the phones LLDP signaling.

* InaNAC, a phone is authenticated based on EAP/NEAP radius authenticated, or if configured, it is
LLDP authenticated

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the customer VLAN ID:

auto-sense voice i-sid <1-16777215> c-vid <c-vid>
3. Configure the traffic as untagged:

auto-sense voice i-sid <1-16777215> untagged

i Note
E The phone receives VLAN ID as O and the tagging is configured as "untagged".

Example

Configure VLAN tagging as untagged:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense voice i-sid 1234 untagged

Variable Definitions

The following table defines parameters for the auto-sense wvoice command.

Variable Value
1-51d<1-16777215>|Specifies the service instance identifier (I-SID).

c-vid<c-vid> Specifies the customer VLAN ID. Different hardware platforms support
different customer VLAN ID ranges. Use the CLI Help to see the available
range for the switch.

untagged Specifies the VLAN tagging type as untagged.

Note:

The phone receives VLAN ID as O and the tagging is configured as
"untagged".

Enable Auto-sense LLDP Authentication of IP Phones

i Note
E This procedure does not apply to VSP 8600 Series and XA1400 Series.
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Before You Begin
* You must enable Extensible Authentication Protocol over LAN (EAPoL) globally.

About This Task

Perform this procedure to enable Link Layer Discovery Protocol (LLDP) authentication of IP phones. The
switch authenticates the phone after it receives LLDP packets from the phone if EAP/NEAP is enabled.

Auto-sense LLDP authentication applies to Auto-sense ports in the VOICE state. Auto-sense LLDP
authentication does not require a global Auto-sense voice configuration.

The no auto-sense eapol voice lldp-auth command removes all Auto-sense LLDP sessions
and removes the Auto-sense LLDP authentication configuration.

The system removes the LLDP session for the following reasons:

* You disable EAPoL globally.
* You disable Auto-sense on the port.
* The LLDP neighbor is removed.

If the LLDP authentication configuration exists and one of the following situations occur, the LLDP
session is recreated:

* You renable EAPoL globally.
* You renable Auto-sense on the port.
* The LLDP neighbor is recreated.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Enable LLDP authentication:

auto-sense eapol voice lldp-auth
Example

Enabling LLDP authentication on the switch:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #auto-sense eapol voice lldp-auth

Variable Definitions

The following table defines parameters for the auto-sense eapol voice command.

Variable Value

lldp-auth Enables Link Layer Discovery Protocol (LLDP) authentication
of IP phones. By default, LLDP authentication of IP phones is
disabled on the switch.
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Configure LLDP VVendor Specific Information

About This Task

Use this procedure to configure the Link Layer Discovery Protocol (LLDP) vendor-specific information

on a call server or a file server.

uid Note

E After you configure LLDP vendor specific call server information, the SIP Proxy of the phone is
configured as transport type Transport Layer Security (TLS) port 5061. This option is available
depending on the operating system of the call server.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. To configure LLDP vendor-specific information for a call server server, enter:

11dp vendor-specific call-server <1-8> <A.B.C.D>

3. To configure LLDP vendor-specific information for a file server, enter

11dp vendor-specific file-server <1-4> <A.B.C.D>

Example

Configure the LLDP vendor-specific information on a call server:

Switch:1>enable

Switch:1l#configure terminal

Switch:1 (config) #11dp vendor-specific call-server 1 192.0.2.0

Variable Definitions

The following table defines parameters for the 11dp vendor-specific command.

Variable

Value

call-server <1-8>
<A.B.C.D>

Specifies the Link Layer Discovery Protocol (LLDP) vendor specific
information on the call server number and the IP address.

file-server <1-4>
<A.B.C.D>

Specifies an LLDP vendor specific information on the file server
number and the IP address.

View LLDP Vendor Specific Information

About This Task

Use this procedure to view the Link Layer Discovery Protocol (LLDP) vendor-specific information on a

call server or a file server.

Procedure

1. Enter Privileged EXEC mode:

enable
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2. To view LLDP vendor-specific information for a call server, enter:
show 11dp vendor-specific call-server
3. To configure LLDP vendor-specific information for a file server, enter

show 1ldp vendor-specific file-server
Example

Display the LLDP vendor-specific information on a call server:

Switch:1>enable
Switch:1l#show 1ldp vendor-specific call-server

LLDP Call-Server

NUM IP
1 192.0.2.0
2 198.51.100.0

All 2 out of 2 Total Num of call-server entries displayed

View LLDP Neighbor VVendor Specific Information

About This Task

Use this procedure to view the remote Link Layer Discovery Protocol (LLDP) vendor-specific
information on a call server or a file server.

Procedure

1. Enter Privileged EXEC mode:
enable

2. To view remote LLDP vendor-specific information for a call server, enter:
show 11dp neighbor vendor-specific call-server

3. To view remote LLDP vendor-specific information for a file server, enter:

show 1lldp neighbor vendor-specific file-server
Example

Display remote LLDP vendor-specific information on a file server:

Switch:1>enable
Switch:1l#show 1ldp neighbor vendor-specific file-server

Remote LLDP File-Server IP Addresses

203 192.0.2.0, 198.51.100.0, 203.0.113.0

All 3 out of 3 Total Num of remote file-server entries displayed
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Enable LLDP Voice Authentication on a Specific Port

uid Note
E This procedure does not apply to VSP 4450 Series, VSP 8600 Series, or XA1400 Series.

About This Task

Perform this procedure to enable Link Layer Discovery Protocol (LLDP) voice authentication of IP
phones on a port.

You cannot manually enable LLDP voice authentication on an Auto-sense-enabled port. If the system
detects a phone on an Auto-sense port, then “eapol voice lldp-auth” configuration is automatically
applied on the port that connects to the phone. This procedure applies to ports with Auto-sense
disabled.

Procedure

1. Enter GigabitEthernet Interface Configuration mode:

enable
configure terminal

interface GigabitEthernet {slot/port[/sub-port][-slot/port[/sub-port]]
[,...1}

Bod Note
E If the platform supports channelization and the port is channelized, you must also specify
the sub-port in the format slot/port/sub-port.

2. Enable LLDP voice authentication on a specific port:

eapol voice lldp-auth
Example

Enabling LLDP voice authentication on a specific port:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #interface gigabitEthernet 1/2

Switch:1 (config-if) #eapol voice lldp-auth

Variable Definitions

The following table defines parameters for the eapol wvoice command.

Variable Value

lldp-auth Enables Link Layer Discovery Protocol (LLDP) voice
authentication of IP phones on the selected port. By default,
LLDP authentication of IP phones is disabled on the switch.
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IP Phone Configuration using EDM

View Vendor Specific Call Server Information

About This Task

Perform this procedure to view inventory attributes for vendor-specific call server information.

Procedure

1. In the navigation pane, expand Configuration > Edit > Diagnostics > 802_1ab.
2. Select Vendor Specific.
3. Select the Call Server tab.

Vendor Specific Call Server Field Descriptions

Use the data in the following table to use the Call Server tab.

Name Description

CallServerNum Specifies the call server ID.
CallServerAddressType Specifies the IP address type of the call server.
CallServerAddress Specifies the IP address of the call server.

View Vendor Specific File Server Information

About This Task
Perform this procedure to view inventory attributes for vendor-specific file server information.

Procedure

1. In the navigation pane, expand Configuration > Edit > Diagnostics > 802_1ab.
2. Select Vendor Specific.
3. Select the File Server tab.

Vendor Specific File Server Field Descriptions

Use the data in the following table to use the File Server tab.

Name Description

FileServerNum Specifies the file server ID.
FileServerAddressType Specifies the IP address type of the file server.
FileServerAddress Specifies the IP address of the file server.

VOSS User Guide for version 8.1 57



Zero Touch Deployment Zero Touch Capabilities

Zero Touch Deployment

Table 7: Zero Touch Deployment product support

Feature Product Release introduced
Zero Touch Deployment 5420 Series VOSS 8.4

5520 Series VOSS 8.2.5

VSP 4450 Series VOSS 8.2

VSP 4900 Series V0SS 8.2

VIMs: VIM5-4YE, VIM5-4X,
VIM5-4XE, and VIM5-2Y only

VSP 7200 Series VOSS 8.2
VSP 7400 Series VOSS 8.2
VSP 8200 Series VOSS 8.2
VSP 8400 Series VOSS 8.2
VSP 8600 Series Not supported
XA1400 Series VOSS 8.2

For the most current information on switches supported by ExtremeCloud™ 1Q, see ExtremeCloud™ |Q
Learning What’s New.

Zero Touch Deployment enables a VOSS switch to be deployed automatically with ExtremeCloud 1Q but
you still need to onboard the switch on the ExtremeCloud 1Q side. When the switch powers on, the
Dynamic Host Configuration Protocol (DHCP) Client obtains the IP address and gateway from a DHCP
Server, and discovers the Domain Name Server, connecting the switch automatically to Extreme
Management Center or ExtremeCloud 1Q - Site Engine or to ExtremeCloud 1Q cloud management
application.

VOSS integrates with ExtremeCloud 1Q using IQAgent.

Zero Touch Provisioning Plus (ZTP+) provides Extreme Management Center or ExtremeCloud IQ - Site
Engine connectivity to VOSS switches.

For more information about ExtremeCloud IQ Agent, see ExtremeCloud IQ Agent on page 859. For
more information about ZTP+, see Zero Touch Provisioning Plus on page 60 .

To use zero touch functionality, your switch must be in a Zero Touch Deployment-ready configuration
mode, which means the switch cannot have existing primary or secondary configuration files loaded.
Factory shipped switches are Zero Touch Deployment ready because they deploy without configuration
files. However, existing switches require manual preparation before Zero Touch Deployment can
function.

To prepare an existing switch for Zero Touch Deployment, the switch must boot without a configuration
file. Perform one of the following actions:

* Rename existing primary and secondary configuration files. Use the mv command to rename the
existing configuration files. For example, mv config.cfg config.cfg.backup.
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This is the preferred option as it ensures that the primary and secondary files are removed while
making a backup of them at the same time. This option also ensures that the switch uses the default
config.cfg file for the final configuration after it has successfully onboarded.

Boot from non-existent configuration files. Use the boot config choice command to configure
the primary and backup configuration files to reference files that do not exist on the switch:

boot config choice primary config-file nonexistentl.cfg
boot config choice primary backup-config-file nonexistent2.cfg

This option also works, however, after the switch has successfully onboarded, it does not use the
default config.cfg file but uses the alternative configuration file name provided instead, which might
not be desired.

Delete the existing primary and secondary configuration files. Create a backup of these files before
you delete them.

Configuration Considerations

The switch configuration depends on whether you use factory default mode or Zero Touch Deployment.

Zero Touch Deployment Configuration

With Zero Touch Deployment, the switch configuration consists of the following:

The ssh and sshd boot configuration flags are enabled by default.
All ports are Private VLAN isolated ports, except on the XA1400 Series.

VLAN 4048 is created as an onboarding-vian for host-only connectivity for In Band management.
On all platforms, except the XA1400 Series, all front panel ports are members of VLAN 4048.

In Band management is enabled.

Dynamic Host Configuration Protocol (DHCP) client requests are cycled between In Band and Out of

Band ports, except on the XA1400 Series and VSP 4450 Series. XA1400 Series and VSP 4450 Series
support In Band management only.

If the switch resets after the IP address is obtained from the DHCP Server, the entire DHCP process
does not need to be repeated. Instead, the switch can directly send the DHCP Request to the DHCP
Server for the IP stored in the /intflash/dhcp/dhclient.leases file.

Out of Band management is enabled, except on the XA1400 Series and VSP 4450 Series. XA1400
Series and VSP 4450 Series support In Band management only.

All ports are administratively enabled, except on the XA1400 Series. Only Port 1/8 is administratively
enabled on the XA1400 Series, which means the administrator must plug in and use only port 1/8 for
Zero Touch Deployment on an XA1400 Series.

IQAgent is enabled by default.

Zero Touch Provisioning Plus (ZTP+) for Extreme Management Center or ExtremeCloud IQ - Site
Engine onboarding is enabled by default.

Initiates Zero Touch Fabric Configuration.

After the Zero Touch Fabric establishes successfully, the onboarding VLAN 4048 is automatically
assigned to onboarding [-SID 15999999.

For information about IQAgent, see ExtremeCloud 1Q Agent on page 859.
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Factory Default Mode

The switch continues to support the boot configuration flag boot config flags
factorydefaults to return an existing switch to factory default configuration.

b Note

this manner.

For more information, see Boot Sequence on page 151.

Zero Touch Provisioning Plus

Zero Touch Deployment does not run on a switch returned to factory default configuration in

Table 8: Zero Touch Provisioning Plus product support

Feature Product Release introduced

Zero Touch Provisioning Plus 5420 Series VOSS 8.4
5520 Series VOSS 825
VSP 4450 Series VOSS 825
VSP 4900 Series VOSS 825
VSP 7200 Series VOSS 825
VSP 7400 Series VOSS 825
VSP 8200 Series VOSS 825
VSP 8400 Series VOSS 825
VSP 8600 Series Not Supported
XA1400 Series VOSS 825

With zero touch functionality, VOSS switches are automatically discovered on the network within
minutes of when they are connected.

Zero Touch Provisioning Plus (ZTP+) enables you to deploy and configure VOSS switches in Extreme
Management Center or ExtremeCloud 1Q - Site Engine with minimal server configuration and
intervention. ZTP+ enabled switches send information, such as the serial number, software version,
MAC, management IP, and port information to Extreme Management Center or ExtremeCloud 1Q - Site

Engine automatically.

When the switch powers on, the DHCP Client obtains the IP address and gateway from the DHCP server,
discovers the Domain Name Server, and connects the switch to Extreme Management Center or

ExtremeCloud IQ - Site Engine.
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ZTP+ uses HTTPS for communication between the switch and the Extreme Management Center or
ExtremeCloud IQ - Site Engine server. The switch discovers theExtreme Management Center or
ExtremeCloud IQ - Site Engine server by resolving the DNS name extremecontrol.<domain-name>.

' Important

This feature requires a Zero Touch Deployment-ready configuration. For more information,
see Zero Touch Deployment on page 58.

ZTP+ Phases of Operation

Zero Touch Provisioning Plus (ZTP+) auto-provisioning occurs in phases after you connect the switch to
the network, if the switch is in factory ship state with no valid configuration saved on the device.

Connect

The Connect phase is the first phase of ZTP+ during which the switch connects to the Extreme
Management Center or ExtremeCloud 1Q - Site Engine server on the network. The Extreme
Management Center or ExtremeCloud 1Q - Site Engine server is discovered by resolving the DNS name
extremecontrol.<domain-name->.

If the attempt is successful, the Extreme Management Center or ExtremeCloud I1Q - Site Engine server
responds with an Accept message. When connectivity is established, the switch communicates with the
Extreme Management Center or ExtremeCloud IQ - Site Engine server securely and transmits
information, such as its serial number, model number. The switch then progresses to the next phase of
ZTP+.

Upgrade

After a successful connect to the Extreme Management Center or ExtremeCloud |Q - Site Engine server,
the next phase of ZTP+ is the Upgrade phase. This phase verifies that the switch is running the image
file version that is currently selected as the reference version on the Extreme Management Center or
ExtremeCloud IQ - Site Engine server.

Image file validation is initiated by the switch. After a successful connect, the switch sends an image file
upgrade request to the Extreme Management Center or ExtremeCloud 1Q - Site Engine server with
details on the current image file version. If the image file versions on the switch and the Extreme
Management Center or ExtremeCloud 1Q - Site Engine server match, no upgrade is initiated, and the
switch moves to the next phase of ZTP+. If the Extreme Management Center or ExtremeCloud 1Q - Site
Engine server detects a different image file version, ZTP+ initiates the .tgz image file download from a
specified URL location.

After a successful image upgrade, the switch reboots and reconnects to the Extreme Management
Center or ExtremeCloud |Q - Site Engine server. If there are errors in the image upgrade process, an
event is added to the server log. The switch then retries the image upgrade.

Configuration

The next phase after the image upgrade is ZTP+ Configuration phase. During this phase, the switch
queries the Extreme Management Center or ExtremeCloud 1Q - Site Engine server for configuration
updates, and initiates auto-provisioning by transmitting information, such as the image version, model
name, and serial number. The switch then attempts to apply the configuration that is pushed from the
Extreme Management Center or ExtremeCloud IQ - Site Engine server.
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If the switch can still communicate with the Extreme Management Center or ExtremeCloud 1Q - Site
Engine server after the configuration is applied, the new configuration is automatically saved on the
switch. The switch can be managed through the Extreme Management Center or ExtremeCloud 1Q -
Site Engine using Simple Network Management Protocol (SNMP). However, if the configuration that is
pushed from the Extreme Management Center or ExtremeCloud 1Q - Site Engine server breaks switch
connectivity to the Extreme Management Center or ExtremeCloud IQ - Site Engine server, the switch
reboots without saving the configuration. After the switch reboots, the ZTP+ onboarding restarts.

Any configurations pushed from the Extreme Management Center or ExtremeCloud 1Q - Site Engine
server to VOSS devices using the initial ZTP+ configuration push are not displayed in the show log
file detail command output. The logs associated with the Cloud connector are logged internally
to state_machine.txt and ztp_plus.txt files located in /intflash/cc/cc_logs/.

Extreme Management Center or ExtremeCloud |Q - Site Engine uses ZTP+ to configure the following
items:

* Link Layer Discovery Protocol (LLDP) neighbor discovery

uid Note

E Based on the LLDP discovery, port templates can be used on the Extreme Management
Center or ExtremeCloud I1Q - Site Engine server. Enabling or disabling LLDP is not
supported.

* Login

* Network Time Protocol (NTP)
* Ports configuration

* SNMP

* VLANs

i Note

E ZTP+ cannot manage VLAN port membership. With ZTP+, new VLANSs are created with no
ports. Ports cannot be removed from the onboarding VLAN. Ports cannot be added to
another VLAN. VLAN port membership is managed through Auto-sense functionality or
through manual configuration after initial onboarding is complete.

ZTP+ Considerations
The following considerations apply to Zero Touch Provisioning Plus (ZTP+) :

* Fabric configurations are not supported with ZTP+. After ZTP+ is configured, Extreme Management
Center or ExtremeCloud 1Q - Site Engine server can use Simple Network Management Protocol
(SNMP) to remotely configure Fabric-related configurations on the switch using SNMP MIBs.

*  Only the Out-of-Band (OOB) port or the Management VLAN interface are used to connect the
Extreme Management Center or ExtremeCloud IQ - Site Engine server.

i Note
E ZTP+ cannot change the Management VLAN interface. If onboarding started on the
Management onboarding VLAN, this cannot be changed while using ZTP+.
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Configuring ZTP+ using the CLI

This section provides procedures to configure and manage Zero Touch Provisioning Plus (ZTP+) using
the Command Line Interface (CLI).

After your VOSS device is onboarded, you have access to Extreme Management Center or
ExtremeCloud I1Q - Site Engine.

b Note
a You must configure a Segmented Management Instance to use ZTP+. For more information,

see Segmented Management Instance Configuration using the CLI on page 88.

For information about onboarding switches, see https://www.extremenetworks.com/support.

View ZTP+ Status
About This Task

Use this procedure to verify the status of Zero Touch Provisioning Plus (ZTP+) on the switch.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. Verify that ZTP+ is enabled:

show application auto-provision
Example

The following is an example output of the show application auto-provision command:

Switch:1>show application auto-provision

Admin state : Enabled
Operational state : Running
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Zero Touch Fabric Configuration

Table 9: Zero Touch Fabric Configuration product support

Feature Product Release introduced
Zero Touch Fabric Configuration | 5420 Series VOSS 8.4

5520 Series VOSS 8.2.5

VSP 4450 Series VOSS 7.0

VSP 4900 Series VOSS 8.1

VSP 7200 Series VOSS 7.0

VSP 7400 Series V0SS 8.0.5

VSP 8200 Series VOSS 7.0

VSP 8400 Series VOSS 7.0

VSP 8600 Series Not Supported

XA1400 Series Not Supported
LLDP Fabric Connect TLV 5420 Series VOSS 8.4

5520 Series VOSS 8.3

VSP 4450 Series VOSS 8.3

VSP 4900 Series VOSS 8.3

VSP 7200 Series VOSS 8.3

VSP 7400 Series VOSS 8.3

VSP 8200 Series V0SS 8.3

VSP 8400 Series V0SS 8.3

VSP 8600 Series VSP 8600 8.1

XA1400 Series Not Supported

You can use Zero Touch Fabric Configuration to deploy Fabric-capable switches in a plug and play
manner with no initial configuration. The switches form a new Fabric automatically or they can connect
to an existing Fabric that is Auto-sense-capable, obtain an IP address and Domain Name System (DNS)
information from a Dynamic Host Configuration Protocol (DHCP) server using the onboarding I-SID/
VLAN, which then permits the system to automatically onboard to the management servers, such as
ExtremeCloud 1Q or Extreme Management Center or ExtremeCloud 1Q - Site Engine, to conduct actual
provisioning deployment of the switch. For more information about Auto-sense, see Auto-sense on

page 16.

Zero Touch Fabric Configuration automatically configures Shortest Path Bridging MAC (SPBM) and IS-IS
without user intervention if you boot the switch in Zero Touch Deployment-ready configuration mode,
meaning you boot without a configuration file. Zero Touch Fabric Configuration uses LLDP to signal
Fabric capability and exchanges SPB backbone VLAN IDs information to ensure seamless joining to any
existing fabric deployment. The switches use the chassis MAC addresses as their system ID. To ensure
participation in the correct area, newly joining ZTF switches listen to IS-IS update packets for area
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information. A unique nick-name is as assigned by a pre-configured nick-name server switch. For more
information, see Zero Touch Deployment on page 58.

' Important

To add new Zero Touch Fabric Configuration devices or implement Zero Touch Fabric
Configuration on existing devices, the network requires a nickname server and reachability to
the DHCP server. How you implement this depends on if the network is a new deployment or
an existing Fabric network that you upgrade. In a new deployment, you can meet the network
requirements with one node, known as a seed node. In an existing network, functions may
already exist on different nodes. For more information, see VSP 8600 Release Notes.

Zero Touch Fabric Configuration uses the port-based Auto-sense features, that enables all ports on the
switch, by default, and all ports operate in Auto-sense mode. With the support of Auto-sense, Zero
Touch Fabric Configuration onboards all ports on the switch to an existing network, without having to
manually enable each port. Auto-sense automatically detects neighbor capabilities and performs the
configuration on the port to reach the desired connectivity with the neighbor without user invention.

With Auto-sense functionality, ports on a switch can detect whether they connect to a Shortest Path
Bridging (SPB) device, a Fabric Attach (FA) client, FA Proxy, Voice IP devices, or an undefined host, and
then make the necessary configuration. For more information about Auto-sense, see Auto-sense on
page 16.

If you start two nodes in a network without an existing configuration file, then Zero Touch Fabric
Configuration, through Auto-sense, dynamically establishes an IS-IS adjacency between them. For more
information, see Establishing IS-IS Adjacencies on page 66.

Default IS-IS Parameters

Zero Touch Fabric Configuration automatically configures the Shortest Path Bridging (SPB) and
Intermediate System-to-Intermediate System (IS-1S) infrastructure to enable Fabric architecture on a
switch. The system initializes the following items after you start the switch in Zero Touch Fabric
Configuration mode:

* Enables Shortest Path Bridging MAC (SPBM).
* Creates a private VLAN 4048.
* Creates the Auto-sense onboarding I-SID 15999999.

* Assigns the Auto-sense onboarding I-SID 15999999 to private VLAN 4048 and also includes the
management VLAN.

i Note

E As a best practice, use the onboarding |-SID for onboarding purposes and, whenever
possible, configure a management VLAN or management CLIP on a different I-SID after
the onboarding procedures have been successfully completed.

* Enables Auto-sense on all ports.
* Configures Auto-sense access ports and layer 2 trusted Auto-sense ports.
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Establishing I1S-IS Adjacencies

Zero Touch Capabilities

* Creates an SPBM instance.
* Enables IS-IS globally.

Parameter

Default value

SPBM instance

1

Primary B-VLAN

405]

Secondary B-VLAN

4052

Manual area

Initialize to 00.1515.fee1.900d.1515.fee1.900d

Note:

You can change the manual area dynamically,
without disabling IS-IS, only when the area is the
Zero Touch Fabric Configuration area.

When IS-IS is enabled, you cannot delete the last
manual area.

Auto-sense onboarding I-SID

15999999

Establishing IS-1S Adjacencies

Zero Touch Fabric Configuration automatically triggers when the switch boots without a configuration
file, the platform enables Intermediate System-to-Intermediate System (IS-IS) without a configured
nickname or manual area. The system creates default backbone VLANs (B-VLAN) (4051 and 4052) and
IS-1S manual area values. As a result, if you start two nodes in a network without an existing
configuration file, then Zero Touch Fabric Configuration dynamically establishes an IS-IS adjacency

between them.

The switch uses the Auto-sense functionality with the Zero Touch Fabric Configuration feature to
establish the adjacency between two nodes. For more information about how and when the system
tries to establish the adjacency, see Auto-sense Port States on page 19 .

* |f you manually configure an SPBM instance on a node, then the system removes the SPBM instance
that is dynamically created by Zero Touch Fabric Configuration. The system uses the LLDP Fabric
Connect TLV to send user-defined B-VLANs to other nodes in the network. Only the first pair of B-
VLANS is learned. If the switch already learned the B-VLANSs from neighbor_A, the switch ignores
the B-VLANSs received from neighbor_B, if those are different.

* |f a switch operating in Zero Touch Fabric Configuration mode in the network receives B-VLANs
from a neighboring switch, which do not match the default B-VLANs configured through Zero Touch
Fabric Configuration, then the switch will perform the following actions:

o Disables ISIS.
o Deletes its VLANS.
o Unassigns the B-VLANS.

o Assigns the values received through LLDP Fabric Connect TLV.

o Creates the corresponding VLANS.

o Re enables ISIS and log a message on the console.
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Zero Touch Capabilities between the VSP 8600 Series and VOSS Switches

LLDP Fabric Connect TLV

The system uses the Link Layer Discovery Protocol (LLDP) Fabric Connect Type-Length-Value (TLV) to
communicate B-VLANs and system IDs between nodes in the SPB cloud. For more information about
LLDP and its interaction with Fabric Attach, see Link Layer Discovery Protocol (802.1AB) Fundamentals
on page 2212.

Table 10: LLDP Fabric Connect TLV Format

TLV TLV oul Subtype | Fabric B- B- B- System | System
Type Length Connect | VLANs |VLAN-1 |VLAN-2 [ID ID
Capabilit | Number Length
y
7 bits 9 bits 3 octets |1byte 1 byte 1 byte 2 bytes |2bytes |1byte 6 bytes

Table 11: LLDP Fabric Connect TLV Field Descriptions

TLV Field Description
oul Specifies the Extreme OID value (Oxd88466).
Fabric Connect capability Fabric Connect capability is enabled on all nodes

that support Zero Touch Fabric Configuration. The
value is O if the LLDP Fabric Connect TLV is not
carrying any information in it. By default, the value
is set to 1on all ports.

B-VLANs number Specifies the number of B-VLANSs that the TLV can
carry. The LLDP Fabric Connect TLV supports an
unlimited number of B-VLANS, but Zero Touch
Fabric Configuration sends two B-VLANS through
the TLV. The value is O if the node is sending
default B-VLAN values.

B-VLANs Specifies the B-VLAN that is user-configured or
dynamically learned from a neighbor node in the
network.

System ID Length Specifies the length (in bytes) of the System ID.

System ID Specifies the IS-IS system ID.

Configuration Example to Create an IS-IS Adjacency between the VSP 8600 Series
and VOSS Switches

Link Layer Discovery Protocol (LLDP) stations that connect to a local area network (LAN) advertise the
station capabilities to each other, allowing the discovery of physical topology information for network
management. When the system enables a switch as a Fabric Attach (FA) server in the Shortest Path
Bridging (SPB) network, it receives LLDP messages from the FA Client and the FA Proxy devices using
the LLDP Fabric Connect Type-Length-Value (TLV). For more information, see LLDP Fabric Connect TLV
on page 67.

Following are the steps to create an Intermediate-System-to-Intermediate-System (IS-IS) adjacency
between the VSP 8600 Series and the VOSS switches.
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between the VSP 8600 Series and VOSS Switches

Zero Touch Capabilities

On the VSP 8600 Series switch:

Disable the High Availability-CPU mode.

Enable the Shortest path bridging MAC (SPBM) mode.
Create an SPBM instance.

Create an SPBM B-VLAN.

Configure the port linked to the VOSS switch.

N

On the VOSS switch:
1. Enable the Shortest path bridging MAC (SPBM) mode.

2. Enable Auto-sense on the port linked to the VSP 8600 Series.

Creating an IS-IS adjacency:

On the VSP 8600 Series switch:

enable

configure terminal

no boot config flags ha-cpu

boot config flags spbm-config-mode
spbm

router isis

spbm 1

spbm 1 b-vid 100,101 primary 100
spbm 1 nick-name 1.44.66
manual-area cl

exit

vlan create 100 type spbm-bvlan
vlan create 101 type spbm-bvlan
vlan members remove 1 1/3
interface gigabitEthernet 1/3
isis

isis spbm 1

isis enable

router isis enable

On the VOSS switch:

enable

configure terminal

boot config flags spbm-config-mode
interface gigabitEthernet 1/3
auto-sense enable

1 YYYY-MM-DD HH:MM:SS.622Z Switch - 0x00374589 - 00000000 GlobalRouter FA INFO Fabric Attach Assignments will

be rejected since ISIS is disabled.
1 YYYY-MM-DD HH:MM:SS.779Z Switch - 0x001dc703 - 00000000 GlobalRouter ISIS INFO B-VLANs
learnt through LLDP. ISIS Restarted

(100,101)

dynamically

1 YYYY-MM-DD HH:MM:SS.779Z Switch - 0x002d0609 - 00000000 GlobalRouter LLDP INFO New LLDP Neighbor Discovered

on interface 1/3

1 YYYY-MM-DD HH:MM:SS.954Z Switch - 0x00004727 - 00000000 GlobalRouter SNMP INFO SPBM detected adj INIT on

Portl/3, neighbor £873.a201.03df

1 YYYY-MM-DD HH:MM:SS.984Z Switch - 0x00004727 - 00000000 GlobalRouter SNMP INFO SPBM detected adj UP on

Portl/3, neighbor £873.a201.03df
show isis adjacencies

ISIS Adjacencies

INTERFACE L STATE UPTIME PRI HOLDTIME SYSID HOST-NAME STATUS AREA AREA-NAME
Portl/3 1 Up 00:05:18 127 21 £873.a201.03df VSP-8608 ACTIVE HOME
Home : 1 out of 1 interfaces have formed an adjacency
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Migration to Segmented Management Instance on page 72

Interface Types on page 78

Management Applications on page 82

DHCP Client for Segmented Management Instance on page 84

Dynamic Change Options for Segmented Management Instance Attributes on page 87
Segmented Management Instance Configuration using the CLI on page 88
Segmented Management Instance Configuration for VOSS using EDM on page 117

Segmented Management Instance Configuration for VSP 8600 Series using EDM
on page 137

Table 12: Segmented Management Instance product support

Feature Product Release introduced
Segmented Management 5420 Series VOSS 8.4
Igfltgnce - Management Interface 5500 Series VOSS 825
VSP 4450 Series VOSS 7.0
VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 7.0
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 7.0
VSP 8400 Series VOSS 7.0
VSP 8600 Series VSP 8600 8.0
XA1400 Series VOSS 8.1.1- IPv4 only
Note:
VOSS 8.1.50 does not support
this feature.
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Table 12: Segmented Management Instance product support (continued)

Feature Product Release introduced
Segmented Management 5420 Series VOSS 8.4
ICr)wsOtgnce - Management Interface 5500 Series VOSS 825
VSP 4450 Series Not Supported
VSP 4900 Series VOSS 8.2
VSP 7200 Series VOSS 8.2
VSP 7400 Series VOSS 8.2
VSP 8400 Series VOSS 8.2

VSP 8600 Series

Not Supported

XA1400 Series Not Supported
Segmented Management 5420 Series VOSS 8.4
I\;wEtAalgce - Management Interface 5500 Series VOSS 825

VSP 4450 Series VOSS 7.0

VSP 4900 Series VOSS 8.1

VSP 7200 Series VOSS 7.0

VSP 7400 Series VOSS 8.0

VSP 8400 Series VOSS 7.0

VSP 8600 Series Not Supported

XA1400 Series

VOSS 8.1.1-1Pv4 only
VOSS 8.2 added IPv6

Note:

VOSS 8.1.50 does not support
this feature.

Segmented Management
Instance — ability to migrate
VLAN or loopback IP address

5420 Series Not Applicable
5520 Series Not Applicable
VSP 4450 Series VOSS 8.2
VSP 4900 Series VOSS 8.2
VSP 7200 Series VOSS 8.2
VSP 7400 Series VOSS 8.2
VSP 8200 Series VOSS 8.2
VSP 8400 Series VOSS 8.2
VSP 8600 Series Not Supported
XA1400 Series VOSS 8.2

70 VOSS User Guide for version 8.1



Segmented Management

Table 12: Segmented Management Instance product support (continued)

Feature Product Release introduced
Segmented Management 5420 Series VOSS 8.4
:\Cl]asltrwaangceem_er[w)t}—lirwctz%ggt()fgé or 5520 series VOS5 825
Management Interface VLAN V'SP 4450 Series VOSS 8.2
OOB not supported
VSP 4900 Series VOSS 8.2
VSP 7200 Series VOSS 8.2
VSP 7400 Series VOSS 8.2
VSP 8200 Series VOSS 8.2
VSP 8400 Series VOSS 8.2
VSP 8600 Series Not Supported
XA1400 Series VOSS 8.2
OOB not supported

A Management Instance is required to provide access to specific management applications.

With Segmented Management, the Management plane (management protocols) is separated from the
Control Plane (routing plane) from a process and data-path perspective. Segmented Management is the
only method to manage switches. One or a combination of the following management interface/
management instance types can be used:

¢ Qut-of-Band (OOB) management IP address (IPv4 and IPv6)
* In-band Loopback/circuitless IP (CLIP) management IP address (IPv4 and IPv6)
* In-band management VLAN IP address (IPv4 and IPv6)

' Important

The Segmented Management Instance provides support for management interfaces that
transmit and receive packets directly to and from the system native Linux IP stack. Unlike a
traditional management interface, for example, a CLIP in the GRT that is part of the VOSS
networking IP stack, Segmented Management Instance interfaces do not route packets
through the VOSS networking IP stack.

Segmented Management provides better security because you cannot reach the management instance
from outside the VRF (in case of CLIP) or outside VLAN/I-SID (in case of management VLAN), and
because it has a built-in firewall for the management plane. There is also more predictability with
symmetric traffic flows for management traffic originating from and terminating on the switch, for
instance:

* Sessions originated from switch (client mode) - Source IP of packets is determined based on
Management IP stack routing table weights (configurable).

* Sessions connecting to switch (server mode) - Source IP is derived from session connection and
reply will go out on management interface packet.

VOSS User Guide for version 8.1 71




Migration to Segmented Management Instance Segmented Management

Migration to Segmented Management Instance

=

Important

VOSS 8.2 introduced changes to Segmented Management Instance that required migration of
legacy management interfaces. Before you upgrade to VOSS 8.2 or later from an earlier
release, you must consider your management interface configuration and migration scenario
requirements. Backup and save your configuration files off the switch before upgrading to this
release.

If the switch already runs VOSS 8.2 or later, you can ignore this section. This section does not
apply to VSP 8600 Series.

Important

Management interface access to the switch can be lost if you do not perform the applicable
migration scenarios before upgrading to this release. Loss of management access after an
upgrade can result in an automatic roll-back to the previous software version.

You must perform a manual software commit after upgrading from VOSS Release 8.1.5.0 or
earlier to VOSS 8.2 or later. Management interface access is required to input the software
commit CLI command within 10 minutes after the upgrade. If the time expires the system
initiates an automatic roll-back to the previous release.

You must ensure the switch runs VOSS 8.1.x before you upgrade to VOSS 8.2 or later to support the
migrate-to-mgmt functionality.

Note

If the network environment must migrate static IPv6 routes, the switches must run VOSS
Release 8.1.2.0 or later before you upgrade to VOSS 8.2 or later.

Not all upgrade paths are validated by Extreme Networks for each new software release. To
understand the validated upgrade paths, see VSP 8600 Release Notes.

Ensure you understand the Management Instance interface types before you begin the upgrade and
migration. For more information, see Interface Types on page 78.
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Segmented Management

Migration to Segmented Management Instance

You must consider the following legacy management interface migration scenarios before you upgrade

to VOSS 8.2 or later:

Table 13: Management Interface Migration Scenarios

Mgmt Interface

Mgmt Scenario

Migration Description

DvR leaf

Automatic migration during upgrade.

DvR leaf settings migrate
automatically during the software
upgrade process. The DvR inband-
mgmt-ip CLIP automatically
becomes the new Segmented
Management Instance CLIP.

Note:
Leaf nodes only support the

management CLIP as part of the
Global Routing Table (GRT).

00B

Automatic migration during upgrade.

Out-of-Band management settings
migrate automatically during the
software upgrade process.
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Segmented Management

Table 13: Management Interface Migration Scenarios (continued)

Mgmt Interface

Mgmt Scenario

Migration Description

CLIP

Specify a Circuitless IP (CLIP) interface
for migration to management interface
before you upgrade.

You can use this interface type for
CLIP management network routing
in a Fabric network or Layer 3
routing network.

Use the migrate-to-mgmt
command in the Loopback Interface
Configuration mode of the CLI to
specify the CLIP interface for
management before starting the
software upgrade process.

You can designate the IP Shortcut
CLIP to migrate to the Management
Instance CLIP. After the upgrade, the
IS-IS source IP address moves to the
Management Instance CLIP. You
should configure a new GRT CLIP
using a different IP address and
assign that as the new IS-IS source
IP.

Save the configuration before
upgrading.

Important:

Ensure that the management CLIP
IP address does not fall into the
range of a configured VLAN [P
address range as this is not allowed.

VLAN

Specify a VLAN interface for migration
to management interface before you
upgrade.

You can use this interface type for
management of Layer 2 switches or
for Zero-Touch onboarding of newly
deployed devices. Use the CLIP
Management Instance for routed
management.

Use the migrate-to-mgmt
command in the VLAN Interface
Configuration mode of the CLI to
specify the VLAN interface for
management before starting the
software upgrade process.

Important:

Choose a VLAN that does not have
an IP interface on it. The upgrade
process removes the IP
configuration and network
connectivity can be impacted.

Save the configuration before
upgrading.

The VLAN Management Instance
does not route to or from the GRT.
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Automatic Migration

Table 13: Management Interface Migration Scenarios (continued)

Mgmt Interface

Mgmt Scenario Migration Description

Bridged management traffic must
ingress on the VLAN or I-SID.

Automatic Migration

Out-of-Band management interface and DvR leaf configurations automatically migrate during the
upgrade process. The management port interface, and all associated applications are moved to the
Segmented Management Instance .

A DvVR leaf has a single management interface that also automatically migrates during the upgrade
process to the Segmented Management Instance.

Static Route Migration

When a VLAN designated as management interface or an Out-of-Band management interface migrates
to the Segmented Management Instance, static routes might be required for IP reachability. Static
routes are always required for Out-of-Band management interfaces but can also be used with in-band
VLAN management.

Static route migration is completed by the upgrade process and no commands are necessary to prepare
for the migration. The following logic is applied during the upgrade process to the static routes:

Out-of-Band management interfaces
All IPv4 routes in the VRF 512 / mgmtrouter context are moved to the Segmented Management

o

o

Instance.

All IPv6 routes in GRT with a nexthop IP address that exists in the same subnet as the IPv6
address are moved to the Segmented Management Instance.

In-Band VLAN management
All IPv4 routes from the VRF bound to the migrated VLAN and that have a nexthop IP address in

o

the same subnet
Instance.

as the IPv4 address being migrated are moved to the Segmented Management

All IPv6 routes from the VRF bound to the migrated VLAN and that have a nexthop IP address in

the same subnet
Instance.

' Important

as the IPv6 address being migrated are moved to the Segmented Management

The IP interface and all routing protocols attached to the original VLAN are deleted post

migration.

Consider the following example of In-Band VLAN management. The static route configuration listed
below is in the GRT:

ip
ip
ip
ip
no

route 192.168.20.
route 192.168.30.
route 192.168.40.
route 192.168.50.
ip route 192.168.

0 255.255.255.0 192.168.10.2 weight 1
0 255.255.0.0 192.168.10.50 weight 1
0 255.255.255.0 192.168.20.99 weight 1
0 255.255.255.0 192.168.10.2 weight 1
50.0 255.255.255.0 192.168.10.2 enable

VOSS User Guide for version 8.1 75



Segmented Management Instance Migration Segmented Management

The GRT is associated with VLAN 10 with an IP address of 192.168.10.1. This is the VLAN to be migrated.
After the upgrade, the 192.168.20.0, 192.168.30.0, and, 192.168.50.0 routes are migrated to the
management instance because their nexthop IP address is associated with the 192.168.10.0/24 subnet.

poc Note

E All routes with a nexthop IP address associated with the subnet are migrated. This includes
administratively disabled routes. Administratively disabled routes must be manually deleted
after the upgrade if the route is not needed.
ECMP static route migration is not supported for the Segmented Management Instance. For
an ECMP static route, only the first path in the configuration file migrates.
After upgrading to VOSS Release 8.1.60 or later, any administratively disabled static routes
that migrated to the OOB or VLAN Segmented Management Instance subnet become active.
Administratively disabled routes must be manually deleted after the upgrade if the route is
not needed.

The static route configuration in the Management VLAN configuration block will be the following after
the upgrade:

mgmt vlan 10

ip address 192.168.10.1/24

ip route 192.168.20.0/24 next-hop 192.168.10.2

ip route 192.168.30.0/16 next-hop 192.168.10.50
ip route 192.168.50.0/24 next-hop 192.168.10.2

Segmented Management Instance Migration
You have two command options to change attributes of a Management Instance:
®* convert command

* migrate-to-mgmt command
It is recommended that you use convert command.

With the convert command, you can dynamically change the attributes of a Management Instance
while you actively manage the switch over that same Management Instance without requiring the
switch to reboot. This option also has rollback functionality to recover from unwanted changes.

For more information, see the following sections:

* Dynamic Change Options for Segmented Management Instance Attributes on page 87
* Change Management Instance Attributes on page 101

You can use the migrate-to-mgmt command to move a management VLAN to a different VLAN ID,
or a management CLIP to a different VRF. However, if you use this option, you must reboot your switch
after you save the configuration changes.
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XA1400 Series Management Migration with a Fabric
Segmented Management Extend Source IP VLAN

The following is an outline of the steps required for management migration using the migrate-to-
mgmt command:

1. Configure a new or existing VLAN or CLIP management interface using Interface Configuration
mode in the CLI (interface vlan <vlan_id>or interface loopback <clip_id>)or
EDM.

' Important
The IP interface and all routing protocols attached to the original VLAN are deleted post
migration.

2. Add required routes to reach management services and subnets from the new interface.

3. Test connectivity to the new interface using ping and traceroute, and from the switch to
management stations and servers.

4. Use the migrate-to-mgmt command from the new interface CLI mode.
5. Save the configuration and reboot.

wd Note
E During boot, the migrate-to-mgmt settings are parsed and override the existing
management interface with the new interface.

6. Access and manage the switch from the new interface.

For more information see, Migrate a VLAN or CLIP IP address to the Segmented Management Instance
on page 88 (using CLI) or Migrate an IP Address to a Segmented Management Instance on page 117
(using EDM).

XA1400 Series Management Migration with a Fabric Extend Source IP VLAN

Before VOSS Release 8.1.60, a single IP address could be used for both routing or management,
however Segmented Management Instance separates the routing and management networking stacks.
Because migrate-to-mgmt can only move an IP from the routing stack to the management stack,
see the following scenario for a before and after upgrade process required to manage an XA1400 Series
with the Fabric Extend (FE) tunnel Source IP using Segmented Management Instance:

Before upgrading to VOSS Release 8.1.60 or later:

1. Configure a CLIP Management Instance or designate an existing loopback IP for migration.
2. Save configuration and reboot.

After upgrading to VOSS Release 8.1.60 or later:

1. Manage the XA1400 Series using the CLIP Management Instance.

2. Create the VLAN Management Instance with the same VLAN ID and IP address as the FE tunnel
source VLAN.

3. Modify the default route or create static routes to the VLAN Management Instance.
4. Manage the XA1400 Series with the VLAN or CLIP Management Instance.
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Interface Types

CLIP

The Management Instance supports the following interface types:

* CLIPonpage 78
* OOBonpage 79
* VLAN on page 79

You can configure a maximum of three Management Instance interfaces, one of each type.

You can configure the route priority for the Segmented Management Instance. The Source IP default
route priority is management CLIP (weight 100), then management VLAN (weight 200), then
management OOB interface (weight 300). You can route packets through a different management
interface than the default configuration, but you must add a specific static route or change the default
weight of the management interface.

pac Note
E If you change the default route weight, the management interface with the lowest weight
value becomes the default route for all segmented management interface traffic.

The VSP 8600 Series Segmented Management Instance does not support ACL based filters or
use of ping with -Q option to change the internal priority of management traffic.

You can configure the default topology IP for LLDP and SONMP advertisements. Both LLDP and
SONMP advertise the same topology IP. SONMP supports only IPv4 addresses. If multiple IPv4
addresses are configured on an OOB or VLAN management interface, the advertised IP priority is static
IP address, then DHCP IP address, then link-local IP address.

IPSec is not supported on Segmented Management Instance management interfaces.

You can use this interface type for CLIP management network routing in a Fabric network or Layer 3
routing network.

' Important

A CLIP Management Instance is not a management CLIP created in the GRT. You must create
the CLIP Management Instance using the Segmented Management Instance configuration.

The following list defines the abilities of this interface type:

*  You can assign a circuitless management IP (CLIP) address bound to a VRF.
* You can associate only one VRF ID with a CLIP Management Instance IP address.

* The IP address is not bound to a physical network; it does not transmit nor receive IPv4 Address
Resolution Protocol (ARP) or IPv6 Neighbor Discovery (ND) messages.

* You do not need to configure a default or static route. This interface type uses all routing information
learned by protocols attached to the associated VRF.

* Packets can ingress on any port or VLAN that belongs to the VRF associated with the CLIP
Management Instance.
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ooB

VLAN

*  You must configure accept policies or configure inter-VRF route redistribution to access the CLIP
Management Instance from a different VRF. Inter-VRF access is not permitted with traditional IP
routing using OSPF, BGP, or RIP. Packets ingressing the switch from a VLAN that belongs to a
different VRF without a configured accept policy will not reach the CLIP Management Instance IP
address. For more information, see Redistribution of CLIP Segmented Management Instance
Examples on page 114.

* If you migrate the current IS-IS IP source address to the CLIP Management Instance, after the
upgrade the IS-IS source IP address moves to the CLIP Management Instance. You must configure a
new GRT CLIP using a different IP address and assign that as the new IS-IS source IP.

¢ Advertisement of the IPv4 or IPv6 address for the CLIP Management Instance to IS-IS in the GRT
occurs automatically. Advertisement of the IPv4 or IPv6 address in the VRF Layer 3 VSN bound to
the CLIP Management Instance occurs automatically. You must configure route redistribution to
advertise the CLIP Management Instance to different protocols. For more information, see
Redistribution of CLIP Segmented Management Instance Examples on page 114.

You can use this interface type for OOB management network routing, as an alternative to in-band
network routing management.

uie Note
E The OOB Segmented Management Instance is not supported on VSP 4450 Series, VSP 8600
Series. or XA1400 Series.

The following list defines the abilities of this interface type:
* You can assign a management IP address bound to the Out-of-Band (OOB) interface.
* You can associate only one OOB interface with an OOB Management Instance IP address.

* The Dynamic Host Configuration Protocol (DHCP) Client can request an IPv4 address for the OOB
Management Instance interface.

* You must configure a default or static route to reach the next-hop gateway; no routing protocol
information is used to access off-link networks.

*  You can configure only Layer 3 networking parameters in the Management Instance Configuration
mode (mgmt OOB) in CLI.

*  You can configure only Layer Tand Layer 2 networking parameters in the mgmtEthernet Interface
Configuration mode (interface mgmtEthernet mgmt)in CLI

You can use this interface type for management of Layer 2 switches or for Zero-Touch onboarding of
newly deployed devices.

For more information on Zero-Touch onboarding, see Zero Touch Capabilities on page 15.

pac Note
E The VLAN Segmented Management Instance is not supported on VSP 8600 Series.
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The following list defines the abilities of this interface type:

You can assign a Management Instance IP address to an inband VLAN.
You can associate only one VLAN ID with a VLAN Management Instance IP address.
The DHCP Client can request an IPv4 address for the VLAN Management Instance interface.

The interface resides on the physical VLAN segment, behaving as a host for sending and receiving
IPv4 ARP and IPv6 ND messages.

You must configure a default or static route to reach the next-hop gateway; no routing protocol
information is used to access off-link (other subnets) networks.

For the VLAN Management Instance to take route priority when used in conjunction with the CLIP
Management Instance, you must configure a default route for the VLAN Management Instance with
a value lower than 100, or configure static routes for direct communication over the VLAN
Management Instance and management networks.

No internal routing occurs between the VLAN Management Instance and other non Management
Instance VLANS. The VLAN Management Instance does not route to or from the GRT. Packets must
ingress on one of the ports in the VLAN Management Instance.

Packets sent to the VLAN Management Instance IP address must ingress the switch from a VLAN or
NNI port (or contain the VLAN ID) associated with the VLAN Management Instance. The system
does not route packets between the VOSS routing VLAN and the VLAN Management Instance.

If you configure the same VLAN ID for VOSS routing and for the VLAN Management Instance, the
VOSS routing stack transmits and receives all ARP, ND, and ICMP packets. In this scenario, the
packets are only counted and shown in the VOSS routing KHI port statistics. The management
statistics and KHI management statistics do not count or show the packets.

You can bind the VLAN Management Instance to an I-SID, which bridges all management traffic to a
single I-SID in a Fabric network. Also, other normal VLAN related operations such as VLAN port
member changes are valid.

Bridged management traffic must ingress on the VLAN or I-SID.
The VLAN Management Instance can be routed by upstream routers.

Co-Existence Restrictions

IPv4 and IPv6 address co-existence for both a VOSS routing VLAN and VLAN Management Instance is
supported, however you must manually match both IP address configurations between the VLANS.

If you configure the VLAN Management Instance with a manual IPv4 address and a DHCP IPv4 address
first, you cannot add a IPv4 address to a VOSS routing VLAN.

If you configure the VLAN Management Instance with an IPv6 address first, you can only add one IPv6
global address to a VOSS routing VLAN.

The following restrictions apply when a VLAN Management Instance coexists with a port-based VLAN
or with a brouter port:

If you want a dual stack IPv4 and IPv6 coexistence between a VOSS VLAN and VLAN Management
Instance, you must configure the same IPv4 and IPv6 addresses on the VLAN Management Instance
and on the VOSS VLAN.

You cannot configure the VLAN Management Instance with both IPv4 and IPv6 and configure the
VOSS VLAN with IPv4 or IPv6 only.
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* |f you disable VOSS routing for IPv4, then you must disable routing for IPv6, and vice versa.

Configuration Example - Coexistence with Port-Based VLAN

The following example shows how the VLAN Management Instance can be configured to share the
same |IP address as a routing port-based VLAN.

You can configure the VOSS VLAN first and then configure the VLAN Management Instance or vice
versa. You can remove or add the coexistence at anytime.

uie Note

E With the coexistence between VOSS routing stack and the VLAN Management Instance,
packets sent to the VLAN Management Instance IP address must ingress the switch from a
VLAN port (or contain the VLAN ID) associated with the VLAN Management Instance. The
system does not route packets between the VOSS routing VLAN and the VLAN Management
Instance.

IPv4

vlan create 10 type port-mstprstp 0
vlan members add 10 1/1

interface vlan 10

ip address 192.0.2.0/24

exit

mgmt vlan 10

ip address 192.0.2.0/24

ip route 0.0.0.0/0 next-hop 192.0.2.1
enable

IPv6

vlan create 10 type port-mstprstp O
vlan members add 10 1/1

interface vlan 10

ipv6 interface address 2001:DB8::/32
ipvée interface enable

exit

mgmt vlan 10

ipv6 address 2001:DB8::/32

ipvé route 0::0/0 next-hop 2001::1
enable

Configuration Example - Coexistence with Port-Based VLAN Zero Touch Deployment

For XA1400 Series branch deployments, the VOSS routing IP stack requires the VLAN Management
Instance to work in coexistence mode where both the management IP stack and the routing IP stack
share the same IP address and default routes. This configuration is required if you need to use the
management IP as IPsec source address.

You can manually configure the coexistence as in the preceding example, or you can use the
propagate-to-routing command to propagate the management VLAN IP and static routes from
the management IP stack to the VOSS routing IP stack on the same VLAN ID. If you do not include the
VRF name, the system uses the existing VRF of the VOSS routing VLAN.

IPv4

mgmt vlan 10
enable

exit
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mgmt dhcp-client vlan
mgmt vlan
propagate-to-routing vrf vrf24

Configuration Example - Coexistence with Brouter Port

The following example shows how the VLAN Management Instance can be configured to share the
same IP address as a brouter interface.

You must configure the brouter interface before you enable the VLAN Management Instance. When the
VLAN Management Instance is enabled, you must disable the VLAN Management Instance before you
disable the brouter port.

IPv4

interface GigabitEthernet 1/1

no shutdown

brouter port 1/1 vlan 10 subnet 192.0.2.0/24
mgmt vlan 10

ip address 192.0.2.0/24

enable

IPv6

interface GigabitEthernet 1/1

no shutdown

ipv6 interface vlan 10

ipv6 interface address 2001:DB8::/32
ipvée interface enable

mgmt vlan 10

ipv6 address 2001:DB8::/32

enable

Management Applications

The Segmented Management Instance provides support for management interfaces that transmit and
receive packets directly to and from the system native Linux IP stack. Unlike a traditional management
interface, for example, a CLIP in the GRT that is part of the VOSS networking IP stack, Segmented
Management Instance interfaces do not route packets through the VOSS networking IP stack.

The following management applications use the Segmented Management Instance directly to transmit
or receive packets with segmented management interfaces and addresses.

b Note

The VSP 8600 Series only supports Ping, Traceroute, and NTPv4.

Digital Certificates | Yes Yes
DHCP Client Yes Yes
DNS Yes Yes Yes
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FTP Yes Yes Yes Yes
HTTP/HTTPS Yes Yes Yes
|QAgent Yes Yes

NTPv4 Yes Yes Yes Yes
OVSDB protocol Yes Yes Yes

support for VXLAN

Gateway

Ping Yes Yes Yes Yes
RADIUS Yes Yes Yes
RADIUS Security | Yes Yes Yes
(RADSec)

Representational Yes Yes

State Transfer

Configuration

Protocol

(RESTCONF)

SSH/SCP/SFTP Yes (SSH only) Yes Yes Yes
Syslog Yes Yes Yes
TACACS+ Yes Yes

Telnet Yes Yes Yes Yes
TFTP Yes Yes Yes Yes
Traceroute Yes Yes Yes Yes

The following management applications do not use the Segmented Management Instance directly to

transmit or receive packets, but can integrate with segmented management interfaces and addresses.

Link Layer Discovery Protocol Yes
(LLDP)

Yes

SynOptics Network Management | Yes
Protocol (SONMP)
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Applications and Protocols IPv4 IPv6
Sampled Flow (sFlow) Yes

Remote Network Monitoring Yes

version 2 (RMON2)

poc Note
E The following management applications do not use the Segmented Management Instance
and are deprecated in VOSS.

* NTPvV3
* Remote Login (rlogin)
* Remote Shell (RSH)

Operational Notes for UDP Management Applications

Management applications that use UDP, such as TFTP, RADIUS dynamic server, or SNMP can have
restrictions when multiple Segmented Management Instances are configured with overlapping or
asymmetrical routing.

uid Note
E The restrictions listed do not apply to TCP applications or if a single Management Instance is
configured.

Asymmetrical routing can occur in any of the following scenarios. For the first two scenarios you can
use the OOB or VLAN Management Instance IP address instead of the CLIP Management Instance IP
address. Also, use FTP or SCP file transfer as an alternative because those protocols are TCP based.

In the third scenario, you can configure more specific static routes for networks originating UDP client
communication to the OOB or VLAN Management Instance IP address if the CLIP Management Instance
is also configured.

1. Client communication to the CLIP Management Instance IP address is from the same subnet as the
VLAN Management Instance.

2. Client communication to the CLIP Management Instance IP address when specific static routes or
default route with higher preference back to the client network exist on OOB Management Instance
or VLAN Management Instance.

3. Client communication to the OOB Management Instance IP address or VLAN Management Instance
IP address that relies on a default route with a lower preference than the internal default route used
by the CLIP Management Instance.

4. Client communication to the CLIP Management Instance IP address is from the same subnet as the
OOB Management Instance (even if the OOB port is down).

DHCP Client for Segmented Management Instance

To support Zero Touch Deployment, a DHCP Client is used for the Segmented Management Instance
VLAN management interface or Out-of-Band (OOB) management interface. The DHCP Client
configuration supports a VLAN mode, OOB mode, and a cycle mode. DHCP Client cycle mode
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alternates IP address requests between the VLAN management interface and OOB management
interface until an IP address is obtained on one of the interfaces. Priority is given to the OOB
management interface.

You can also manually configure the DHCP Client to request an IPv4 address from a DHCP server for the
In-band VLAN management interface, or the OOB management interface, or to cycle requests until an
IP address is obtained on a VLAN or OOB management interface. The DHCP Client supports IPv4
addresses only, and cannot be enabled on multiple management interfaces simultaneously.

i Note

E If a default route is configured on an OOB or VLAN management interface, and then you
configure DHCP so that it replaces the default route, the original default route is restored if
you disable DHCP.
However, if the DHCP default route is updated or deleted after it is created by DHCP, the
default route will not be replaced by the original route when DHCP is disabled.

DHCP Client Restrictions

DHCP Client for the Segmented Management Instance supports IPv4 addresses only, and cannot be
enabled on multiple management interfaces simultaneously. The DHCP Client only supports the in-band
VLAN management interface, or the OOB management interface, or to cycle requests on the the VLAN
then OOB management interface until an IP address is obtained on one of the interfaces.

i Note

E The DHCP Client is disabled by default on previously configured or upgraded switches.
The DHCP Client is enabled by default in cycle mode when:
* The switch ships directly from manufacturing with VOSS Release 8.1.60 or later.

The primary and secondary configuration file is not on the switch.

The primary and secondary configuration file fail to load on the switch.

The DHCP Client is not available if RMON2 is configured on a Management Instance, and RMONZ2 is not
available if the DHCP Client is configured on a Management Instance.

When DHCP is enabled on a Management Instance interface, the DHCP Client initial broadcast discovery
packet and initial response from the DHCP server are not counted or shown in KHI management
statistics for the management interface. Only the packets after the DHCP IP address assignment
completes are counted and shown. After an IP address is assigned, a UDP socket opens and packets are
counted on the interface.

If you change the DHCP Client configuration between management VLAN, OOB, or cycle, the default
route provided by the DHCP server might delete and add with a different nexthop or network. DHCP
Client configuration changes can cause interruptions to existing management connections.

DHCP static routes are not saved in the configuration file or displayed in show running-config.
You can view DHCP static routes with show mgmt ip route static.If the DHCP Client adds a
default route to an interface, the previous default route is deleted. If you modify a default route created
by the DHCP Client, the route type output of show mgmt ip route static changes from DHCP
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to STATIC. You can save the modified to static default route to the configuration file, but on reboot the
DHCP Client deletes the modified default route and restores the default static route the DHCP server
specifies.

DHCP Option 43

DHCP option 43 requests specific vendor options from the DHCP server. Only sub-option 226
(EXTREME .cloudig-ip) is supported to change the value of the ExtremeCloud 1Q server IP address on
the switch.

With the support of DHCP option 43, DHCP can dynamically configure the IP address of a private/non-
public ExtremeCloud 1Q server for zero touch deployments when the default ExtremeCloud |1Q server
(hac.extremecloudig.com) is not desired.

For information about configuring the switch to support ExtremeCloud 1Q, see ExtremeCloud 1Q Agent
on page 859.

DHCP Option 43 Configuration Examples

This section provides examples to configure DHCP Option 43 on a Linux server and on Windows Server.

ISC DHCP Server configuration on Linux:

/etc/dhcp/dhcpd.conf

default-lease-time 60;

max-lease-time 7200;

option space EXTREME;

option EXTREME.cloudig-ip code 226 = ip-address;

class "Edge-without-POE" {
match if (option vendor-class-identifier = "EXTREME") ;
vendor-option-space EXTREME;
option EXTREME.cloudig-ip 10.16.231.131;

}

subnet 30.30.30.0 netmask 255.255.255.0 {
pool {
range 30.30.30.10 30.30.30.20;
allow members of "Edge-without-POE";
}
option domain-name-servers 10.1.10.1;
option domain-name "labs.extremenetworks.com";
option routers 30.30.30.250;
default-lease-time 3600;
}

Windows Server configuration:

1. Go to scope options for defined DHCP pool.
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Segmented Management Instance Attributes
2. Enter the following for Option 43: e2 04 0a 10 e7 83
Value Description
e2 04 vendor ID prefix (e2 is the hexadecimal value of the code 226 used to identify

sub-option EXTREME.cloudig-ip and 04 the hexadecimal value of the length
of an IP address in bytes)

0a10e7 83 I[P address 10.16.231.131 converted to hexadecimal

Dynamic Change Options for Segmented Management Instance Attributes

You can now dynamically change the attributes of a Management Instance while you actively manage
the switch over that same Management Instance without requiring the switch to reboot. For example, if
your switch onboards using VLAN 4048, you can change that Management Instance VLAN to a new
VLAN.

You can change the following attributes for the Management Instance:

Management Instance VLAN:
o VLANID

o |Pv4 address

o default gateway

o |-SID (on a DvR Leaf)

o ports-tagged

o ports-untagged
Management Instance CLIP

o |Pv4 address

o vrf

Management Instance Out-of-Band (OOB)
o |Pv4 address

o default gateway

Operational Considerations

The following are operational considerations when you change Management Instance attributes using
the convert command:

IPv6 is not supported and is removed during conversion, if an IPv6 address exists.

You cannot change parameters for more than one Management Instance operation at a time. You
must issue the mgmt convert-commit command before you use the convert command for
either the same or a different Management Instance.

If you attempt to change attributes for an existing Management Instance VLAN, you cannot
configure ports-tagged, ports-untagged, and I-SID parameters. Make configuration changes to the
existing Management InstanceVLAN first before you use the econvert command. If you change
your switch to a DvR leaf node, you can change the I-SID parameter.

If you attempt to change attributes for a Management Instance VLAN and the VLAN does not exist,
a VLAN is automatically created in the background. You can specify ports-tagged, ports-untagged,
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and [-SID parameters to be associated with this new VLAN. The new VLAN is assigned to the default
Spanning Tree Group, which is O.

¢ |f you attempt to change attributes for a Management Instance VLAN and the VLAN does not exist,
and you do not specify ports-tagged, ports-untagged, or I-SID parameters, then this is a special
case. If any untagged ports in the old VLAN have dynamic Address Resolution Protocol (ARP)
entries then these ports automatically move from the old VLAN to the new VLAN. For example,
VLAN 200 has port members 1/1,1/2, and 1/3. ARP entries are configured on ports 1/1and 1/2. VLAN
300 is created in the background and only ports 1/1and 1/2 automatically move to this new VLAN.

If an MLT ID is associated with the old VLAN, the association is removed and re-added to the new
Management Instance VLAN ID.

* |f you attempt to change the vrf attribute for a Management Instance CLIP but the vrf does not exist,
a vrf is automatically created in the background. In order for this vrf to function properly, you must
configure either SPBM Layer 3 VSN or IP interfaces and routing protocols.

The best practice is to configure and test vrf connectivity before you use the convert command.

* The following applies when you change static routes attributes on a Management Instance VLAN or
Management Instance OOB interface:
o |If you provide the static route next-hop gateway, all next-hop gateway direct to the new gateway.

o |f you do not provide the static route next-hop gateway and the new subnet is the same as the
old subnet, all routes are re-added as is.

o |f you do not provide a gateway and the new subnet is different, routes are discarded.
* Dynamic routes added by DHCP convert to static routes.

Segmented Management Instance Configuration using the CLI

This section provides procedures to configure segmented management instance using the command
line interface (CLI).

Migrate a VLAN or CLIP IP address to the Segmented Management Instance

In releases prior to VOSS release 8.1.60, perform this procedure to identify a pre-existing VLAN or
loopback management interface to migrate to the Segmented Management Instance after you upgrade.
This action moves the IP interface from the routing stack to the management stack to use with
management applications. In releases later than VOSS 8.1.60, you can perform this procedure to migrate
a new routing VLAN with a new IP address or a new loopback IP address under a different VRF to the
Segmented Management Instance. Alternatively, you can also use the econvert command. For more
information, see Change Management Instance Attributes on page 101.

' Important

Choose a VLAN that does not have an IP interface on it. The upgrade process removes the IP
configuration and network connectivity will be impacted.

About This Task

uid Note
E Do not migrate interfaces used for routing purposes, for example, where you configure Layer
3 routing protocols.
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This command does not apply to the OOB or mgmtEthernet interface. Releases that support this
migration procedure automatically move the IP address on the mgmtEthernet interface from the
routing stack to the Segmented Management Instance during the upgrade to this release.

Procedure

1. Enter Interface Configuration mode for either a VLAN or loopback interface:

enable
configure terminal

interface vlan <1-4059>0r interface loopback <1-256>
2. Select the interface address for migration:

migrate-to-mgmt
3. View the designated interface addresses selected for migration:

show mgmt migration
4. Save the configuration selected for migration:

save config
Example

|dentify an IP address currently assigned to an inband VLAN to migrate to the Management VLAN. The
example assumes you already identified a CLIP address. The VRF column in show mgmt migration
indicates where the interface is being moved from.

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #interface vlan 20

Switch:1 (config-if) #migrate-to-mgmt

Switch:1 (config-if) #show mgmt migration

Mgmt Migration Information

IFINDEX DESCR VRF IPV4 IPV6
1344 CLIP-1 GlobalRouter 192.0.2.102/32 10:0:0:0:0:0:0:1/128
2068 VLAN-20 GlobalRouter 198.51.100.6/24 20:0:0:0:0:0:0:1/64

2 out of 2 Total Num of mgmt migrate entries displayed

Switch:1 (config-if) #save config
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Configure a Segmented Management Instance Using quick-config-mgmt Utility

Use the following procedure to run the quick-config-mgmt utility script to ease the transition to the
Segmented Management Instance.

b Note
E XA1400 Series does not support the OOB Management Instance.

poc Note
E Product Notice: quick-config-mgmt is not supported on VSP 8600 Series.

The quick-config-mgmt utility recognizes existing configuration. For the OOB Management Instance,
you can overwrite the existing configuration only. However, for the VLAN Management Instance, you
can overwrite the existing configuration, or you can migrate the existing configuration to a coexistence
of IP on both VOSS VLAN and management VLAN.

The quick-config-mgmt utility supports the following:

* IPv4only
* only one interface at one time
¢ Qut-of-Band mangagement and In-Band VLAN management

About This Task

You can use this procedure to help you transition to a new Segmented Management Instance. You can
configure IPv4, static routes, and DHCP support for the Out-of-Band (OOB) Mangagement Instance or
for the In-Band VLAN Management Instance. If configuration exists for the interface type you selected,
you are prompted to replace the configured interface or to quit the utility.

' Important
If you configure DHCP, any other running DHCP instance is stopped and a new DHCP instance
is created on the interface. This might cause loss of conectivity.

The default values are given in square brackets. You can input your values at the prompt or you can
press Enter to accept the default values.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Enter the following command to start the utility:

quick-config-mgmt

' Important

If DHCP mode cycle is enabled, the following warning message displays to inform you that
DHCP client will be disabled, if you continue.

Continuing will disable dhcp and may affect your connectivity
to the DUT. Do you want to continue? y/n [n]:
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Examples

The following examples show outputs from the quick-config-mgmt utility.

Configure the OOB Mangagement Instance:

Switch:1 (config) #quick-config-mgmt

Welcome to the management interface setup utility.

You will be requested for information to initially configure the switch.
When finished the information will be applied and stored as a part of the
configuration.

Once the basic parameters are configured, additional configuration can proceed using
other management interfaces.

Press g to abort at any time.

Management interface types:

1 - Out of band management port
3 - In-band port-based VLAN
Please enter management interface type or "g" to quit. [1]:
Please enter the Management Address IPv4 address, "d" for DHCP configuration or "g" to

quit [192.0.2.2]:

Please enter the Management Address Mask IPv4 address or "g" to quit [255.255.255.0]:
Please enter the Default Gateway Address IPv4 address, 0.0.0.0 for no default gateway,
or "g" to quit [192.0.2.5]

Management interface created successfully

Replace an existing OOB Mangagement Instance configuration:

Switch:1 (config) #quick-config-mgmt

Welcome to the management interface setup utility.

You will be requested for information to initially configure the switch.
When finished the information will be applied and stored as a part of the
configuration.

Once the basic parameters are configured, additional configuration can proceed using
other management interfaces.
Press g to abort at any time.
Management interface types:
1 - Out of band management port
3 - In-band port-based VLAN
Please enter management interface type or "g" to quit. [1]:
MGMT OOB is already configured.
Continuing may remove parts or all of current config.
Do you want to continue? y/n [y]:
Please enter management interface type or "g" to quit. [1]:
Please enter the Management Address IPv4 address, "d" for DHCP configuration or "g" to
quit [192.0.2.2]:
Please enter the Management Address Mask IPv4 address or "q" to quit [255.255.255.0]:
Please enter the Default Gateway Address IPv4 address, 0.0.0.0 for no default gateway,
or "g" to quit [192.0.2.5]
Management interface created successfully

Configure the In-band port-based VLAN Management Instance by removing parts of or all of the
existing VLAN configuration:

Switch:1 (config) #quick-config-mgmt

Welcome to the management interface setup utility.

You will be requested for information to initially configure the switch.
When finished the information will be applied and stored as a part of the
configuration.

Once the basic parameters are configured, additional configuration can proceed using
other management interfaces.
Press g to abort at any time.
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Management interface types:
1 - Out of band management port
3 - In-band port-based VLAN
Please enter management interface type or "g" to quit. [1]: 3
MGMT VLAN is already configured.
Continuing may remove parts or all of current config.
Do you want to continue? y/n [n]: y
Please enter VLAN ID (2-4059) or "g" to quit [4059]: 2
VLAN 2 is already in use.
Do you want to re-use existing vlan configuration? y/n/q: [n]
This option will remove all current config on VLAN 2.
Please enter port to be added to the in-band management VLAN or "g" to quit [1/1]:
Please enter the Management Address Mask IPv4 address or "g" to quit [255.255.255.0]:
Please enter the Default Gateway Address IPv4 address, 0.0.0.0 for no default gateway,
or "g" to quit [192.0.2.5]
Management interface created successfully

Configure the In-band port-based VLAN Management Instance by reusing the existing VLAN
configuration:

Switch:1 (config) #quick-config-mgmt

Welcome to the management interface setup utility.

You will be requested for information to initially configure the switch.
When finished the information will be applied and stored as a part of the
configuration.

Once the basic parameters are configured, additional configuration can proceed using
other management interfaces.

Press g to abort at any time.

Management interface types:

1 - Out of band management port
3 - In-band port-based VLAN

Please enter management interface type or "g" to quit. [1]: 3

MGMT VLAN is already configured.

Continuing may remove parts or all of current config.

Do you want to continue? y/n [n]: y

Please enter VLAN ID (2-4059) or "g" to quit [4059]: 2

VLAN 2 is already in use.

Do you want to re-use existing vlan configuration? y/n/q: [y]

Please enter port to be appended to the in-band management VLAN or leave empty

to keep currently configured ports or "g" to quit []: 1/1

Please enter the Management Address IPv4 address, "d" for DHCP configuration or "g" to
quit [192.0.2.2]:

Please enter the Management Address Mask IPv4 address or "g" to quit [255.255.255.0]:
Please enter the Default Gateway Address IPv4 address, 0.0.0.0 for no default gateway,
or "g" to quit [192.0.2.5]

Management interface created successfully

Configure the In-band port-based VLAN Management Instance by reusing the existing VLAN
configuration when IP address is configured and coexistance of mgmt and routing on same VLAN is
desired:

Switch:1 (config) #quick-config-mgmt

Welcome to the management interface setup utility.

You will be requested for information to initially configure the switch.
When finished the information will be applied and stored as a part of the
configuration.

Once the basic parameters are configured, additional configuration can proceed using
other management interfaces.
Press g to abort at any time.
Management interface types:
1 - Out of band management port
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3 - In-band port-based VLAN

Please enter management interface type or "g" to quit. [1]: 3

MGMT VLAN is already configured.

Continuing may remove parts or all of current config.

Do you want to continue? y/n [n]: y

Please enter VLAN ID (2-4059) or "g" to quit [4059]: 2

VLAN 2 is already in use.

Do you want to re-use existing vlan configuration? y/n/qg: [y]

Please enter port to be appended to the in-band management VLAN or leave empty

to keep currently configured ports or "g" to quit []: 1/1

IP address is already configured on VLAN 2.

Do you want to configure co-existence of mgmt and routing on the same vlan? y/n/q: [y]
Please enter the Management Address IPv4 address, "d" for DHCP configuration or "g" to
quit [192.0.2.2]:

Please enter the Management Address Mask IPv4 address or "g" to quit [255.255.255.0]:
Please enter the Default Gateway Address IPv4 address, 0.0.0.0 for no default gateway,
or "g" to quit [192.0.2.5]

Management interface created successfully

Configure the In-band port-based VLAN Management Instance by reusing the existing VLAN
configuration when IP address is configured but coexistance of mgmt and routing on same VLAN is not
desired:

Switch:1 (config) #quick-config-mgmt

Welcome to the management interface setup utility.

You will be requested for information to initially configure the switch.
When finished the information will be applied and stored as a part of the
configuration.

Once the basic parameters are configured, additional configuration can proceed using
other management interfaces.
Press g to abort at any time.
Management interface types:
1 - Out of band management port
3 - In-band port-based VLAN
Please enter management interface type or "g" to quit. [1]: 3
MGMT VLAN is already configured.
Continuing may remove parts or all of current config.
Do you want to continue? y/n [n]: y
Please enter VLAN ID (2-4059) or "g" to quit [4059]: 2
VLAN 2 is already in use.
Do you want to re-use existing vlan configuration? y/n/qg: [y]
Please enter port to be appended to the in-band management VLAN or leave empty
to keep currently configured ports or "g" to quit []: 1/1
IP address is already configured on VLAN 2.
Do you want to configure co-existence of mgmt and routing on the same vlan? y/n/q: [n]
Management interface created successfully

Create a Segmented Management Instance

You must create a Management Instance to gain access to specific management applications. After you
create the Management Instance, you can add an IP address to it and configure route redistribution to
advertise reachability of the Management Instance to the rest of the network.

About This Task

The Management Instance supports different management interface types. When you create the
Management Instance, you specify the interface type and the switch automatically creates the
appropriate instance ID for that type.

VOSS User Guide for version 81 93



Create a Segmented Management Instance Segmented Management

A management VLAN is used for Layer 2 deployments. In a Layer 3 routing or Fabric deployment, use a
management CLIP. For Out-of-band Management, use a management OOB.

Each Management Instance supports a IPv4 and IPv6 (global scope) management address for use by
management applications.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Create the Management Instance required for your deployment:
a. To create a management CLIP:
mgmt clip [vrf WORD<I-16>]

pal Note
E If you do not specify a VRF, the management CLIP uses the GRT. You cannot use
mgmtrouter as the VRF.

OR
b. To create a management OOB:

mgmt oob

OR
c. To create a management VLAN and associate it with an existing port-based VLAN:
mgmt vlan <2-4059>
3. Enable the Management Instance:

enable

Example

Create and enable a Management CLIP:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt clip

Switch:1 (mgmt:clip) #enable

Create and enable a Management OOB:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt oob

Switch:1 (mgmt:oob) #enable

Create and enable a Management VLAN:

Switch:1>enable
Switch:1l#configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
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Switch:1 (config) #mgmt vlan 20
Switch:1 (mgmt:vlan) #enable

Delete a Segmented Management Instance

Use this task to delete a Management Instance. Deleting the Management Instance removes the IP
address, and changes the associated VRF for a management CLIP.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Delete the Management Instance:

no mgmt {clip | oob | wvlan}
Configure the DHCP Client for a Segmented Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure the DHCP Client to obtain an IPv4 address for the Management Instance
VLAN interface or Out-of-Band interface.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Enable and configure the DHCP Client for a management interface:

oob vlian}

mgmt dhcp-client {cycle
Example

The following example configures the DHCP Client to cycle IPv4 requests for the management OOB
interface, and then the In-Band management VLAN interface; priority is given to the OOB interface. The
system cycles attempts until one management interface receives an IP address from the DHCP server:
Switch:1>enable
Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt dhcp-client cycle
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Variable Definitions

The following table defines parameters for the mgmt dhep-client command.

Variable Value

cycle DHCP Client cycles IP requests for in-band VLAN and Out-
of-Band management interfaces.

oob DHCP Client requests an IP address for the Out-of-Band
management interface.

vlan DHCP Client requests an IP address for the VLAN
management interface.

Configure an IP Address for a Segmented Management Instance

Use this task to add an IPv4 or IPv6 address to a Management Instance.

Before You Begin

* Ensure the IP address you plan to assign is not in use by an existing VLAN or CLIP IP subnet
configured on the switch.

* |fthe DHCP client is configured for a Segmented Management Instance, you must manually disable
the client. Configuring an IP address does not automatically disable the DHCP client.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Enter the configuration mode for the Management Instance:
mgmt {clip | oob | wvlan}
3. Add an IPv4 address:
ip address {A.B.C.D [A.B.C.D] | A.B.C.D/X}
4. Add an IPv6 address:
ipv6 address WORD<0-255>

Example

Add an IPv4 address to the VLAN Management Instance:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #ip address 192.0.2.12/24

Add an IPv4 address to the OOB Management Instance:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt oob

Switch:1 (mgmt:oob) #ip address 192.0.2.12 255.255.255.0
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Add an IPv6 address to the CLIP Management Instance:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt clip

Switch:1 (mgmt:clip) #ipv6 address 2001:DB8::1/128

Configure a Segmented Management Instance Interface as Default Topology IP

i Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure a Management Instance with a default topology IP.

uid Note
E You can only configure one Management Instance interface as the default topology IP.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Enter the configuration mode for the Management Instance:
mgmt {clip | oob | wvlan}

3. Configure the Management Instance as the default topology IP.

force-topology-ip
Example

The following example configures the Segmented Management Instance VLAN as the default topology
IP:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #force-topology-ip

Configure Static Routes for a Management Instance

poc Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure static routes for Management Instances.
About This Task

For the Management Instance CLIP, you do not need to configure a default or static route. This interface
type uses all routing information learned by protocols attached to the VRF. For more information about
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how to associate a VRF with the CLIP interface, see Create a Segmented Management Instance on page
93,

For the Management Instance OOB and VLAN, you must configure a default or static route to reach the
next-hop gateway; no routing protocol information is used to access off-link networks.

You can configure up to 100 IPv4 and IPv6 static routes.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Enter the configuration mode for the Management Instance:
mgmt {clip | oob | wvlan}

3. Configure a static route:

ip route <A.B.C.D A.B.C.D | A.B.C.D/X> next-hop <A.B.C.D> [weight <1-
65535>]

OR

ipve route WORD<0-255> [next-hop WORD<0-255>] [weight <1-65535>]
Example

Add a static route to configure routing for a Management Instance:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan)#ip route 192.0.2.2/24 next-hop 198.51.100.1

Variable definitions

The following table defines parameters for the ip route and ipvé route commands.

Variable Value
<A.B.C.D A.B.C.D | |Specifies the IP address and mask in one of the following formats:
A.B.C.D/X> + ABCDABCD

+ AB.CD/X

next-hop <A.B.C.D> |Specifiesthe next hop address for the static route.
or next—hop Use an IP in the same subnet as the management VLAN IP address.
WORD<0-255>

98

VOSS User Guide for version 8.1



Segmented Management

Configure Fragmented ICMP Packet Filtering on a
Segmented Management Instance

Variable

Value

weight <1-65535>

Specifies the static route cost. The default is 100 for CLIP, 200 for VLAN,
and 300 for OOB.

The management CLIP uses an internal static route with a weight of 100.
If you use both CLIP and VLAN and need to force all default traffic out the
management VLAN interface, configure a default static route with a
weight lower than 100.

WORD<0-255>

Specifies the IPv6 address.

Configure Fragmented ICMP Packet Filtering on a Segmented Management Instance

uhe Note
E This procedure does not apply to VSP 8600 Series.

About This Task

Use this task to enable fragmented ICMP packet filtering on a Segmented Management Instance.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Enter the configuration mode for the Management Instance:

mgmt {clip | oob

vlan}

3. Enable fragmented ICMP packet filtering:

For IPv4:

ip icmp drop-fragments

OR

For IPv6:

ipv6 icmp drop-fragments

s Note
E This ipvé icmp drop-fragments command does not apply to XA1400 Series.

Configure MAC-offset for a Management VLAN Instance

Use this task to configure MAC-offset for a Management VLAN instance.
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Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Enter the MAC-offset for a Management VLAN instance:

mgmt vlan mac-offset <MAC-offset>

i Note
E Different hardware platforms support different ranges.

Example

Configure the MAC-offset for the Management VLAN instance:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #mac-offset <0-511>

Variable Definitions

The following table defines parameters for the mgmt wvlan interface.

Variable Value

mac-offset Specifies a number by which to offset the MAC address from the chassis MAC
<MAC-offset> |address. This ensures that each IP address has a different MAC address. If you omit
this variable, a uniqgue MAC offset is automatically generated. Different hardware
platforms support different ranges. To see which range is available on the switch,
use the CLI command completion Help.

Configure Management VLAN and VOSS Routing VLAN Coexistence Through
Propagation

% Note
This procedure only applies to XA1400 Series.

For XA1400 Series branch deployments, the VOSS routing IP stack requires the VLAN Management
Instance to work in coexistence mode where both the management IP stack and the routing IP stack
share the same IP address and default routes. This is required for an IPsec source address.

About This Task

You can manually configure the coexistence or you can use the propagate-to-routing command
to propagate the management VLAN IP and static routes from the management IP stack to the VOSS
routing IP stack on the same VLAN ID. If you do not include the VRF name, the system uses the existing
VRF of the VOSS routing VLAN.
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Procedure

1.

Enter Global Configuration mode:

enable

configure terminal

Enter the configuration mode for the Management Instance VLAN:
mgmt vlan

Configure the coexistence:

propagate-to-routing [vrf WORD<0-16>]

Change Management Instance Attributes

i Note
E This procedure does not apply to VSP 8600 Series.

Use this task to change the IP address, VLAN, vrf, or default gateway for a Management Instance while
you actively manage the switch over the same instance.

' Important
Change the parameters in the following order:

1. VLAN or vrf
2. ports-tagged, ports-untagged-, I-SID
3. IP address and or default gateway

About This Task

You cannot change parameters for more than one Management Instance operation at a time.

Procedure

1.

Enter Global Configuration mode:

enable

configure terminal
Enter the configuration mode for the Management Instance:

mgmt {clip | oob | vlan}
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3. Use one of the following Management Instances interfaces to configure the new values:
a. Configure new Management Instance VLAN parameters:
convert [vlan <1-4059>] [i-sid <1-16777215>] |[ports-tagged {slot/
port[/sub-port] [-slot/port([/sub-port]][,...]}] [ports-untagged{slot/

port[/sub-port] [-slot/port[/sub-port]][,...]}] [ip {<A.B.C.D/X>|
<A.B.C.D> <A.B.C.D>}] [gateway <A.B.C.D>] [rollback <0-3600>]

' Important

After you configure the new values, the existing Management Instance VLAN is deleted
and connectivity to the switch can be lost. You must reconnect to the switch before
you can issue the mgmt convert-commit command

b. Configure new Management Instance OOB parameters:

convert [ip {<A.B.C.D/X>|<A.B.C.D> <A.B.C.D>}] [gateway <A.B.C.D>]
[rollback <0-3600>]

c. Configure new Management Instance CLIP parameters:

convert [vrf WORD <1-16>] [ip {<A.B.C.D/X>|<A.B.C.D> <A.B.C.D>}]
[rollback <0-3600>]

o Note

E If the vrf does not exist before you issue the convert command, the vrf is
automatically created in the background. In order for this vrf to function properly, you
must configure either SPBM Layer 3 VSN or IP interfaces and routing protocols.

4. Log on to Global Configuration mode to commit the parameter changes:

mgmt convert-commit

et Note

E Commit the change within 120 seconds (default) of issuing the mgmt convert-commit
command. Otherwise, the configuration changes automatically roll back to the previous
configuration.

Example
The following examples show the change options attributes for Management Instance VLAN:

Convert a management VLAN to a new VLAN ID:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300

Switchl: (mgmt:vlan)#1 2021-09-24T21:41:54.627Z 4902 CP1 - 0x003c8677 -

00000000 GlobalRouter NLS BASE INFO Mgmt convert: Dynamically moved the following ports
from vlan 10 to

new mgmt vlan 300 that had ARP entries: 1/1,

1 2021-09-24T21:41:54.627Z 4902 CP1 - 0x003c8671 -00000000 GlobalRouter NLS BASE INFO
Mgmt convert: new

vlan 300 created successfully

1 2021-09-24T21:41:54.651Z 4902 CP1 - 0x003c8672 -00000000 GlobalRouter NLS BASE INFO
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Mgmt convert: existing

mgmt vlan instance deleted successfully

1 2021-09-24T21:41:54.719Z 4902 CP1 - 0x003c8673 -00000000 GlobalRouter NLS BASE INFO
Mgmt convert: new mgmt

vlan instance created successfully with IP address 100.1.1.66/24

1 2021-09-24T21:41:54.719Z 4902 CP1 - 0x003c867e - 00000000 GlobalRouter NLS BASE INFO
Convert on mgmt vlan

instance: Mgmt convert executed successfully

<reconnect to switch..>
Login: rwa
Password: ***

Mgmt convert: Please issue 'mgmt convert commit' before 120 seconds rollback timer
expires otherwise mgmt vlan
config change will be reverted

Convert a management VLAN to new IP address in the same subnet and in the same VLAN:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert ip 10.10.10.30/24

Convert a management VLAN to new IP address in a different subnet.

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert ip 11.11.11.30/24 gateway 11.11.11.1

Convert a management VLAN to new VLAN ID with specified port or ports:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300 ports-untagged 1/2 ports-tagged 1/4

Convert a management VLAN to new VLAN ID with a specified |-SID:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300 i-sid 4300

Convert a management VLAN to new VLAN ID with a new IP address and default Gateway:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300 ip 11.11.11.30/24 gateway 11.11.11.1

Convert a management VLAN with all options:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300 ports-untagged 1/2 ports-tagged 1/4 i-sid 43000
ip 11.11.11.30/24 gateway 11.11.11.1
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Convert a management VLAN to new I-SID (DvR Leaf only):

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert i-sid 4000

Convert a management VLAN with a faster rollback option (default is 120 seconds):

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300 rollback 60

Convert a management VLAN with no rollback option:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt vlan

Switch:1 (mgmt:vlan) #convert vlan 300 rollback 0

The following examples show the change options attributes for Management Instance CLIP.

Convert a management CLIP from one VRF to another VRF. The IP address is the same:

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt clip

Switch:1 (mgmt:clip) #convert vrf blue

WARNING: the specified vrf does not exist - connectivity to the mgmt clip will be lost
until 13vsn or

ip interfaces for the given vrf are provisioned.

Continue with this operation (y/n) ? n

i Note

E If the vrf does not exist before you issue the convert command, the vrf is automatically
created in the background. In order for this vrf to function properly, you must configure either
SPBM Layer 3 VSN or IP interfaces and routing protocols.

Convert a management CLIP to a new IP address. The VRF is the same:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt clip

Switch:1 (mgmt:vlan) #convert ip 30.30.30.100/32

Convert a management CLIP to new IP address and VRF:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt clip

Switch:1 (mgmt:vlan) #convert vrf blue ip 30.30.30.100/32

The following examples show the change options attributes for Management Instance Out-Of-Band
(O0B):
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Convert a management OOB to a new IP address in the same subnet:

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt oob

Switch:1 (mgmt:vlan) #convert ip 20.20.20.100/24

Convert a management OOB IP address to a different subnet:
Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #mgmt oob

Switch:1 (mgmt:vlan) #convert ip 21.21.21.100/24 gateway 21.21.21.1

Variable Definitions

The following table defines parameters for the convert command.

Variable Value

<A.B.C.D A.B.C.D | A.B.C.D/X> Specifies the IP address and subnet mask.
This parameter applies to the following
Management Instance interface types:

« CLIP
+ 0OOB
+ VLAN
<A.B.C.D> Specifies the gateway IP address.

This parameter applies to the following
Management Instance interface types:

- OOB
* VLAN
<1-16777215> Specifies the service instance identifier (I-SID).

This parameter applies to the Management
Instance VLAN interface type.

Note: You can specify the I-SID for a switch not
configured as a DVR Leaf node.

{slot/port[/sub-port] [-slot/port[/ |ldentifies the slot and portin one of the following

sub-port]][,...]} formats: a single slot and port (slot/port), a range
of slots and ports (slot/port-slot/port), or a series
of slots and ports (slot/port,slot/port,slot/port). If
the platform supports channelization and the port
is channelized, you must also specify the sub-port
in the format slot/port/sub-port.

<0-3600> Specifies the time in seconds between when the
command is issued and when the command
changes automatically roll back to the previous
configuration.

The default is 120 seconds. To disable the rollback,
enter O.
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Variable Value

<2-4059> Specifies the VLAN ID in the range of 2 to 4059.

VLAN ID 1is the default VLAN and you cannot
create or delete VLAN ID 1. By default, the system
reserves VLAN IDs 4060 to 4094 for internal use.
On switches that support the vrf-scalingand
spbm-config-mode boot configuration flags, if
you enable these flags, the system also reserves
VLAN IDs 3500 to 3998.

This parameter applies to the Management
Instance VLAN interface type only.

WORD<0-16> Specifies the vrf name.

This parameter applies to the Management
Instance CLIP interface type only.

View Segmented Management Instance Information

Use this task to view Management Instance information.

Procedure

1.

2.

To enter User EXEC mode, log on to the switch.

View general configuration information:

show mgmt interface [clip | oob | vlan]
View operational routes for the Management Instance:

show mgmt ip route [clip | oob | vlan]
OR

show mgmt ipv6 route [clip | oob | vlan]

% Note
Routes with a type of LOCAL have a metric equal to 1.

View configured static routes for the Management Instance:

show mgmt ip route static [vlan | oob | clip]
OR

show mgmt ipv6 route static [vlan | oob | clip]

uid Note
E Routes with a type of LOCAL have a metric equal to 256.

View the ARP or Neighbor Discovery cache information for the Management Instance:

show mgmt ip arp [clip | oob | wvlan]
OR

show mgmt ipv6 neighbor [clip | oob | vlan]
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Example

Switch:1>show mgmt interface vlan

Mgmt Interface Information

INST DESCR TYPE ADMIN VLAN PORT VRF PHYSICAL
4 Mgmt-vlan VLAN enable 2 = 192.0.2.188
1 out of 1 Total Num of mgmt interfaces displayed
Switch:1>show mgmt ip route
Mgmt IPv4 Route Information - Table main
DEST/MASK NEXTHOP METRIC INTERFACE TYPE
0.0.0.0/0 0.0.0.0 100 Mgmt-clip INTERNAL
0.0.0.0/0 0.0.0.0 300 Mgmt-oobl DHCP
192.0.2.189/24 0.0.0.0 256 Mgmt-vlan LOCAL
2 out of 2 Total Num of mgmt ip route displayed
Switch:1>show mgmt ip route static
Mgmt IPv4 Static Route Information - Table main
INTERFACE DEST/MASK NEXTHOP METRIC STATE TYPE
Mgmt-vlan 192.0.2.1/24 10.0.0.30 200 ACTIVE STATIC
Mgmt-vlan 198.51.100.5/24 10.0.0.40 200 ACTIVE STATIC
Mgmt-oobl 0.0.0.0/0 192.0.2.5 300 ACTIVE DHCP
Switch:1>show mgmt ipv6 route static
Mgmt IPv6 Static Route Information - Table main
INTERFACE DEST/MASK NEXTHOP METRIC STATE
Mgmt-vlan 40:0:0:0:0:0:0:0/64 10:0:0:0:0:0:0:40 200 ACTIVE
Mgmt-vlan 50:0:0:0:0:0:0:0/64 10:0:0:0:0:0:0:50 200 ACTIVE
Switch:1>show mgmt ip arp
Mgmt IP ARP Information
IP_ADDRESS INTERFACE MAC_ ADDRESS STATE
10.10.10.1 Mgmt-vlan 00:1d:af:64:a2:14 REACHABLE
10.10.10.22 Mgmt-vlan 00:18:b0:5a:92:14 STALE
10.10.10.33 Mgmt-vlan 00:50:56:8c:43:55 FAILED
Switch:1>show mgmt ipv6 neighbor
Mgmt IPv6 Neighbor Information
IPV6 ADDRESS INTERFACE MAC ADDRESS STATE
10gsl Mgmt-vlan 00:1d:af:64:a2:14 REACHABLE
10::22 Mgmt-vlan 00:18:b0:5a:92:14 STALE
10::33 Mgmt-vlan 00:50:56:8c:43:53 FAILED
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View IP Address Information for a Segmented Management Instance

Use this task to view the IP address information for a Management Instance.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. View Segmented Management Instance IP address information:

show mgmt ip [<clip | oob | vlan>]
OR

show mgmt ipvé6 [<clip | oob | vlan>]
3. View Segmented Management Instance topology IP address information:
show mgmt topology-ip

Example
Switch:1>#show mgmt ip vlan

Mgmt IP Information

INST DESCR IPV4 IPV6 GLOBAL/PREFIX LENGTH IPV6 LINKLOCAL

4 Mgmt-vlan 192.0.2.12/24 0:0:0:0:0:0:0:0/0 0:0:0:0:0:0:0:0

1 out of 1 Total Num of mgmt ip displayed

Switch:1>) #show mgmt topology-ip

Mgmt Topology IP Information

IPvé:
Address: 192.0.2.10
Instance: 1
Description: oobl
IPV6:

No address to display

Force-topology-ip setting: none

View Segmented Management Instance Statistics

Use this task to view Management Instance statistics.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. View general Segmented Management Instance statistics:

show mgmt statistics [clip | oob | vlan]
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3. View ICMP statistics for the Management Instance:

% Note
This step does not apply to VSP 8600 Series.

show mgmt ip icmp-statistics
OR

show mgmt ipv6 icmp-statistics

4. View IP statistics for the Management Instance:

% Note
This step does not apply to VSP 8600 Series.

show mgmt ip ip-statistics
OR

show mgmt ipv6 ip-statistics

5. View the TCP connections for the Management Instance:

% Note
This step does not apply to VSP 8600 Series.

show mgmt ip tcp-connections

OR

show mgmt ipv6 tcp-connections

6. View the TCP statistics for the Management Instance:

% Note
This step does not apply to VSP 8600 Series.

show mgmt ip tcp-statistics

OR

show mgmt ipv6 tcp-statistics

7. View the UDP endpoints for the Management Instance:

% Note
This step does not apply to VSP 8600 Series.

show mgmt ip udp-endpoints
OR

show mgmt ipv6 udp-endpoints
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8. View the UDP statistics for the Management Instance:

Note
This step does not apply to VSP 8600 Series.

show mgmt ip udp-statistics

OR

show mgmt ipv6 udp-statistics
9. Enter Privileged EXEC mode:

enable

10. (Optional) Clear all of the statistics for the Management Instance:

clear mgmt statistics

Examples

Switch:1>show mgmt statistics

Mgmt Interface Stats Information

INST DESCR RX-PKTS RX-ERROR RX-DROP TX-PKTS

TX-ERROR

TX-DROP

1 Mgmt-oobl 111667 0 0 21412

1 out of 1 Total Num of mgmt interfaces displayed

0

0

Switch:1>show mgmt ip icmp-statistics

Mgmt ICMP Statistics Information

N

InMsgs
InErrors
InCsumErrors
InDestUnreachs
InTimeExcds
InParmProbs
InSrcQuenchs
InRedirects
InEchos
InEchoReps
InTimestamps
InTimestampReps
InAddrMask
InAddrMaskReps
OutMsgs
OutErrors

N

O U1 O O O O O O O O O O & O O
w

Switch:1>show mgmt ipv6 icmp-statistics

Mgmt ICMPv6 Statistics Information

[ee}

InMsgs
InErrors
InCsumErrors
InDestUnreachs
InTimeExcds
InParmProbs
InPktTooBigs
InRedirects

O O O O o o o wm
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InEchos

InEchoReps
InGroupMembQueries
InGroupMembReductions
InRouterSolicits
InRouterAdvertisements
InNeighborSolicits
InNeighborAdvertisements
InMLDv2Reports
InTypel34

InTypel36

OutMsgs

OutErrors
OutDestUnreachs
OutTimeExcds
OutParmProbs
OutPktTooBigs
OutRedirects

OutEchos

OutEchoReps
OutGroupMembQueries
OutGroupMembResponses
OutGroupMembReductions

(6]

P O O O OO OO OO0 OO0OOoOOoONOWwWU O Wwou O o o o o
O

OutRouterSolicits
OutRouterAdvertisements
OutNeighborSolicits 3
OutNeighborAdvertisements 0
OutMLDv2Reports 56
OutTypel33 : 56
OutTypel35 : 13
OutTypeld3 : 0

Switch:1>show mgmt ip ip-statistics

Mgmt IP Statistics Information

InReceives : 1231729
InHdrErrors : 0
InAddrErrors : 489
InUnknownProtos : 0
InDiscards : 0
InDelivers : 1221886
OutRequests : 1212585
OutDiscards : 20
OutNoRoutes 0
ForwDatagrams 0
ReasmTimeout 0
ReasmReqds 0
ReasmOKs 0
ReasmFails 0
FragOKs 0
FragFails 0
FragCreates 0

Switch:1>show mgmt ipv6 ip-statistics

Mgmt IPv6 Statistics Information

InReceives : 226
InHdrErrors : 0
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InAddrErrors
InUnknownProtos
InDiscards
InDelivers
InTooBigErrors
InNoRoutes
InTruncatedPkts
InMcastPkts
InOctets
InMcastOctets
InBcastOctets
InNoOECTPkts
InECT1Pkts
InECTOPkts
InCEPkts
OutRequests
OutDiscards
OutNoRoutes
OutForwDatagrams
OutMcastPkts
OutOctets
OutMcastOctets
OutBcastOctets
ReasmTimeout
ReasmReqds
ReasmOKs
ReasmFails
FragOKs
FragFails
FragCreates

Switch:1>show mgmt ip tcp-connections

Mgmt IP TCP connections

STATE RECV-Q SEND-Q Local Address:Port Peer Address:Port
LISTEN 0 5 0.0.0.0:ftp 0.0.0.0:%*
LISTEN 0 5 0.0.0.0:telnet 0.0.0.03%
LISTEN 0 40 0.0.0.0:https 0.0,0,03%
LISTEN 0 1 0.0.0.0:1ogin 0.0.0.0:%*
ESTAB 0 0 192.0.2.10:https 198.51.100.1:50694
ESTAB 0 3 192.0.2.10:telnet 198.51.100.1:58862
ESTAB 0 0 192.0.2.10:https 198.51.100.1:59774
Switch:1>show mgmt ipv6 tcp-connections

Mgmt IPv6 TCP connections
STATE RECV-Q SEND-Q Local Address:Port Peer Address:Port
LISTEN 0 5 *:ftp Rig i
LISTEN 0 5 *:telnet Ligid
LISTEN 0 40 *:https 8w
LISTEN 0 1 *:login Wy

Switch:1>show mgmt ip tcp-statistics

Mgmt Combined IPv4/v6 TCP Statistics Information

TcpActiveOpens
TcpPassiveOpens
TcpAttemptFails
TcpEstabResets
TcpInSegs
TcpOutSegs

9571
9658

17

86
1207867
1199088

12
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TcpRetransSegs : 42
TcpInErrs : 0
TcpOutRsts : 89
TcpInCsumErrors : 0

Switch:1>show mgmt ipv6 tcp-statistics

Mgmt Combined IPv4/v6 TCP Statistics Information

TcpActiveOpens : 9626
TcpPassiveOpens : 9713
TcpAttemptFails : 17

TcpEstabResets : 86
TcpInSegs : 1212159
TcpOutSegs : 1203293
TcpRetransSegs : 42
TcpInErrs : 0
TcpOutRsts : 89

Switch:1>show mgmt ip udp-endpoints

Mgmt IP UDP endpoints

STATE RECV-Q SEND-Q Local Address:Port Peer Address:Port
UNCONN 0 0 0.0.0.0:bootpc 0.0.0.0:%*
UNCONN 0 0 0.0.0.0:tftp 0.0.0.0:%*
UNCONN 0 0 192.0.2.10:ntp 00,005
UNCONN 0 0 0.0.0.0:ntp 0:,0,0,03%
UNCONN 0 0 0.0.0.0:snmp 0.0.0.0:%*
Switch:1>show mgmt ipv6 udp-endpoints

Mgmt IPv6 UDP endpoints
STATE RECV-Q SEND-Q Local Address:Port Peer Address:Port
UNCONN 0 0 [0:0:0:0:0:0:0:1] :domain g
UNCONN 0 0 *:tftp B g
UNCONN 0 0 [fe80:0:0:0:£66e:95ff:fe9f:81] :ntp * ok
UNCONN 0 0 [fe80:0:0:0:f66e:95ff:fe9f:a5] :ntp WgL
UNCONN 0 0 [fe80:0:0:0:a8bb:ccff:fedd:eell] :ntp g
UNCONN 0 0 [fe80:0:0:0:fce7:79ff:fe04:999c] :ntp ©Rw
UNCONN 0 0 [fe80:0:0:0:609a:4aff:fede:cf04] :ntp * ok
UNCONN 0 0 [fe80:0:0:0:c482:2aff:fe75:2e66] :ntp WgL
UNCONN 0 0 [fe80:0:0:0:c80a:73ff:fe00:364e] :ntp oW
UNCONN 0 0 [£fe80:0:0:0:80cc:e9ff:fec7:b9%e2] :ntp Hg®
UNCONN 0 0 [fe80:0:0:0:64da:41ff:fec5:489¢e] :ntp * ok
UNCONN 0 0 [fe80:0:0:0:£8d7:d6ff:feda:62bc] :ntp WgL
UNCONN 0 0 [fe80:0:0:0:£66e:95ff:fe9f:0] :ntp g
UNCONN 0 0 [0:0:0:0:0:0:0:1] :ntp Hg®
UNCONN 0 0 G WgL
UNCONN 0 0 *:snmp WgL

Switch:1>show mgmt ip udp-statistics

Mgmt UDP Statistics Information

UdpInDatagrams : 63622
UdpNoPorts : 44
UdpInErrors : 0

UdpOutDatagrams : 63666
UdpIgnoredMulti : 0
UdpRcvbufErrors : 0
UdpSndbufErrors : 0
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UdpInCsumErrors : 0

Switch:1>show mgmt ipv6 udp-statistics

Mgmt UDP6 Statistics Information

Udp6InDatagrams
Udp6NoPorts
Udp6InErrors
Udp60OutDatagrams
Udp6IgnoredMulti
Udp6RcvbufErrors
Udp6SndbufErrors
Udp6InCsumErrors

O O O O O O O O

Redistribution of CLIP Segmented Management Instance Examples

The CLIP Management Instance is added as a LOCAL route in the Control Processor Route Table
Manager table and change list infrastructure. Existing route redistribution mechanisms redistribute local
routes into the desired routing protocols within the associated VRF or across VRF instances.

Redistribute IPv4 CLIP Management Instance to OSPF in GRT

router ospf

redistribute direct

redistribute direct enable

exit

ip ospf apply redistribute direct

Redistribute IPv6 CLIP Management Instance to OSPF in GRT

router ospf

ipv6 redistribute direct

ipv6 redistribute direct enable
ipv6 ospf apply redistribute direct

Redistribute IPv4 CLIP Management Instance to OSPF in VRF

router vrf red

ip ospf redistribute direct

ip ospf redistribute direct enable

exit

ip ospf apply redistribute direct vrf red

Redistribute IPv6 CLIP Management Instance to OSPF in VRF

router vrf red

ipv6 ospf redistribute direct

ipv6 ospf redistribute direct enable

exit

ipv6 ospf apply redistribute direct vrf red

Redistribute IPv4 CLIP Management Instance to BGP in GRT

router bgp

redistribute direct

redistribute direct enable

ip bgp apply redistribute direct
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Redistribute IPv6 CLIP Management Instance to BGP in GRT

router vrf

redistribute ipvé6-direct
redistribute ipv6-direct enable
ipv6 bgp apply redistribute direct

Redistribute IPv4 CLIP Management Instance to BGP in VRF

router vrf red

ip bgp redistribute direct

ip bgp redistribute direct enable

exit

ip bgp apply redistribute direct vrf red

Redistribute IPv6 CLIP Management Instance to BGP in VRF

router vrf red

ip bgp redistribute ipvé-direct

ip bgp redistribute ipvé6-direct enable
exit

ipv6 bgp apply redistribute direct vrf red

Accept Policy for IPv4 CLIP Management Instance in GRT to VRF Red (I-SID 200)

#grt-->vrf

router vrf red

isis accept i-sid 0

isis accept i-sid 0 enable

isis redistribute direct

isis redistribute direct enable

exit

isis apply accept vrf red

isis apply redistribute direct vrf red

#vrf-->grt

router isis

accept i-sid 200

accept i-sid 200 enable
exit

isis apply accept

Accept Policy for IPv6 CLIP Management Instance in GRT to VRF Red (I-SID 200)

#grt-->vrf

router vrf red

ipv6 isis accept i-sid O

ipv6 isis accept i-sid 0 enable

ipv6 isis redistribute direct

ipv6 isis redistribute direct enable

exit

ipv6 isis apply accept vrf red

ipv6 isis apply redistribute direct vrf red

#vrf-->grt

router isis

ipv6 accept i-sid 200

ipv6 accept i-sid 200 enable
exit

ipv6 isis apply accept
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Accept Policy for IPv4 CLIP Management Instance in VRF Blue (I-SID 300) to GRT

#vrf --> grt

router isis

accept i-sid 300

accept i-sid 300 enable
redistribute direct
redistribute direct enable
exit

isis apply accept

isis apply redistribute direct

#grt --> vrf

router vrf blue

isis accept i-sid O

isis accept i-sid 0 enable
exit

isis apply accept vrf blue

Accept Policy for IPv6 CLIP Management Instance in VRF Blue (I-SID 300) to GRT

#vrf --> grt

router isis

ipv6 accept i-sid 300

ipvé accept i-sid 300 enable
ipv6 redistribute direct

ipv6 redistribute direct enable
exit

ipv6 isis apply accept

ipv6 isis apply redistribute direct
#grt --> vrf

router vrf blue

ipvé isis accept i-sid O

ipv6 isis accept i-sid 0 enable
exit

ipvé isis apply accept vrf blue

I\/iew Fragmented ICMP packet filtering Statistics on a Segmented Management
nstance

i Note
E This procedure does not apply to VSP 8600 Series.

About This Task
Use this task to view Fragmented ICMP packet filtering details on a Management Instance.

Procedure

1. To enter User EXEC mode, log on to the switch.
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2. View Fragmented ICMP packet filtering:
For IPv4:

show mgmt ip icmp [clip | oob | vlan]
OR
For IPv6:

show mgmt ipv6 icmp [clip | oob | vlan]

uie Note
E This command does not apply to XA1400 Series.

Variable Definitions

The following table defines parameters for the show mgmt ip icmp command.

Variable Value

clip Displays the IPv4 or IPv6 ICMP information specific to the
management CLIP.

oob Displays the IPv4 or IPv6 ICMP information specific to the
management OOB.

vlan Displays the IPv4 or IPv6 ICMP information specific to the
management VLAN.

Segmented Management Instance Configuration for VOSS using EDM

% Note
This section does not apply to VSP 8600 Series.

This section provides procedures to configure segmented management instance using the EDM.
Migrate an IP Address to a Segmented Management Instance

pac Note
a This procedure does not apply to VSP 8600 Series.

In releases prior to VOSS release 8.1.60, perform this procedure to identify a pre-existing VLAN or
loopback management interface to migrate to the Segmented Management Instance after you upgrade.
This action moves the IP interface from the routing stack to the management stack to use with
management applications. In releases later than VOSS 8.1.60, you can perform this procedure to migrate
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a new routing VLAN with a new IP address or a new loopback IP address under a different VRF to the
Segmented Management Instance. Alternatively, you can also use the convert command.

' Important

Choose a VLAN that does not have an IP interface on it. The upgrade process removes the IP
configuration and network connectivity will be impacted.

About This Task

You cannot migrate interfaces used for routing purposes, for example, where you configure Layer 3
routing protocols.

This command does not apply to the OOB or mgmtEthernet interface. Releases that support this
migration procedure automatically move the IP address on the mgmtEthernet interface from the
routing stack to the Segmented Management Instance.

Procedure

In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Select Mgmt.

Select the Migrate tab.

Select Insert.

Select the instance type, either clip or vlan.

Specify the existing VLAN or loopback ID.

Select Insert.

© N U A NN

Migrate field descriptions
Use the data in the following table to use the Migrate tab.

Name Description

Instanceld Specifies the interface instance to migrate.

Interfacelndex Shows the interface index of the identified
interface.

InterfaceType Shows the interface type.

Description Shows the interface description.

Vlanid Specifies the VLAN ID for a port-based VLAN.

Loopbackid Specifies the loopback ID.

VrfName Shows the VRF associated with the loopback
interface.

IpAddress Shows the IPv4 address to migrate.

IpMask Shows the subnet mask for the IPv4 address.

Ipv6Address Shows the IPv6 address to migrate.

Ipv6PrefixLength Shows the prefix length for the IPv6 address.

18
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Configure a Segmented Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series.

You must create a Management Instance to gain access to specific management applications.
About This Task

The Management Instance supports different management interface types. When you create the
Management Instance, you specify the interface type and the switch automatically creates the
appropriate instance ID for that type.

In a Layer 2 routing deployment, use a management VLAN. In a Layer 3 routing or Fabric deployment,
use a management CLIP. To separate management network from Layer 2 and Layer 3, use a
management OOB.

Each Management Instance supports a IPv4 and IPv6 (global scope) management address for use by
management applications.

Procedure

In the navigation pane, expand Configuration > Edit.

Expand Mgmt Instance.

Select Mgmt.

Select the Interface tab.

Select Insert.

In the Instanceld field, select the type of Management Instance to create.

(Optional) For a CLIP Management Instance, in the VrfName field, type the VRF name to associate
with the CLIP instance.

N o oA

wd Note
E If you want to associate the GRT with the CLIP instance, type GlobalRouter in the
VrfName field. You cannot use mgmtrouter as the VRF.

8. For a VLAN Management Instance, in the Vlanld field, type the VLAN ID to associate the
management VLAN with an existing port-based VLAN.

9. For an OOB Management Instance, in the OOBIfindex field, select the interface port number to
associate for Out-of-Band management.

10. Select the State check box to enable the instance.

11. To specify the interface as the default topology IP for LLDP advertisements, select
InterfaceTopologylpFlag.

12. To administratively enable RMON for the interface, select RmonAdminEnable.

13. For a DVR Leaf node, in the Isid field, type the I-SID value to associate with the Management
Instance VLAN.

14. Select Insert.
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Interface Field Descriptions

Use the data in the following table to use the Interface tab.

Name Description

Instanceld Indicates the Management Instance type associated with
this entry.

InterfaceType Indicates the interface type.

Vlanld Specifies the VLAN ID to associate with the management
VLAN.

OOBIfindex Specifies the interface ID to associate with the management
OOB.

VrfName Specifies the VRF name to associate with the management
CLIP.

State Indicates if the interface is enabled for this instance. The
default is disabled.

InterfaceMacAddr Indicates the MAC address for the interface.

InterfaceName Indicates the interface name.

InterfaceTopologylpFlag

Specifies if the interface is the default topology source IP.

ZtpOn

|dentifies the Zero Touch Provisioning status for the
interface.

RmonAdminEnable

Specifies if RMON is administrative enabled for the interface.

RmonOperEnable

Indicates the RMON operational status for the interface.

RmonipAddress

Indicates the RMON [P address for the interface.

MacOffset

Translates the IP address into a MAC address.

DroplcmpFragEnable

Note: Exception: Not supported on VSP
8600 Series and XA1400 Series.

Enables IPv4 Fragmented ICMP packet filtering on the
Management Instance. The default is disabled.

Droplcmpv6FragEnable

Note: Exception: Not supported on VSP
8600 Series and XA1400 Series.

Enables IPv6 Fragmented ICMP packet filtering on the
Management Instance. The default is disabled.

Isid

Note: Exception: Not supported on VSP
8600 Series.

Specifies the I-SID number that associated with the
Management Instance VLAN for the DvR Leaf node. For non
DvR node, the default I-SID value is O and this value cannot
be edited.

Configure DHCP Client for a Segmented Management Instance

pac Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure a DHCP Client on a management interface.
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Segmented Management Management Instance
Procedure
1. In the navigation pane, expand Configuration > Edit.
2. Expand Mgmt Instance.
3. Select Mgmt.
4. Select the Dhcp tab.
5. In the Client field, select an option to configure the DHCP Client.
6. Select Apply.

Dhcp Field Descriptions
Use the data in the following table to use the Dhcp tab.

Name Description

Client Specifies the DHCP client configuration:

* 00b - DHCP Client on the Out-of-Band
management interface.

* vlan - DHCP Client on the VLAN management
interface.

« cycle - DHCP Client cycles between in-band
and Out-of-Band management interfaces until
an IP address is obtained on one management
interface.

+ disable - DHCP Client is disabled.

ClientPreferredinterface Shows the DHCP Client preferred management
interface when in cycle mode. On reboot, the
system first attempts to aquire a DHCP IP address
on the preferred interface.

View IPv4 ARP Information for a Segmented Management Instance

b Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view IPv4 Address Resolution Protocol (ARP) information.

Procedure

In the navigation pane, expand Configuration > Edit.
Expand Mgmt Instance.

Select Mgmt.

Select the IpArp tab.

N N

IpArp Field Descriptions
Use the data in the following table to use the IpArp tab.
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Name Description
Address Shows the IPv4 address of the ARP entry.
Instance Shows the Management Instance ID.
IntfName Shows the Management Instance interface name
for the ARP entry.
MacAddr Shows the MAC address for the ARP entry.
State Shows the state of the ARP entry. The state can be
one of the following:
* reachable
+ stale
*  permanent
+ failed
* delay

View IPv6 ND Information for a Segmented Management Instance

e Note
a This procedure does not apply to VSP 8600 Series.

Use this task to view IPv6 Neighbor Discovery (ND) information.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Expand Mgmt Instance.

3. Select Mgmt.

4. Select the Ipv6Neighbor tab.

Iov6Neighbor Field Descriptions
Use the data in the following table to use the Ipv6Neighbor tab.

Name Description
Addr Shows the IPv6 address of the neighbor entry.
Instance Shows the Management Instance ID.
IntfName Shows the Management Instance interface name
for the neighbor entry.
MacAddr Shows the MAC address for the neighbor entry.
State Shows the state of the neighbor entry. The state
can be one of the following:
* reachable
+ stale
*  permanent
+ failed
+ delay
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Configure IPv4 Static Routes for a Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure IPv4 static routes for Management Instances.
About This Task

For the Management Instance CLIP, you do not need to configure a default or static route. This interface
type uses all routing information learned by protocols attached to the VRF. For more information about
how to associate a VRF with the CLIP interface, see Configure a Segmented Management Instance on
page 119.

For the Management Instance OOB and VLAN, you must configure a default or static route to reach the
next-hop gateway; no routing protocol information is used to access off-link networks.

You can configure up to 100 IPv4 and IPv6 static routes.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Expand Mgmt Instance.

3. Select Mgmt.

4. Select the IpStaticRoute tab.

5. Select Insert.

6. For the Instance, select the type of Management Instance interface.
7. Type the destination IP address and mask.

8. Type the next hop IP address.

9. Type a metric value.

10. Select Insert.

IpStaticRoute Field Descriptions
Use the data in the following table to use the IpStaticRoute tab.

Name Description

Instance Specifies the Management Instance.

DestAddr Specifies the destination IP address.

DestMask Specifies the destination mask.

NextHop Specifies the next hop address for the static route.

Use an IP address in the same subnet as the
management VLAN [P address.

IntfName Specifies the Management Instance interface
name for the route entry.
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Name Description

Metric Specifies the static route cost. The default is 200.
The management CLIP uses an internal static
route with a weight of 100. If you use both CLIP
and VLAN and need to force all default traffic out
the management VLAN interface, configure a
default static route with a weight lower than 100.

State Shows if the route is active or inactive.

Configure IPv6 Static Routes for a Management Instance

goc Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure IPv6 static routes for Management Instances.
About This Task

For the Management Instance CLIP, you do not need to configure a default or static route. This interface
type uses all routing information learned by protocols attached to the VRF. For more information about
how to associate a VRF with the CLIP interface, see Configure a Segmented Management Instance on
page 119.

For the Management Instance OOB and VLAN, you must configure a default or static route to reach the
next-hop gateway; no routing protocol information is used to access off-link networks.

You can configure up to 100 IPv4 and IPv6 static routes.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Expand Mgmt Instance.

3. Select Mgmt.

4. Select the Ipv6StaticRoute tab.

5. Select Insert.

6. For the Instance, select elect the type of Management Instance interface.
7. Type the destination IPv6 address and prefix length.

8. Type the next hop IPv6 address.

9. Type a metric value.

10. Select Insert.

Ipv6StaticRoute Field Descriptions
Use the data in the following table to use the Ipv6StaticRoute tab.
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Name

Description

Instance

Specifies the Management Instance.

DestAddr

Specifies the destination IP address.

DestPrefixLen

Specifies the destination prefix length.

NextHop

Specifies the next hop address for the static route.
Use an IP address in the same subnet as the
management VLAN [P address.

IntfName

Specifies the Management Instance interface
name for the route entry.

Metric

Specifies the static route cost. The default is 200.
The management CLIP uses an internal static
route with a weight of 100. If you use both CLIP
and VLAN and need to force all default traffic out
the management VLAN interface, configure a
default static route with a weight lower than 100.

State

Shows if the route is active or inactive.

View IPv4 Operational Routes for a Segmented Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view IPv4 operational routes.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select Mgmt Instance.
3. Select Mgmt.
4. Select the IpRoute tab.

IoRoute Field Descriptions

Use the data in the following table to use the IpRoute tab.

Name

Description

DestAddr

Shows the destination address of the route entry.

DestMask

Shows the destination mask of the route entry.

Metric

Shows the metric, or cost, assigned to the route
entry. If multiple entries exist to the same
destination, the metric determines which route is
used.

Routes with a type of LOCAL have a metric equal
to 1.

Instance

Shows the Management Instance ID.

NextHop

Shows the next hop for the route entry.
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Segmented Management

Name Description

IntfName Shows the Management Instance interface name
for the route entry.

Type Shows the type of route entry.

View IPv6 Operational Routes for a Segmented Management Instance

poc Note
a This procedure does not apply to VSP 8600 Series.

Use this task to view IPv6 operational routes.

Procedure

Select Mgmt Instance.
Select Mgmt.
Select the Ipv6Route tab.

N N

Ipv6Route Field Descriptions

In the navigation pane, expand Configuration > Edit.

Use the data in the following table to use the Ipv6Route tab.

Name Description

DestAddr Shows the destination address of the route entry.

PrefixLen Shows the destination prefix length of the route
entry.

Metric Shows the metric, or cost, assigned to the route
entry. If multiple entries exist to the same
destination, the metric determines which route is
used.

Routes with a type of LOCAL have a metric equal
to 256.

Instance Shows the Management Instance ID.

NextHop Shows the next hop for the route entry.

IntfName Shows the Management Instance interface name
for the route entry.

Type Shows the type of route entry.

View Topology IP for a Segmented Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view the default topology IP address for a Segmented Management Instance.
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Segmented Management Instance

Procedure

N N

In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Select Mgmt.

Select the Topologylp tab.

Topologylp Field Descriptions

Use the data in the following table to use the Topologylp tab.

Name Description

AddrType Shows the IP address type for the topology IP.

Addr Shows the IP address for the topology IP.

InterfaceName Shows the interface name of the identified
interface for the topology IP.

Instanceld Specifies the interface instance for the topology IP.

Configure an IP Address for a Segmented Management Instance

goc Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure and view IPv4 address information for a Segmented Management Instance.

Before You Begin

Ensure the IP address you plan to assign is not in use by an existing VLAN or CLIP IP subnet
configured on the switch.

If the DHCP client is configured for a Segmented Management Instance, you must manually disable
the client. Configuring an IP address does not automatically disable the DHCP client.

Procedure

© N U A NN

In the navigation pane, expand Configuration > Edit.

Select Mgmt Instance.

Select Mgmt.

Select the IpAddress tab.

Select Insert.

Select the Segmented Management Instance interface type.
Type the address information.

Select Insert.

IpAddress Field Descriptions

Use the data in the following table to use the IpAddress tab.
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Name Description

Instanceld Specifies the interface instance.

Address Specifies IPv4 address for the interface instance.
Ensure that the management CLIP IP address
does not fall into the range of a configured VLAN
IP address range as this is not allowed.

Mask Specifies the subnet mask of the IP address.

AddrOrigin Shows the IP address origin.

IntfName Shows the interface name.

Configure an IPv6 Address for a Segmented Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series.

Use this task to configure or view IPv6 address information for a Segmented Management Instance.

Before You Begin

* Ensure the IP address you plan to assign is not in use by an existing VLAN or CLIP IP subnet

configured on the switch.

Procedure

—

Select Mgmt Instance.
Select Mgmt.

Select the Ipv6Address tab.
Select Insert.

Type the address information.

© N U A WN

Select Insert.

Ipv6Address ield Descriptions

In the navigation pane, expand Configuration > Edit.

Select the Segmented Management Instance interface type.

Use the data in the following table to use the Ipv6Address tab.

Name Description

Instanceld Specifies the interface instance.

Address Specifies the IPv6 address for the interface
instance.
Ensure that the management CLIP IP address
does not fall into the range of a configured VLAN
IP address range as this is not allowed.

PrefixLength Specifies the prefix length for the IPv6 address.

AddrOrigin Shows the IPv6 address origin.
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Name

Description

IntfName

Shows the interface name.

DadStatus

Shows the IPve DAD status of the address.

View Segmented Management Instance Statistics

Note
E This procedure does not apply to VSP 8600 Series.

View operational statistics for the Management Instance.

Procedure

G RN

Interface Counters Field Descriptions

Select Graph.

In the navigation pane, expand Configuration > Edit.

Select Mgmt Instance.

Select Mgmt.

Select the Interface tab.

Select a Management Instance by placing the cursor in a cell within the applicable row.

Use the data in the following table to use the Interface Counters tab.

Name

Description

RxPkts

Counts the packets received on the Segmented
Management Instance.

RxError

Counts the packets received with errors on the
Segmented Management Instance.

RxDrop

Counts the packets received and dropped on the
Segmented Management Instance.

TxPkts

Counts the packets transmitted on the Segmented
Management Instance.

TxError

Counts the packets transmitted with errors on the
Segmented Management Instance.

TxDrop

Counts the packets dropped before transmission
on the Segmented Management Instance.

View IP Address Statistics for a Segmented Management Instance

e Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view IP address statistics for a Segmented Management Instance.
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Procedure

In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Select Stats.

Select the IP tab.

To clear IP statistics, select Clear Stats.

To clear IP counters, select Clear Counters.

o U A wN

IP Field Descriptions
Use the data in the following table to use the IP tab.

Name Description

InReceives Shows the inbound packet statistics.

InHdrErrors Shows the inbound packets with header errors
statistics.

InAddrErrors Shows the inbound packets with address errors
statistics.

InUnknownProtos Shows the inbound packets with unknown
protocols statistics.

InDiscards Shows the inbound packets discarded statistics.

InDelivers Shows the inbound packets delivered statistics.

OutRequests Shows the outbound packet requests statistics.

OutDiscards Shows the outbound packets discarded statistics.

OutNotRoutes Shows the outbound packets with no routes
statistics.

ForwDatagrams Shows the forwarded datagram packets statistics.

ReasmTimeout Shows the packet reassembly timeouts statistics.

ReasmReqds Shows the packet reassembly requests statistics.

ReasmOKs Shows the successfully reassembled packets
statistics.

ReasmFails Shows the failed reassembled packets statistics.

FragOKs Shows the successfully fragmented packets
statistics.

FragFails Shows the failed fragmented packets statistics.

FragCreates Shows the fragments created statistics.

View IPv6 Address Statistics for a Segmented Management Instance

uid Note
E This procedure does not apply to VSP 8600 Series or XA1400 Series.
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Use this task to view IPv6 address statistics for a Segmented Management Instance.

Procedure

In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Select Stats.

Select the IPv6 tab.

To clear IP statistics, select Clear Stats.

To clear IP counters, select Clear Counters.

IR RENSINEE NS

IPv6 Field Descriptions
Use the data in the following table to use the IPv6 tab.

Name Description

InReceives Shows the inbound packet statistics.

InHdrErrors Shows the inbound packets with header errors
statistics.

InAddrErrors Shows the inbound packets with address errors
statistics.

InUnknownProtos Shows the inbound packets with unknown
protocols statistics.

InDiscards Shows the inbound packets discarded statistics.

InDelivers Shows the inbound packets delivered statistics.

InTooBigErrors

Shows the inboud packets too big errors statistics.

InNoRoutes Shows the inbound packets with no routes
statistics.
InTruncatedPkts Shows the inbound packets truncated statistics.
InMcastPkts Shows the inbound multicast packets statistics.
InOctets Shows the inbound octets statistics.
InMcastOctets Shows the inbound multicast octets statistics.
InBcastOctets Shows the inbound broadcast octets statistics
INNOECTPkts Shows the inbound packets with no Explicit
Congestion Notification (ECN) statistics.
INECT1Pkts Shows the inbound packets with ECT(1) statistics.
INECTOPkts Shows the inbound packets with ECT(O0) statistics.
INCEPkts Shows the inbound packets with Congestion
Ecountered (CE) statistics.
OutRequests Shows the outbound packet requests statistics.
OutDiscards Shows the outbound packets discarded statistics.
OutNoRoutes Shows the outbound packets with no routes

statistics.
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Name Description
OutForwDatagrams Shows the forwarded datagram packets statistics.
OutMcastPkts Shows the outbound multicast packets statistics.
OutOctets Shows the outbound octets statistics.
OutMcastOctets Shows the outbound multicast octets statistics.
OutBcastOctets Shows the outpound broadcast octets statistics.
ReasmTimeout Shows the packet reassembly timeouts statistics.
ReasmReqds Shows the packet reassembly requests statistics.
ReasmOKs Shoyv; the successfully reassembled packets
statistics.
ReasmFails Shows the failed reassembled packets statistics.
FragOKs Shows the successfully fragmented packets
statistics.
FragFails Shows the failed fragmented packets statistics.
FragCreates Shows the fragments created statistics.

View IP ICMP Statistics for a Segmented Management Instance

poc Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view IP ICMP statistics for a Segmented Management Instance.

Procedure

In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Select Stats.

Select the IP-ICMP tab.

To clear IP statistics, select Clear Stats.

To clear IP counters, select Clear Counters.

SN RN NS

IP-ICMP Field Descriptions
Use the data in the following table to use the IP-ICMP tab.

Name Description

InMsgs Shows the inbound messages statistics.

InErrors Shows the inbound errors statistics.

InCsumErrors Shows the inbound checksum errors statistics.

InDestUnreachs Shows the inbound destination unreachable
statistics.
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Instance

Name Description

InTimeExcds Shows the inbound time exceeded statistics.
InParmProbs Shows the inbound parameter problems statistics.
InSrcQuenchs Shows the inbound source quenchs statistics.
InRedirects Shows the inbound redirects statistics.

InEchos Shows the inbound echos statistics.

InEchoReps Shows the inbound echo replies statistics.

InTimestamps

Shows the inbound timestamps statistics.

InTimestampsReps

Shows the inbound timestamp replies statistics.

InAddrMasks Shows the inbound address masks statistics.
InAddrMaskReps Shows the inbound address mask replies statistics.
OutMsgs Shows the outbound messages statistics.
OutErrors Shows the outbound errors statistics.
OutDestUnreachs Shows the outbound destination unreachable
statistics.
OutTimeExcds Shows the outbound time exceeded statistics.
OutParmProbs Shows the outbound parameter problems
statistics.
OutSrcQuenchs Shows the outbound source guenchs statistics.
OutRedirects Shows the outbound redirects statistics.
OutEchos Shows the outbound echos statistics.
OutEchoReps Shows the outbound echo replies statistics.

OutTimestamps

Shows the outbound timestamps statistics.

OutTimestampReps

Shows the outbound timestamps replies statistics.

OutAddrMasks Shows the outbound address masks statistics.
MsginTypeO Shows the inbound TypeO messages statistics.
MsgOutType8 Shows the outbound Type8 messages statistics.

View IPv6 ICMP Statistics for a Segmented Management Instance

poc Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view IPv6 ICMP statistics for a Segmented Management Instance.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select Mgmt Instance.

3. Select Stats.
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4. Select the IPv6-ICMP tab.
5. To clear IP statistics, select Clear Stats.
6. To clear IP counters, select Clear Counters.

IPv6-ICMP Field Descriptions
Use the data in the following table to use the IPv6-ICMP tab.

Name Description
InMsgs Shows the inbound messages statistics.
InErrors Shows the inbound errors statistics.
InCsumErrors Shows the inbound checksum errors statistics.
InDestUnreachs Shoyv; the inbound destination unreachable
statistics.
InTimeExcds Shows the inbound time exceeded statistics.
InParmProbs Shows the inbound parameter problems statistics.
InPktTooBigs Shows the inbound packets too big statistics.
InRedirects Shows the inbound redirects statistics.
InEchos Shows the inbound echos statistics.

InEchoReplies

Shows the inbound echo replies statistics.

InGroupMembQueries

Shows the inbound group member queries
statistics.

InGroupMembResponses

Shows the inbound group member responses
statistics.

InGroupMembReductions

Shows the inbound group member reductions
statistics.

InRouterSolicits

Shows the inbound router solicits statistics.

InRouterAdvertisements

Shows the inbound router advertisements
statistics.

InNeighborSolicits

Shows the inbound neighbor solicits statistics.

InNeighborAdvertisements

SHows the inbound neighbor advertisements
statistics.

InNMLDv2Reports Shows the inbound MLDv2 reports statistics.
InTypel34 Shows the inbound typel34 statistics.
InTypel36 Shows the inbound typel36 statistics.
OutMsgs Shows the outbound messages statistics.
OutErrors Shows the outbound errors statistics.
OutDestUnreachs Shows the outbound destination unreachable
statistics.
OutTimeExcds Shows the outbound time exceeded statistics.
OutParmProbs Shows the outbound parameter problems

statistics.
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Instance

Name Description

OutPktTooBigs Shows the outbound packets too big statistics.
OutRedirects Shows the outbound redirects statistics.
OutEchos Shows the outbound echos statistics.
OutEchoReps Shows the outbound echo replies statistics.
OutGroupMembQueries Shows the outbound group member queries

statistics.

OutGroupMembResponses

Shows the outbound group member responses
statistics.

OutGroupMembReductions

Shows the outbound group member reductions
statistics.

OutRouterStatistics

Shows the outbound router statistics

OutRouterAdvertisements

Shows the outbound router advertisements
statistics.

OutNeighborSolicits

Shows the outbound neighbor solicits statistics.

OutNeighborAdvertisements

Shows the outbound neighbor advertisements
statistics.

OutMLDv2Reports Shows the outbound MLDv2 reports statistics.
OutTypel33 Shows the outbound Typel33 statistics.
OutTypel35 Shows the outbound Typel35 statistics.
OutTypel43 Shows the outbound Typel43 statistics.

View UDP Statistics for a Segmented Management Instance

i Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view UDP statistics for a Segmented Management Instance.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select Mgmt Instance.
3. Select Stats.
4,

Select the IP/IPv6 UDP tab.

IP/IPv6 UDP Field Descriptions

Use the data in the following table to use the IP/IPv6 UDP tab.

Name Description
IPVersion Shows the IP address version as ipv4 or ipve6.
InDatagrams Shows the input datagram statistics.
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Name Description

NoPorts Shows the number of ports statistics.

InErrors Shows the input errors statistics.
OutDatagrams Shows the output datagram statistics.
IgnoredMulti Show the ignored multiport statistics.
RcvbufErrors Shows the received buffer errors statistics.
SndbufErrors Shows the send buffer errors statistics.
InCsumErrors Shows the input checksum errors statistics.
Clear Specifies to clear the statistics. Default is false.

View TCP Statistics for a Segmented Management Instance

b Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view TCP statistics for a Segmented Management Instance.

Procedure

Select Stats.

N N

IP/IPV6 TCP Field Descriptions
Use the data in the following table to use the IP/IPv6 TCP tab.

Select the IP/IPv6 TCP tab.

In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Name

Description

IPVersion

Shows the IP address version as ipv4 or ipve6.

ActiveOpens

Shows the active open TCP connections statistics.

PassiveOpens

Shows the passive open TCP connections
statistics.

AttemptFails

Shows the TCP connection attempt failures
statistics.

EstabResets Shoyvs_ the TCP connection esablished resets
statistics.

InSegs Shows the input segments statistics.

OutSegs Shows the output segments statistics.

RetransSegs Shows the retransmit segments statistics.

InErrs Shows the input checksum errors statistics.

OutRsts Shows the output resets statistics.
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Name Description
InCsumErrors Shows the input checksum errors statistics.
Clear Specifies to clear the statistics. Default is false.

|\/iew TCP Connections and UDP Endpoints Statistics for a Segmented Management
nstance

poc Note
E This procedure does not apply to VSP 8600 Series.

Use this task to view TCP connections and UDP endpoints statistics for a Segmented Management
Instance.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Select Mgmt Instance.

3. Select Stats.

4. Select the IP/IPv6 Socket (TCP/UDP) tab.

IP/IPv6 Socket (TCP/UDP) Field Descriptions
Use the data in the following table to use the IP/IPv6 Socket (TCP/UDP) tab.

Name Description

IPVersion Shows the IP address version as ipv4 or ipv6.
Type Shows the connection type as tcp or udp.
Index Shows the index ID for the connection.
State Shows the link state for the connection.
RecvQ Shows the connection received quanitity.
SendQ Shows the connection sent quantity.
LocalAddressAndPort Shows the local IP address and port.
PeerAddressAndPort Shows the peer IP address and port.

Segmented Management Instance Configuration for VSP 8600 Series using EDM

% Note
This section only applies to VSP 8600 Series.

This section provides procedures to configure segmented management instance using the EDM.
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Configure a Segmented Management Instance

% Note
This procedure only applies to VSP 8600 Series.

You must create a Management Instance to gain access to specific management applications.
About This Task

The Management Instance supports different management interface types. When you create the
Management Instance, you specify the interface type and the switch automatically creates the
appropriate instance ID for that type.

In a Layer 3 routing or Fabric deployment, use a management CLIP.

Each Management Instance supports a single IPv4 and IPv6 (global scope) management address for
use by management applications.

Procedure

1. In the navigation pane, expand Configuration > Edit.
Select Mgmt Instance.

Select the Mgmtinterface tab.

Select Insert.

Select the type of Management Instance to create.

BRI NN

(Optional) For a CLIP Management Instance, in the VrfName field, type the VRF name to associate
with the CLIP instance.

wd Note
E If you want to associate the GRT with the CLIP instance, type GlobalRouter in the
VrfName field. You cannot use mgmtrouter as the VRF.

If you specify a non-default VRF, you must enable Layer 3 VSN to achieve IPv6 CLIP
connectivity.

7. Select the State check box to enable the instance.
8. Select Insert.

Magmtinterface field descriptions

Use the data in the following table to use the Mgmtinterface tab.

Name Description

Instanceld Shows a value that identifies the Management Instance type associated with this
entry.

InterfaceType Indicates the interface type.

Vlanld Specifies the ID of a port based VLAN to associate with a particular management

IP instance, if the management VLAN interface is supported.

OOBIfIndex Specifies the interface index of the OOB port to associate with a particular
management IP instance, if the management OOB interface is supported.
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Address

Name Description

VrfName Specifies the VRF name to associate with the management CLIP .

State Indicates if the interface is enabled for this instance. The default is disabled.
InterfaceMacAddr| Shows the MAC address for the interface.

InterfaceName Shows the interface name.

Configure a Segmented Management Instance IP Address

% Note
This procedure only applies to VSP 8600 Series.

After you create the Management Instance, you can add an IP address to it, and then configure route
redistribution to advertise reachability of the Management Instance to the rest of the network.

Before You Begin

* Ensure the IP address you plan to assign is not in use by an existing VLAN or CLIP IP subnet
configured on the switch.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select Mgmt Instance.
3. Select the MgmtAddress tab.

Ao Tp

_Q- If you create the interface and assign an IP address during the same EDM session, you may
= need to select Refresh on the MgmtAddress tab before you see the new interface to
configure.

4. To assign an IPv4 address:

a. Select the IpAddress field, and then type the IPv4 address value.
b. Select the IpMask field, and then type the IPv4 Mask value.
5. To assign an IPv6 address:

a. Select the Ipv6Address field, and then type the IPv6 address value.
b. Select the Ipv6PrefixLength field, and then type the IPv6 prefix value.

6. Select Apply.

MagmtAddress Field Descriptions

Use the data in the following table to use the MgmtAddress tab.

Name Description

Instanceld Shows a value that identifies the Management Instance type associated with this
entry.

IpAddress Specifies the IPv4 management address.
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Name Description
IpMask Specifies the subnet mask of the IPv4 management address.
Ipv6Address Specifies the IPv6 management address. Each Management Instance supports a

single IPv6 management address for use by management applications.

Ipv6PrefixLength | Specifies the prefix length of the IPv6 management address. It is /128 for a
loopback interface.

Ipv6bLinkLocalAddr| Shows the automatically generated link local address.

InterfaceName Shows the interface name.

View IPv4 Operational Routes for a Segmented Management Instance

% Note
This procedure only applies to VSP 8600 Series.

Use this task to view IPv4 operational routes.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Select Mgmt Instance.
3. Select the MgmtlpRoute tab.

MagmtipRoute Field Descriptions
Use the data in the following table to use the MgmtipRoute tab.

Name Description

DestAddr Shows the destination address of the route entry.
DestMask Shows the destination mask of the route entry.
Metric Shows the metric, or cost, assigned to the route

entry. If multiple entries exist to the same
destination, the metric determines which route is

LFJQSOeUCtI.eS with a type of LOCAL have a metric equal
to 256.
Instance Shows the Management Instance ID.
NextHop Shows the next hop for the route entry.
IntfName Shows the Management Instance interface name

for the route entry.

Type Shows the type of route entry.
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View IPv6 Operational Routes for a Segmented Management Instance

% Note
This procedure only applies to VSP 8600 Series.

Use this task to view IPv6 operational routes.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Select Mgmt Instance.
3. Select the Mgmtlpv6Route tab.

MagmtipveRoute Field Descriptions
Use the data in the following table to use the Mgmtipv6Route tab.

Name Description

DestAddr Shows the destination address of the route entry.

PrefixLen Shows the destination prefix length of the route
entry.

Metric Shows the metric, or cost, assigned to the route

entry. If multiple entries exist to the same
destination, the metric determines which route is

léi)eLJ(]tlés with a type of LOCAL have a metric equal
to 256.
Instance Shows the Management Instance ID.
NextHop Shows the next hop for the route entry.
IntfName Shows the Management Instance interface name

for the route entry.

Type Shows the type of route entry.

Migrate an IP Address to a Segmented Management Instance

% Note
This procedure only applies to VSP 8600 Series.

Use this procedure to designate an existing VLAN or loopback IP address as a Segmented Management
Instance. This action moves the IP interface from the VOSS routing stack to the management stack to
use with management applications.

About This Task

You cannot migrate interfaces used for routing purposes, for example, where you configure Layer 3
routing protocols.
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This command does not apply to the OOB or mgmtEthernet interface. Releases that support this
migration procedure automatically move the IP address on the mgmtEthernet interface from the
routing stack to the Segmented Management Instance.

Procedure

1. In the navigation pane, expand Configuration > Edit.

Select Mgmt Instance.
Select the MgmtMigrate tab.
Select Insert.

N O U A N

Select Insert.

MagmtMigrate field descriptions

Select the instance type, either clip or vlan.
Specify the existing VLAN or loopback ID.

Use the data in the following table to use the MgmtMigrate tab.

Name Description

Instanceld Specifies the interface instance to migrate.

Interfacelndex Shows the interface index of the identified
interface.

InterfaceType Shows the interface type.

Description Shows the interface description.

Vlanld Specifies the VLAN ID for a port-based VLAN.

Loopbackid Specifies the loopback ID.

VrfName Shows the VRF associated with the loopback
interface.

IpAddress Shows the IPv4 address to migrate.

IpMask Shows the subnet mask for the IPv4 address.

Ipv6Address Shows the IPv6 address to migrate.

Ipv6PrefixLength Shows the prefix length for the IPv6 address.

View Segmented Management Instance Statistics

% Note
This procedure only applies to VSP 8600 Series.

View operational statistics for the Management Instance.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Select Mgmt Instance.
3. Select the Mgmt Instance tab.
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4. Select a Management Instance by placing the cursor in a cell within the applicable row.

5. Select Graph.

Interface Counters Field Descriptions

Use the data in the following table to use the Interface Counters tab.

Name

Description

RxPkts

Counts the packets received on the Segmented
Management Instance.

RxError

Counts the packets received with errors on the
Segmented Management Instance.

RxDrop

Counts the packets received and dropped on the
Segmented Management Instance.

TxPkts

Counts the packets transmitted on the Segmented
Management Instance.

TxError

Counts the packets transmitted with errors on the
Segmented Management Instance.

TxDrop

Counts the packets dropped before transmission
on the Segmented Management Instance.
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Fundamentals on page 144

Basic Configuration on page 170

Verification on page 196

Basic Administration Procedures using CLI on page 201
Basic administration procedures using EDM on page 217
Boot parameter configuration using the CLI on page 219
Run-time process management using CLI on page 236
Hardware status using EDM on page 244

The following topics provide instructions to perform basic configuration of, and administrative tasks for,
the switch and software.

Examples and network illustrations may illustrate only one of the supported platforms. Unless otherwise
noted, the concept illustrated applies to all supported platforms.

Fundamentals

This section includes the minimum, but essential, configuration steps to:

* provide a default, starting point configuration
* establish basic security on the node

For more information about hardware specifications and installation procedures, see the following
documents:

*  ExtremeSwitching 5420 Series Hardware Installation Guide
* ExtremeSwitching 5520 Series Hardware Installation Guide
*  ExtremeSwitching 5520 Series Hardware Installation Guide
* Installing the Virtual Services Platform 4450GSX-PWR+

* Installing the Virtual Services Platform 4450GTX-HT-PWR+
*  VSP 4900 Series Switches: Hardware Installation Guide

* Installing the Virtual Services Platform 7200 Series

* VSP 7400 Series Switches: Hardware Installation Guide

® Installing the Virtual Services Platform 8000 Series

* Installing the Virtual Services Platform 8600

¢ XAJ400 Series Switches: Hardware Installation Guide
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advanced-feature-bandwidth-reservation Boot Flag

Table 14: Advanced Feature Bandwidth Reservation product support

Feature Product Release introduced
Advanced Feature Bandwidth 5420 Series VOSS 8.4
Reservation 5520 Series VOSS 8.2.5
Note: VSP 4450 Series Not Supported
If your switch does not have this :
boot flag, it is because the VSP 4900 Series Not Supported
hardware reserves the , VSP 7200 Series Not Supported
bandwidth automatically with no
user interaction. VSP 7400 Series VOSS 8.0
VSP 8200 Series Not Supported
VSP 8400 Series Not Supported
VSP 8600 Series Not Supported
XA1400 Series VOSS 8.0.50
XA1480 only- demonstration
feature

The switch enables the boot config flags advanced-feature-bandwidth-reservation
command by default to use advanced features on the switch. If you disable the boot config flags
advanced-feature-bandwidth-reservation command and attempt to enable an advanced
feature, the switch displays an error message to explain why the advanced feature failed to start, and to
remind you that you must enable this boot configuration flag for that advanced feature.

' Important

If you change the configuration, you must save the configuration, and then reboot the switch
for the change to take effect.

If you disable this feature and save the configuration, any configuration for advanced features
remains saved in the configuration file but is not used.

5420 Series, 5520 Series, and VVSP 7400 Series

By default, this boot configuration flag is enabled with following options:
* |ow level option for 5420 Series and VSP 7400 Series switches.

* vim level option for 5520 Series switches (if vim port is available and VIM is not installed, else low
level option is enabled).

When disabled, you can use all ports for Layer 2 or Layer 3 forwarding of standard unicast and multicast
features. Use this mode if you are not configuring advanced features. The syntax for disabling this boot
configuration flag is no boot config flags advanced-feature-bandwidth-
reservation.
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When enabled, also known as Full Feature mode, the switch supports advanced features by reassigning
some of the front panel ports to be loopback ports. The following advanced features require loopback
ports:

* Fabric Extend

* SPB

* SMLT

* VIST

* VXLAN Gateway

* Fabric RSPAN (Mirror to I-SID)

* Application Telemetry

* |S-IS Accept Policies

* Segmented Management Instance CLIP interface

% Note
Full Feature mode does not support PIM.

The syntax for enabling the boot flag for this mode is: boot config flags advanced-feature-
bandwidth-reservation [low | high | wvim].

The high level parameter means that the switch reserves the maximum bandwidth for the advanced
features.

The Iow level parameter means that the switch reserves less bandwidth to support minimum
functionality for advanced features.

The vimlevel parameter means that the switch uses Versatile Interface Module (VIM) ports as loopback
ports.

pac Note
E Product Notice: The 5420 Series only supports Iow level.
Product Notice: The 5520 Series only supports Iowand vimlevel.
Product Notice: The VSP 7400 Series only supports high and Iow level.

After the switch reserves the appropriate ports to become loopback ports, the ports are no longer
visible in the output when you enter show interfaces gigabitEthernet.

By default, for the 5520 Series switches, if you do not install a VIM in the switch, the switch reserves vim
parameter. In this configuration, the VIM ports are used as loopback ports and the Universal Ethernet
ports are used as regular uplink ports. When used as regular uplink ports, the port speed is 40 Gbps as
a single channel port. Although the maximum supported single channel port speed is 40 Gbps, the
ports can be channelized to operate as four 10 or 25 Gbps channels. If a VIM is already installed in the
switch, the switch reserves low parameter that uses Universal Ethernet ports as loopback ports and VIM
ports as regular uplink ports.

If you want to change which ports a 5520 Series switch to uses as the loopback ports, you must change
the Advanced Feature Bandwidth Reservation configuration before you install or remove a VIM from the
switch. For example, the switch reserves vim parameter and uses VIM ports as loopback ports, if you
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want to install a VIM to the switch, before installing you must run the boot flag boot config flags
advanced-feature-bandwidth-reservation low command to change the boot flag
configuration to use Universal Ethernet ports as loopback ports.

' Important

If you change the configuration, you must save the configuration, and then reboot the switch

for the change to take effect.

If you disable this feature and save the configuration, any configuration for advanced features
remains saved in the configuration file but is not used.

The following table lists the ports reserved as loopback ports:

Product

Reserved loopback ports

5420F-24T-4XE
5420F-8W-16P-4XE
5420F-24P-4XE
5420F-24S-4XE
5420M-24T-4YE
5420M-24W-4YE

Universal Ethernet ports 1/29 and 1/30

Note: To understand restrictions on using reserved
loopback ports as front panel ports, see 5420
Series on page 40719.

5420F-48T-4XE
5420F-16MW-32P-4XE
5420F-16W-32P-4XE
5420F-48P-4XE
5420F-48P-4XL
5420M-48T-4YE
5420M-48W-4YE
5420M-16MW-32P-4YE

Universal Ethernet ports 1/53 and 1/54

Note: To understand restrictions on using reserved
loopback ports as front panel ports, see 5420
Series on page 4019.

5520-24T
5520-24W
5520-24X

Low reserves Universal Ethernet ports 1/25 and
1/26

Vim reserves internal Versatile Interface Module
ports

5520-12MW-36W

Low reserves Universal Ethernet ports 1/49 and

+ 5520-48SE 1/50

« 5520-48T Vim reserves internal Versatile Interface Module
+ 5520-48W ports

VSP 7432CQ Low reserves ports 1/31and 1/32.

High reserves ports 1/29, 1/30, 1/31, and 1/32.

VSP 7400-48Y

Low reserves ports 1/55 and 1/56.
High reserves ports 1/53, 1/54, 1/55, and 1/56

' Important

You must ensure your configuration does not include reserved ports before you enable this
feature. If the configuration includes reserved ports after you enable this feature and restart
the switch, the switch stops loading the configuration.
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XAT400 Series

uid Note
E Product Notice: This feature is available in demo mode only on XA1480 and supports low level
parameter configuration automatically, which cannot be modified.

When disabled, all I-SID bindings are removed and the switch can only operate as a Backbone Core
Bridge (BCB). The syntax for disabling this boot configuration flag is: no boot config flags
advanced-feature-bandwidth-reservation.

When enabled, the switch reserves CPU cores for Backbone Edge Bridge (BEB) functionality. The
syntax for enabling the boot flag for this mode is: boot config flags advanced-feature-
bandwidth-reservation low.

spbm-config-mode boot flag

Table 15: spbm-config-mode product support

Feature Product Release introduced
spbm-config-mode (boot 5420 Series VOSS 8.4
Zgﬁ:ig_ﬁ:gf spbm- 5520 Series VOSS 825
VSP 4450 Series VOSS 4.1
VSP 4900 Series VOSS 81
VSP 7200 Series VOSS 4.2.1
VSP 7400 Series VOSS 8.0
VSP 8200 Series VSP 8200 4.0.1
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 4.5
XA1400 Series Not Supported

Shortest Path Bridging (SPB) and Protocol Independent Multicast (PIM) cannot interoperate with each
other on the switch at the same time. To ensure that SPB and PIM stay mutually exclusive, the software
uses a boot flag called boot config flags spbm-config-mode.

* Theboot config flags spbm-config-mode flag is enabled by default. This enables you to
configure SPB and IS-IS, but you cannot configure PIM and IGMP either globally or on an interface.

* If you disable the boot flag, save the configuration, and then reboot with the saved configuration.
When the flag is disabled, you can configure PIM and IGMP Snooping, but you cannot configure SPB
or IS-IS.

' Important

After you change the boot config flags spbm-config-mode flag, you must save the
configuration, and then reboot the switch for the change to take effect.

For more information about this boot flag and Simplified vIST, see I[P Multicast on page 1458.
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nni-mstp boot config flag

Table 16: nni-mstp boot flag product support

Feature Product Release introduced
nni-mstp boot flag (boot 5420 Series VOSS 8.4
config flags nni-mstp) [5o)5 geries VOSS 8.2.5

VSP 4450 Series VOSS 6.0

VSP 4900 Series VOSS 81

VSP 7200 Series VOSS 6.0

VSP 7400 Series VOSS 8.0

VSP 8200 Series VOSS 6.0

VSP 8400 Series VOSS 6.0

VSP 8600 Series Not Supported

XA1400 Series Not Supported

The nni-mstp boot flag changes the default behavior of the MSTP on SPBM NNI ports. The Common
and Internal Spanning Tree (CIST) is disabled automatically on the NNI, and the NNI ports can only be
members of backbone VLANs (B-VLAN).

* During startup, if you have non-B-VLAN on SPBM NNI ports in your configuration file, the system
sets the nni-mstp flag to true (if it was not already set to true) and enables MTSP on SPBM NNI
ports, and all other configurations remain the same. Save your configuration file. If you do not save
your configuration, you continue to see the following message on reboot:

Warning
Detected brouter and/or vlans other than BVLANs on NNI ports. Setting the boot config

flag nni-mstp to true. Saving configuration avoids repetition of this warning on
reboot.

s Note
E When the nni-mstp flag is set to true, only MSTI 62 is disabled on the SPBM NNI ports. You
can add the SPBM NNI ports to any VLAN.

¢ |f you configure the nni-mstp boot configuration flag to false (default), the system checks to make
sure that the SPBM NNI ports do not have brouter (IPv4 or IPv6) or non-SPBM VLANSs configured.
The nni-mstp flag is then set to false. Save your configuration file, and reboot the switch for the
configuration change to take effect.

i Note
E Ensure that all SPBM NNI ports in non-B-VLAN are removed prior to setting the nni-mstp
flag to false.

Example: Configuring nni-mstp to true

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch:1 (config) #boot config flags nni-mstp

Warning: Please save the configuration and reboot the switch for this configuration to
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take effect.
Switch:1 (config) #

System Connections

Connect the serial console interface (an RJ-45 jack) to a PC or terminal to monitor and configure the
switch. The port uses a RJ-45 connector that operates as data terminal equipment (DTE). Some
switches also provide a USB port or micro USB port for serial console interface connectivity. See your

hardware documentation for available ports.

The default communication protocol settings for the console port are:

* Baud rate:

o

o

o

o

o

5420 Series — 115200
5520 Series — 115200

VSP 4450 Series — 9600
VSP 4900 Series — 115200
VSP 7200 Series — 9600
VSP 7400 Series — 115200
VSP 8200 Series — 9600
VSP 8400 Series — 9600
VSP 8600 Series — 115200
XA1400 Series — 115200

¢ 8 data bits
* Tstop bit
* No parity

* No flow control.

To use the console port, you need a terminal or teletypewriter (TTY)-compatible terminal, or a portable
computer with a serial port and terminal-emulation software. Depending on the hardware platform, the

console port can display as console port or 10101.
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Boot Sequence

Table 17: Linux kernel version product support

Feature Product Release introduced
Linux kernel version 5420 Series 414 as of VOSS 8.4
Important: 5520 Series 414 as of VOSS 8.2.5
For VSP 4450 Series, VSP 7200 | VSP 4450 Series 4.9 as of VOSS 7.0
Series, VSP 8200, and VSP 8400 :
Series, kernel version 4.9 has VSP 4900 Series 414 as of VOSS 8.1
special upgrade considerations | ysp 7200 Series 4.9 as of VOSS 7.0
the first time you upgrade to a
release that supports it. You VSP 7400 Series 414 as of VOSS 8.0
must first upgrade to a stepping-Iysp 8500 series 4.9 as of VOSS 7.0
stone release, 6.1.x , before you
upgrade to the release with the | VSP 8400 Series 49 as of VOSS 7.0
new kernel. .
VSP 8600 Series 4.9 as of VSP 8600 8.0
XA1400 Series 414 as of VOSS 8.1

The switch goes through a boot sequence before it becomes fully operational. After you turn on power
to the switch, the system starts.

The boot sequence consists of the following stages:

* Loading Linux on page 152
* Loading the Primary Release on page 153
* Deploying Zero Touch on page 153 or Loading the Configuration File on page 153

Note

Extreme Networks offers universal hardware products that support more than one Network
Operating System (NOS) personality. The first time you start a universal hardware product,
the boot sequence can be different from what is documented in this section. The boot
sequence documented in this section assumes a NOS selection of VOSS is already
established. For more information on NOS personalities, see Network Operating System
Personalities on page 2430.

The following figure shows a summary of the boot sequence.
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[
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Figure 9: Boot Sequence

Loading Linux

Depending on the Linux kernel used, the boot image is stored either in a boot flash partition, Secure
Digital (SD), or Solid State Drive (SSD) flash card. The boot image includes the boot loader, and the
Linux kernel and applications.

The boot location contains two versions of the boot image: a committed version (the primary release)
and a backup version. A committed version is one that is marked as good (if you can start the system
using that version). The system automatically uses the backup version if the system fails the first time
you start with a new version.
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Loading the Primary Release

The switch can install a maximum of six releases but can only load one of two—a primary (committed)
release or a backup release.

i Note

E You can store up to six software releases on the 5520 Series. If you have six releases already
stored on the switch, you are prompted to remove one release before you can proceed to add
and activate a new software release. You can store a maximum of two software releases on
the 5420 Series. If you attempt to add a third software release, the software displays a
confirmation to overwrite the non-primary release. You can also use the software add
<filename> -y to bypass the confirmation question and automatically overwrite the non-
primary release.

The system saves software image files to the /intflash/release/ directory.

After loading the primary release, the CPU and basic system devices, such as the console port,
initializes. Depending on the hardware platform, the console port displays as console or 10101. At this
stage, the I/O ports are not available; the system does not initialize the 1/0 ports until the port sends
configuration data.

Deploying Zero Touch

» Important
Zero Touch Deployment does not function if primary or secondary configuration files exist.

After the system loads the primary release and the switch is in a Zero Touch Deployment-ready
configuration mode, the switch automatically deploys without intervention.

For more information, see Zero Touch Deployment on page 58.

Loading the Configuration File

After the system loads the primary release, it identifies the location and file name of the primary
configuration file. You can save this file in internal flash.

If the primary configuration file does not exist, the system looks for the backup configuration file, as
identified by version.cfg. If this file does not exist, the system initiates Zero Touch functionality on the
switch that enables Zero Touch Fabric Configuration. For more information, see Zero Touch Fabric
Configuration on page 64.

poc Note

E Exception: for VSP 8600 Series and XA1400 Series, if the configuration file does not exist, the
system loads the factory-default configuration, which is the equivalent of using the boot
config flags factorydefaults command.

The switch configuration consists of higher-level functionality, including:
* Chassis configuration

* Port configuration

¢ Virtual LAN (VLAN) configuration
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Routing configuration
IP address assignments
Remote monitoring (RMON) configuration

The default switch configuration in Zero Touch Fabric Configuration mode includes the following:

Shortest Path Bridging MAC (SPBM) instance is created.
Intermediate System-to-Intermediate System (IS-1S) is enabled.
All ports are enabled and operating in Auto-sense mode.

The switch issues DHCP requests on the out-of-band (OOB) management port and the
management VLAN.

The default switch configuration in factory default mode includes the following:

L]

A single, port-based default VLAN with a VLAN identification number of 1
No interface assigned IP addresses

Traffic priority for all ports configured to normal priority

All ports as untagged ports

Default communication protocol settings for the console port. For more information about these
protocol settings, see System Connections on page 150.

Configuration File Statements

In the configuration file, statements preceded by both the number sign (#) and exclamation point (1)
load prior to the general configuration parameters. Statements preceded by only the number sign are
comments meant to add clarity to the configuration; they do not load configuration parameters. The
following table illustrates the difference between these two statement formats.

Table 18: Configuration file statements

Sample statement Action

# software version : 4.0.0.0 Adds clarity to the configuration by identifying the

software version.

#!no boot config flags sshd Configures the flag to the false condition, prior to

loading the general configuration.

Boot Sequence Modification

You can change the boot sequence in the following ways:

Change the primary designations for file sources.

Change the file names from the default values. You can store several versions of the configuration
file and specify a particular one by file name. The specified configuration file only gets loaded when
the chassis starts. To load a new configuration file, you need to restart the system.

Start the system without loading an existing configuration file so that the system uses the factory
default configuration. You can do this by running the boot config flags factorydefaults
command.

The factorydefaults boot flag removes the runtime, primary, and backup configuration files, resets all
local default user account passwords, and removes all digital certificates. The Radsec, IPsec, IKE,
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OSPF, SNMP, SSL, SSH, OVSDB, and NTP files are also removed. The CLI displays a warning that the
configurations, passwords, and files will be reset, and the system logs an informational message. The
configuration and file removals occur during the next boot sequence when the factorydefaults boot
flag is enabled. After the switch reboots, the security mode setting is retained. To enable Zero Touch
Onboarding after a factorydefaults boot, reboot the switch again without saving a configuration.

Start the system in Zero Touch Deployment mode, which includes Zero Touch Fabric Configuration.
For more information, see Zero Touch Deployment on page 58.

Runtime

After the switch is operational, you can use the runtime commands to perform configuration and

ma
.
.
.
.
.

nagement functions necessary to manage the system. These functions include the following

Resetting or restarting the switch

Adding, deleting, and displaying address resolution protocol (ARP) table entries
Pinging another network device

Viewing and configuring variables for the entire system and for individual ports
Configuring and displaying MultiLink Trunking (MLT) parameters

Creating and managing port-based VLANSs or policy-based VLANs

To access the runtime environment you need a connection from a PC or terminal to the switch. You can
use a direct connection to the switch through the console port or remotely through Telnet, rlogin, or
Secure Shell (SSH) sessions.

% Note
rlogin is only supported on VSP 8600 Series.

' Important
Before you attempt to access the switch using one of the preceding methods, ensure you first

enable the corresponding daemon flags.
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System logon

After the platform boot sequence is complete, the system opens the logon prompt. The following table
shows the default values for logon and password for console and Telnet sessions.

i Note

E With enhanced secure mode enabled, the person in the role-based authentication level of
administrator configures the login and password values for the other role-based
authentication levels. The administrator initially logs on to the switch using the default login of
admin and the default password of admin. After the initial login, the switch prompts the
administrator to create a new password.

Table 19: Access levels and default logon values

Access level Description Default Default
logon password
Read-only Permits view-only configuration and ro ro

status information. Is equivalent to
Simple Network Management Protocol
(SNMP) read-only community access.

Layer 1read/write View most switch configuration and 1 [1
status information and change physical
port settings.

Layer 2 read/write View and change configuration and 12 12
status information for Layer 2 (bridging
and switching) functions.

Layer 3 read/write View and change configuration and 13 13
status information for Layer 2 and Layer
3 (routing) functions.

Read/write View and change configuration and rw rw
status information across the switch.
You cannot change security and
password settings. This access level is
equivalent to SNMP read/write
community access.

Read/write/all Permits all the rights of read/write rwa rwa
access and the ability to change
security settings, including CLI and
web-based management user names
and passwords and the SNMP
community strings.

System flags

After you enable or disable certain modes and functions, you need to save the configuration and restart
the switch for your change to take effect. This section lists parameters and indicates if they require a
switch restart.
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System flags

The following table lists parameters you configure in the CLI using the boot config flags
command. For information on system flags and their configuration, see Configure Boot Flags on page

221,
% Note
Flag support can vary across hardware models.

Table 20: Boot config flags

Exception: Only supported on VSP 8600 Series.

CLI flag Restart

advanced-feature-bandwidth-reservation Yes

Note:

Exception: Only supported on 5420 Series, 5520 Series, VSP 7400 Series,

and XA1480.

block-snmp No

debug-config Yes

debugmode Yes

dvr-leaf-mode No

Note:

The switch does not require a restart when you enable the dvr-leaf-mode

flag, as long as there is no unsupported configuration on the switch.

enhancedsecure-mode Yes

factorydefaults Yes

flow-control-mode Yes

Note:

Exception: Not supported on VSP 8600 Series.

ftpd No

ha-cpu Yes, the standby CPU
restarts automatically.

Note: Modifying this flag does

not require a system
restart.

Note:
Exception: Not supported on VSP 8600 Series or XA1400 Series.

hsecure Yes
linerate-directed-broadcast Yes
ipvé-egress-filter Yes
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Table 20: Boot config flags (continued)

CLI flag Restart
ipvé-mode Yes
Note:

Exception: Not supported on VSP 4450 Series, VSP 8600 Series, or XA1400

Series.

logging No
macsec Yes
Note:

Exception: Only supported on 5420 Series.

nni-mstp Yes

Note:
Exception: Not supported on VSP 8600 Series or XA1400 Series.

reboot No
rlogind No
Note:

Exception: Only supported on VSP 8600 Series.

savetostandby No
spanning-tree-mode Yes
spbm-config-mode Yes
sshd No
telnetd No
tftpd No
trace-logging No
urpf-mode Yes
Note:

Exception: Not supported on VSP 8600 Series or XA1400 Series.

verify-config Yes
vrf-scaling Yes
vxlan-gw-full-interworking-mode Yes

Exception: Only supported on VSP 7200 Series, VSP 7400 Series , VSP 8200
Series, and VSP 8400 Series.
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Secure and Nonsecure Protocols

The following table describes the secure and nonsecure protocols that the switch supports.

Table 21: Secure and nonsecure protocols for IPv4 and IPv6

Transfer Protocol (SFTP)

Nonsecure protocols Default Equivalent secure protocols Default status
status
FTP and Trivial FTP Disabled Secure Copy (SCP) and Secure File Disabled

Note:

File Transfer Protocol (FTP) and Trivial File Transfer Protocol (TFTP) support both IPv4 and IPv6
addresses, with no difference in functionality or configuration.

Take the appropriate security precautions
within the network if you use HTTP.

You must use the web-server enable
command in CLI before you can access
EDM.

Telnet Disabled Secure Shell version 2 (SSHv2) Disabled

SNMPv1, SNMPv?2 Enabled SNMPv3 Enabled

rlogin Disabled SSHv2 Disabled

Note:

Exception: only supported

only on VSP 8600 Series.

HTTP Disabled HTTPS Enabled
Important:
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Client and Server Support

Table 22: Client and Server product support

Feature Product Release introduced Release deprecated
File Transfer Protocol 5420 Series VOSS 8.4 Not Applicable
o erverand elent 5520 Series V0SS 825 Not Applicable
VSP 4450 Series VSP 4000 4.0 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2.1 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VSP 8200 4.0 Not Applicable
VSP 8400 Series V0SS 4.2 Not Applicable
VSP 8600 Series VSP 8600 4.5 Not Applicable
XA1400 Series VOSS 8.0.50 Not Applicable
File Transfer Protocol 5420 Series VOSS 8.4 Not Applicable
pugyerverand <ient 5550 series V0SS 825 Not Applicable
VSP 4450 Series VOSS 4.1 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VOSS 4.1 Not Applicable
VSP 8400 Series VOSS 4.2 Not Applicable
VSP 8600 Series VSP 8600 6.2 Not Applicable
XA1400 Series Not Supported Not Applicable
Hypertext Transfer 5420 Series VOSS 8.4 Not Applicable
o 5520 Series V0SS 825 Not Applicable
Protocol Secure VSP 4450 Series VOSS 4.1 Not Applicable
(HTTPS) (IPv4) : :
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VSP 8200 4.0 Not Applicable
VSP 8400 Series VOSS 4.2 Not Applicable
VSP 8600 Series VSP 8600 4.5 Not Applicable
XA1400 Series VOSS 8.0.50 Not Applicable
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Table 22: Client and Server product support (continued)

Feature Product Release introduced Release deprecated
Hypertext Transfer 5420 Series VOSS 8.4 Not Applicable
o amcear® [5520 Series V0SS 825 Not Applicable
Protocol Secure VSP 4450 Series VOSS 4.1 Not Applicable
(HTTPS) (PvE) VSP 4900 Series VOSS 8.1 Not Applicable

VSP 7200 Series VOSS 4.2.1 Not Applicable

VSP 7400 Series VOSS 8.0 Not Applicable

VSP 8200 Series VOSS 4.1 Not Applicable

VSP 8400 Series V0SS 4.2 Not Applicable

VSP 8600 Series VSP 8600 6.2 Not Applicable

XA1400 Series Not Supported Not Applicable
Remote Login (Rlogin) | 5420 Series Not Supported Not Applicable
server/client (IPv4) 5520 Series Not Supported Not Applicable

VSP 4450 Series VSP 4000 4.0 VOSS 8.2

VSP 4900 Series VOSS 81 VOSS 8.2

VSP 7200 Series VOSS 4.2 VOSS 8.2

VSP 7400 Series VOSS 8.0 V0SS 8.2

VSP 8200 Series VSP 8200 4.0 VOSS 8.2

VSP 8400 Series VOSS 4.2 VOSS 8.2

VSP 8600 Series VSP 8600 4.5 Not Applicable

XA1400 Series VOSS 8.0.50 VOSS 8.2
Rlogin server (IPv6) 5420 Series Not Supported Not Applicable

5520 Series Not Supported Not Applicable

VSP 4450 Series VOSS 4.1 VOSS 8.2

VSP 4900 Series VOSS 81 VOSS 8.2

VSP 7200 Series VOSS 4.2 VOSS 8.2

VSP 7400 Series VOSS 8.0 VOSS 8.2

VSP 8200 Series VOSS 4.1 VOSS 8.2

VSP 8400 Series VOSS 4.2 V0SS 8.2

VSP 8600 Series VSP 8600 6.2 Not Applicable

XA1400 Series Not Supported VOSS 8.2
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Table 22: Client and Server product support (continued)

Feature Product Release introduced Release deprecated
Rlogin client (IPv6) 5420 Series Not Supported Not Applicable

5520 Series Not Supported Not Applicable

VSP 4450 Series VOSS 7.0 VOSS 8.2

VSP 4900 Series VOSS 81 V0SS 8.2

VSP 7200 Series VOSS 7.0 VOSS 8.2

VSP 7400 Series VOSS 8.0 VOSS 8.2

VSP 8200 Series V0SS 7.0 VOSS 8.2

VSP 8400 Series VOSS 7.0 VOSS 8.2

VSP 8600 Series VSP 8600 8.0 Not Applicable

XA1400 Series Not Supported VOSS 8.2
Remote Shell (RSH) 5420 Series Not Supported Not Applicable
server/client 5520 Series Not Supported Not Applicable

VSP 4450 Series VSP 4000 4.0 VOSS 8.2

VSP 4900 Series VOSS 8.1 VOSS 8.2

VSP 7200 Series VOSS 4.2 VOSS 8.2

VSP 7400 Series VOSS 8.0 V0SS 8.2

VSP 8200 Series VSP 8200 4.0 VOSS 8.2

VSP 8400 Series VOSS 4.2 VOSS 8.2

VSP 8600 Series VSP 8600 4.5 Not Applicable

XA1400 Series VOSS 8.0.50 VOSS 8.2
Secure Copy (SCP) 5420 Series VOSS 8.4 Not Applicable
Note: 5520 Series VOSS 8.2.5 Not Applicable
The switch does not VSP 4450 Series VSP 4000 4.0 Not Applicable
support the WinSCP , .
client. VSP 4900 Series VOSS 8.1 Not Applicable

VSP 7200 Series VOSS 5.0 Not Applicable

VSP 7400 Series VOSS 8.0 Not Applicable

VSP 8200 Series VSP 8200 4.0 Not Applicable

VSP 8400 Series VOSS 5.0 Not Applicable

VSP 8600 Series VSP 8600 4.5 Not Applicable

XA1400 Series VOSS 8.0.50 Not Applicable
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Table 22: Client and Server product support (continued)

Feature Product Release introduced Release deprecated
Secure File Transfer 5420 Series VOSS 8.4 Not Applicable
oSOl (SFTRISErVer 5520 Series V0SS 825 Not Applicable
VSP 4450 Series VOSS 4.2 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2.1 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VOSS 4.2 Not Applicable
VSP 8400 Series V0SS 4.2 Not Applicable
VSP 8600 Series VSP 8600 4.5 Not Applicable
XA1400 Series VOSS 8.0.50 Not Applicable
Secure File Transfer 5420 Series VOSS 8.4 Not Applicable
ey O CFTPY Server 5550 Series V0SS 825 Not Applicable
VSP 4450 Series VOSS 4.2 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VOSS 4.2 Not Applicable
VSP 8400 Series VOSS 4.2 Not Applicable
VSP 8600 Series VSP 8600 6.2 Not Applicable
XA1400 Series Not Supported Not Applicable
Telnet server and client | 5420 Series VOSS 8.4 Not Applicable
(Pv4) 5520 Series VOSS 8.2.5 Not Applicable
VSP 4450 Series VSP 4000 4.0 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VSP 8200 4.0 Not Applicable
VSP 8400 Series VOSS 4.2 Not Applicable
VSP 8600 Series VSP 8600 4.5 Not Applicable
XA1400 Series VOSS 8.0.50 Not Applicable
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Table 22: Client and Server product support (continued)

Feature Product Release introduced Release deprecated
Telnet server and client | 5420 Series VOSS 8.4 Not Applicable
(IPve) 5520 Series VOSS 8.2.5 Not Applicable
VSP 4450 Series VOSS 4.1 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2.1 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VOSS 4.1 Not Applicable
VSP 8400 Series V0SS 4.2 Not Applicable
VSP 8600 Series VSP 8600 6.2 Not Applicable
XA1400 Series Not Supported Not Applicable
Trivial File Transfer 5420 Series VOSS 8.4 Not Applicable
o i " [5520 Series V0SS 825 Not Applicable
VSP 4450 Series VSP 4000 4.0 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VSP 8200 4.0 Not Applicable
VSP 8400 Series VOSS 4.2 Not Applicable
VSP 8600 Series VSP 8600 4.5 Not Applicable
XA1400 Series VOSS 8.0.50 Not Applicable
TFTP server (IPv6) 5420 Series VOSS 8.4 Not Applicable
5520 Series VOSS 8.2.5 Not Applicable
VSP 4450 Series VOSS 4.1 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 4.2 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VOSS 4.1 Not Applicable
VSP 8400 Series VOSS 4.2 Not Applicable
VSP 8600 Series VSP 8600 6.2 Not Applicable
XA1400 Series Not Supported Not Applicable
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Table 22: Client and Server product support (continued)

Feature Product Release introduced Release deprecated
TFTP client (IPv6) 5420 Series VOSS 8.4 Not Applicable
5520 Series VOSS 8.2.5 Not Applicable
VSP 4450 Series VOSS 7.0 Not Applicable
VSP 4900 Series VOSS 8.1 Not Applicable
VSP 7200 Series VOSS 7.0 Not Applicable
VSP 7400 Series VOSS 8.0 Not Applicable
VSP 8200 Series VOSS 7.0 Not Applicable
VSP 8400 Series VOSS 7.0 Not Applicable
VSP 8600 Series VSP 8600 8.0 Not Applicable
XA1400 Series Not Supported Not Applicable
Table 23: Secure Shell product support
Feature Product Release introduced
Secure Shell (SSH) server (IPv4) | 5420 Series VOSS 8.4
5520 Series VOSS 825
VSP 4450 Series VSP 4000 4.0
VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 4.2.1
VSP 7400 Series VOSS 8.0
VSP 8200 Series VSP 8200 4.0
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 4.5
XA1400 Series VOSS 8.0.50
Secure Shell (SSH) client (IPv4) | 5420 Series VOSS 8.4
5520 Series VOSS 825
VSP 4450 Series VSP 4000 4.0
VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 4.2.]
VSP 7400 Series VOSS 8.0
VSP 8200 Series VSP 8200 4.0
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 4.5
XA1400 Series VOSS 8.0.50
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Table 23: Secure Shell product support (continued)

Feature Product Release introduced
Secgre Sockets Layer (SSL) 5420 Series VOSS 8.4
certificate management 5500 Series VOSS 825
VSP 4450 Series VOSS 4.1
VSP 4900 Series VOSS 81
VSP 7200 Series VOSS 4.2.1
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 4.1
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 4.5
XA1400 Series VOSS 8.0.50
SSH server (IPv6) 5420 Series VOSS 8.4
5520 Series VOSS 825
VSP 4450 Series VOSS 4.1
VSP 4900 Series VOSS 81
VSP 7200 Series VOSS 4.2
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 4.1
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 6.2
XA1400 Series Not Supported
SSH client (IPv6) 5420 Series VOSS 84
5520 Series VOSS 825
VSP 4450 Series VOSS 7.0
VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 7.0
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 7.0
VSP 8400 Series VOSS 7.0
VSP 8600 Series VSP 8600 8.0
XA1400 Series Not Supported
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Table 23: Secure Shell product support (continued)

Feature Product Release introduced
SSH client disable 5420 Series VOSS 8.4
5520 Series V0SS 8.2.5
VSP 4450 Series VOSS 6.0
VSP 4900 Series VOSS 81
VSP 7200 Series VOSS 6.0
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 6.0
VSP 8400 Series VOSS 6.0
VSP 8600 Series VSP 8600 4.5
XA1400 Series VOSS 8.0.50
SSH key sizes in multiples of 5420 Series VOSS 8.4
1024 5520 Series V0SS 8.2.5
Note: VSP 4450 Series VOSS 512
VOSS Releases 6.0 and 6.0.1do :
not support this change. VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 5.1.2
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 5.1.2
VSP 8400 Series VOSS 5.1.2
VSP 8600 Series VSP 8600 6.1
XA1400 Series VOSS 8.0.50
SSH rekey 5420 Series VOSS 8.4
5520 Series VOSS 825
VSP 4450 Series VOSS 5.1
VSP 4900 Series VOSS 81
VSP 7200 Series VOSS 5.1
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 5.1
VSP 8400 Series VOSS 5.1
VSP 8600 Series VSP 8600 6.1
XA1400 Series VOSS 8.1

The client-server model partitions tasks between servers that provide a service and clients that request
a service.
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For active CLI clients, users initiate a client connection from the switch to another device.

Lk Note

E Both FTP and TFTP clients are supported by the switch. The switch does not launch FTP and
TFTP clients explicitly as a separate command; you can launch them through the CLI copy
command. If you have configured the username through the boot config host
command, the FTP client is used to transfer files to and from the switch using the CLI copy
command; If you have not configured the username, the TFTP client is used to transfer files to
and from the switch using the CLI copy command.

Configuring the boot config flags ftpdorboot config flags tftpd enables
the FTP or TFTP Servers on the switch.

For non-active clients, the client exists on the switch and the switch console initiates the request, with
no intervention from users after the initial setup. For instance, Network Time Protocol (NTP) is a non
active client. The switch initiates the client request to the central server to obtain the up-to-date time.

Password encryption
The platform stores passwords in encrypted format and not in the configuration file.

' Important

For security reasons, configure the passwords to values other than the factory defaults.

Enterprise Device Manager

The switch includes Enterprise Device Manager (EDM), an embedded graphical user interface (GUI) that
you can use to manage and monitor the platform through web-based access without additional
installations.

For more information about EDM, see Enterprise Device Manager on page 272.

Enterprise Device Manager access
To access EDM, enter one of the following addresses in your web browser:

* http://<AB.CD>
* https://<A.B.C.D>

Where <A.B.C.D> is the device IP address.

Ensure you use a supported browser version. For more information about supported browsers, see
Supported Browsers on page 273.

' Important

You must enable the web server from CLI to enable HTTP access to the EDM. If you want
HTTP access to the device, you must also disable the web server secure-only option. The
web server secure-only option, allowing for HTTPS access to the device, is enabled by
default. Take the appropriate security precautions within the network if you use HTTP.

* EDM access is available to read-write users only.
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If you experience any issues while connecting to the EDM, check the proxy settings. Proxy settings may
affect EDM connectivity to the switch. Clear the browser cache and do not use proxy when connecting
to the device. This should resolve the issue.

Default user name and password

The following table contains the default user name and password that you can use to log on to the
switch using EDM. For more information about changing the passwords, see Change Passwords on
page 3115.

Table 24: EDM default username and password

Username Password

admin password

' Important

The default passwords and community strings are documented and well known. As a best
practice, change the default passwords and community strings immediately after you first log
on. For more information about changing user names and passwords, see Change Passwords
on page 3115.

TLS server for secure HTTPS

Table 25: TLS server for secure HTTPS product support

Feature Product Release introduced
TLS server for secure HTTPS 5420 Series VOSS 8.4
Note: 5520 Series VOSS 825
VOSS Releases 6.0 and 6.0.1do | VSP 4450 Series V0SS 5.1.2
not support this feature. VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 5.1.2
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 5.1.2
VSP 8400 Series VOSS 5.1.2
VSP 8600 Series VSP 8600 6.1
XA1400 Series VOSS 8.0.50

This feature enhances communications security by implementing Mocana NanoSSL to secure HTTPS
server using Transport Layer Security (TLS) cryptographic protocol.

The following are the key properties of Secure web server with TLS:

* This feature can be implemented on a maximum of only 10 concurrent client connections.

* The switch supports version TLS 1.2 and above by default. You can explicitly configure TLS 1.0 and
TLS 1.1 version support using CLI or EDM.

* This feature replaces SSL 3.0 with TLS. SSL 3.0 is not supported.
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* TLS server does not support RC4, DES, TDES, and MD5 based cipher suites.

* The minimum password length for the web server is 8 characters, by default. You can change this
using CLI or EDM.

For information about the certificate order priority when the Transport Layer Security (TLS) server and
switch connect, see Certificate Order Priority on page 3061.

IP Address for the Management Port

At startup, the system loads the runtime configuration file, which is stored in the internal flash of the
CPU. If the file is present, the system assigns the IP address for the management port from that file.

You can configure an IP address for the management port if one is not in the configuration file. For more
information, see Configure an IP Address for the Management Port on page 566. This procedure only
applies to VSP 8600 Series. For other products, see Segmented Management on page 69.

Basic Configuration

Connect a Terminal

Before You Begin

* To

o

use the console port, you need the following equipment:
A terminal or TeleTypewriter (TTY)-compatible terminal, or a portable computer with a serial
port and terminal-emulation software.

A specific cable with an RJ-45 or USB connector for the console port on the switch. The other
end of the cable must use a connector appropriate to the serial port on the computer or terminal.

*  To comply with emissions regulations and requirements, you must shield the cable that connects to
the console port.

Note

If you are using the VSP 4900 Series, 5420 Series, or 5520 Series USB console port with a
terminal running Windows 10, you must install the CP210x USB to UART Bridge Virtual COM
Port (VCP) driver from Silicon Labs before you connect to the terminal.

About This Task

Connect a terminal to the serial console interface to monitor and configure the system directly.

Procedure

1. Configure the terminal protocol as follows:

9600 baud or 115200 baud, depending on the hardware platform.
8 data bits

1 stop bit

No parity

No flow control
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Connect the RJ-45 or USB cable to the console port on the switch.
Connect the other end of the cable to the terminal or computer serial port.
Turn on the terminal.

Log on to the switch.

SN

Changing passwords

Configure new passwords for each access level, or change the logon or password for the different
access levels of the switch. After you receive the switch, use default passwords to initially access CLI. If
you use Simple Network Management Protocol version 3 (SNMPv3), you can change encrypted
passwords.

If you enable the hsecure flag, after the aging time expires, the system prompts you to change your
password. If you do not configure the aging time, the default is 90 days.

If you enable enhanced secure mode with the boot config flags enhancedsecure-mode
command, you enable new access levels, along with stronger password complexity, length, and
minimum change intervals. For more information on system access fundamentals and configuration, see
System access fundamentals on page 3367.

Before You Begin

* You must use an account with read-write-all privileges to change passwords. For security, the switch
saves passwords to a hidden file.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Change a password:
cli password WORD<1-20> {layerl|layerZ|layer3|read-only|read-write|
read-write-all}
Enter the old password.
Enter the new password.
Re-enter the new password.
Configure password options:

password [access-level WORD<2-8>] [aging-time day <I1-365>] [default-
lockout-time <60-65000>] [lockout WORD<0-46> time <60-65000>] [min-
passwd-len <10-20>] [password-history <3-32>]

SN NN

Example

Switch:1>enable

Switch:1# configure terminal
Change a password:

Switch:1 (config) # cli password rwa read-write-all
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Enter the old password: * *
Enter the new password: *x*

Re-enter the new password: *x*

Set password to an access level of read-write-all and the expiration period for the password to 60 days:

Switch:1 (config) # password access-level rwa aging-time 60

Variable Definitions

Use the data in the following table to use the eli password command.

Variable

Value

layerl|layerZ2|layer3|read-only|
read-write|read-write-all

Changes the password for the specific access
level.

WORD<1-20>

Specifies the user logon name.

Use the data in the following table to use the password command.

Variable

Value

access-level WORD<2-8>

Permits or blocks this access level. The available
access level values are as follows:

o layerl
o layer2
+ layer3
* read-only

*  read-write
* read-write-all

aging-time day <1-365>

Configures the expiration period for passwords in
days, from 1-365. The default is 90 days.

default-lockout-time <60-65000>

Changes the default lockout time after three
invalid attempts. Configures the lockout time, in
seconds, and is in the 60-65000 range. The
default is 60 seconds.

To configure this option to the default value, use
the default operator with the command.

lockout WORD<0-46> time <60-65000>

Configures the host lockout time.
* WORD<0-46>is the host IPv4 or IPv6 address.
* <60-65000>is the lockout-out time, in

seconds, in the 60-65000 range. The default is
60 seconds.
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Variable Value

min-passwd-len <10-20> Configures the minimum length for passwords in
high-secure mode. The default is 10 characters.
To configure this option to the default value, use
the default operator with the command.

password-history <3-32> Specifies the number of previous passwords the
switch stores. You cannot reuse a password that is
stored in the password history. The default is 3.

To configure this option to the default value, use
the default operator with the command.

Configuring system identification

Configure system identification to specify the system name, contact person, and location of the switch.

Procedure

1. Log on as rwa.
2. Enter Global Configuration mode:

enable

configure terminal
3. Change the system name:
sys name WORD<0-255>
4. Configure the system contact:
snmp-server contact WORD<0-255>
5. Configure the system location:

snmp-server location WORD<0-255>
Example

Change the system name, configure the system contact, and configure the system location:

Switch:1>enable

Switch:1l#configure terminal

Switch:1 (config)#sys name Floor3Lab2

Floor3Lab2:1 (config) #snmp-server contact http://companyname.com
Floor3Lab2:1 (config) #snmp-server location "12 Street, City, State, Zip"

Variable Definitions

Use the data in the following table to use the system-level commands.
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Variable Value

contact WORD<0-255> Identifies the contact person who manages the node.

To include blank spaces in the contact, use quotation
marks (") around the text.

location WORD<0-255> Identifies the physical location of the node. To include

blank spaces in the location, use quotation marks (")
around the text.

name WORD<(0-255> Configures the system or root level prompt name for

the switch. WORD<0-255>is an ASCII string from 1-255
characters (for example, LabSC7 or Closet4).

Configuring the CLI Banner

Configure the logon banner to display a message to users before authentication and configure a system
login message-of-the-day in the form of a text banner that displays after each successful logon.

About This Task

You can use the custom logon banner to display company information, such as company name and
contact information. For security, you can change the default logon banner of the switch, which
contains specific system information, including platform type and software release.

Use the custom message-of-the-day to update users on a configuration change, a system update or
maintenance schedule. For security purposes, you can also create a message-of-the-day with a warning
message to users that, “Unauthorized access to the system is forbidden.”

Procedure

1.

Enter Global Configuration mode:

enable

configure terminal

Configure the switch to use a custom banner or use the default banner:
banner <custom|static>

Create a custom banner:

banner WORD<I1-80>

uid Note
E To enter multiple lines for a message, use the banner command before each new line of
the message. To provide a string with spaces, include the text in quotation marks.

Create the message-of-the-day:

banner motd WORD<1-1516>

pac Note
E To enter multiple lines for a message, use the banner motd command before each new
line of the message. To provide a string with spaces, include the text in quotation marks.
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5. Enable the custom message-of-the-day:
banner displaymotd
6. Save the configuration:
save config
7. Display the banner information:
show banner
8. Logon again to verify the configuration.
9. (Optional) Disable the banner:

no banner [displaymotd] [motd]
Example

Configure the custom banner to “Company, www.Companyname.com.” and configure the message of
the day to “Unauthorized access to this system is forbidden. Please logout now.”

Switch:1> enable
Switch:1l#configure terminal
Switch:1 (config)# banner custom
Switch:1 (config)# banner Company
Switch:1 (config)# banner www.Companyname.com
Switch:1 (config)# banner motd "Unauthorized access to this system is forbidden"
Switch:1 (config)# banner motd "Please logout now"
Switch:1 (config) #banner displaymotd
Switch:1 (config) #show banner
Company
WWW.company .com

defaultbanner : false

)
)
)
)
)
)

custom banner :

displaymotd : true

custom motd :
Unauthorized access to this system is forbidden
Please logout now

Variable definitions

Use the data in the following table to use the banner command.

Variable Value

custom Disables the use of the default banner.
static Activates the use of the default banner.
WORD <1-80> Adds lines of text to the CLI logon banner.

motd WORD<1-1516>| Create the message of the day. To provide a string with spaces, include the
text in guotation marks ().

displaymotd Enable the custom message of the day.

Configure the Date

Configure the calendar time in the form of month, day, year, hour, minute, and second.
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About This Task
Log on as rwa to perform this procedure.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. Configure the date:

clock set <MMddyyyyhhmmss>
3. Verify the configuration:

show clock
Example

Configure the date and time, and then verify the configuration.

Switch:1>enable

Switch:1l#clock set 19042014063030
Switch:1l#show clock

Wed Mar 19 06:30:32 2014 EDT

Variable Definitions

Use the data in the following table to use the elock set command.

Variable Value

MMddyyyyhhmmss Specifies the date and time in the format month,
day, year, hour, minute, and second.

Enable Remote Access Services

Before You Begin

* When you enable the rlogin flag, you must configure an access policy to specify the user name of
who can access the switch. For more information about the access policy commands, see Access
Policies for Services on page 3048.

% Note
Rlogin is only supported on VSP 8600 Series.

About This Task
Enable the remote access service to provide multiple methods of remote access.

File Transfer Protocol (FTP), Trivial File Transfer Protocol (TFTP) and Telnet server support both IPv4
and IPv6 addresses, with no difference in functionality or configuration.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
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2. Enable the access service:
boot config flags {ftpd | rlogind | sshd | telnetd | tftpd}
3. Repeat as necessary to activate the desired services.
4. Save the configuration.
Example

Enable the access service for Telnet:

Switch:1>enable
Switch:l#configure terminal
Switch:1 (config) #boot config flags telnetd

Variable Definitions

The following table defines parameters for the boot config flags command.

Variable Value

advanced-feature-bandwidth- Enables the switch to support advanced features

reservation [low | high | vim] by reserving ports as loopback ports. When
disabled, you can use all ports on the switch, but

Note: advanced features do not work.

Exception: only supported on 5420 Series, 5520 | The default varies depending on the platform:

Series, VSP 7400 Series, and XA1480. The de_fault for XA1400, VSP 7400 and 5420

Exception: only low level supported on 5420 Series is enabled with low level. o

Series. The default for 5520 Series is enabled with vim

Exception: only low level and vim level is
supported on 5520 Series.

level if Versatile Interface Module (VIM) is not
installed, else low level is enabled.

* The high level means that the switch reserves
the maximum bandwidth for the advanced
features.

* The low level means that the switch reserves
less bandwidth to support minimum
functionality for advanced features.

* The vim level means that the switch VIM ports
as loopback ports and the Universal Ethernet
ports for uplinks.

If you change this parameter, you must restart the
switch.

block-snmp Activates or disables Simple Network

Management Protocol management. The default
value is false (disabled), which permits SNMP
access.
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Variable

Value

debug-config [console]

[file]

Enables you to debug the configuration file during
loading configuration at system boot up. The
default is disabled. You do not have to restart the
switch after you enable debug-config, unless you
want to immediately debug the configuration.
After you enable debug-config and save the
configuration, the debug output either displays on
the console or logs to an output file the next time
the switch reboots.

The options are:

+ debug-config [console]—Displays the line-by-
line configuration file processing and result of
the execution on the console while the device
loads the configuration file.

+ debug-config [file]— Logs the line-by-line
configuration file processing and result of the
execution to the debug file while the device
loads the configuration file. The system logs
the debug config output to /intflash/
debugconfig_primary.txt for the primary
configuration file. The system logs the debug
config output to /intflash/
debugconfig_backup.txt for the backup
configuration, if the backup configuration file
loads.

debugmode

Enables a TRACE on any port by prompting the
selection on the console during boot up. This
allows the user start trace for debugging earlier
on specified port. Works on console connection
only. The default is disabled.

Important:

Do not change this parameter unless directed by
technical support.

dvr-leaf-mode

Enables an SPB node to be configured as a DvR
Leaf.

A node that has this flag set cannot be configured
as a DvR Controller.

The boot flag is disabled by default.
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Variable

Value

enhancedsecure-mode {jitc | non-
jitc}

Enables enhanced secure mode in either the Joint
Interoperability Test Command (JITC) or non-JITC
sub-modes.

Note:

As a best practice, enable the enhanced secure
mode in the non-JITC sub-mode, because the
JITC sub-mode is more restrictive and prevents
the use of some CLI commands that are
commonly used for troubleshooting.

When you enable enhanced secure mode in either
the JITC or non-JITC sub-modes, the switch
provides role-based access levels, stronger
password requirements, and stronger rules on
password length, password complexity, password
change intervals, password reuse, and password
maximum age use.

factorydefaults

Specifies whether the switch uses the factory
default settings at startup. The default value is
disabled. This flag is automatically reset to the
default setting after the CPU restarts. If you
change this parameter, you must restart the
switch.

Note:

The factorydefaults flag deletes the runtime,
primary and backup configuration files, local
password files, authentication keys, and
certificates. After a factory default, you must
change the password on first login.

flow—-control-mode

Note;
Exception: not supported on VSP 8600 Series.

Enables or disables flow control globally. When
disabled, the system does not generate nor
configure the transmission of flow control
messages. The system always honors received
flow control messages regardless of the flow
control mode status. You must enable this mode
before you configure an interface to send pause
frames.

The default is disabled.

Exception: only supported on VSP 8600 Series.

ftpd Activates or disables the FTP server on the switch.
The default value is disabled. To enable FTP,
ensure that the tftpd flag is disabled.

ha-cpu Activates or disables High Availability-CPU (HA-
CPU) mode. Switches with two CPUs use HA

Note: mode to recover quickly from a failure of one of

the CPUs.

If you enable or disable HA mode, the secondary
CPU resets automatically to load settings from the
saved configuration file.
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Variable Value

hsecure Activates or disables High Secure mode. The
hsecure command provides the following
password behavior:

* 10 character enforcement

* The password must contain a minimum of 2
uppercase characters, 2 lowercase characters,
2 numbers, and 2 special characters.

* Aging time
* Failed login attempt limitation

The default value is disabled. If you enable High
Secure mode, you must restart the switch to
enforce secure passwords. If you operate the
switch in High Secure mode, the switch prompts a
password change if you enter invalid-length

passwords.

ipvé-egress—-filter Enables IPv6 egress filters. The default is disabled.
If you change this parameter, you must restart the

Note: switch.

Exception: not supported on VSP 8600 Series and

XA1400 Series.

ipvé-mode Enables IPv6 mode on the switch.

Note:

Exception: not supported on VSP 4450 Series, VSP
8600 Series, and XA1400 Series.

linerate-directed-broadcast {true | |Enables or disables support for IP Directed
false} Broadcast in hardware without requiring CPU
intervention. Setting this boot flag will put port
Note: 1/46 into loopback mode, making it unusable for
Exception: only supported on VSP 4450 Series. external connections, so you need to move any

existing connections on this port first. After
setting this boot flag, save the configuration, and
then restart the switch.

The default value is disabled.

Important:

The software cannot be upgraded or downgraded
to a software release that does not contain this
directed broadcast hardware assist functionality
without first disabling this feature and saving the
configuration.
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Variable Value

logging Activates or disable system logging. The default
value is enabled. The system names log files
according to the following:

* The system displays the file names in 8.3
(log.xxxxxxxx.sss) format.

« The first 6 characters of the file name contain
the last three bytes of the chassis base MAC
address.

* The next two characters in the file name
specify the slot number of the CPU that
generated the logs.

» The last three characters in the file name are
the sequence number of the log file.

The system generates multiple sequence numbers
for the same chassis and same slot if the system
reaches the maximum log file size.

macsec Enables Media Access Control Security (MACsec)
globally.
Note:

Exception: only supported on 5420 Series.

nni-mstp Enables MSTP and VLAN configuration on NNI
ports. The default is disabled.

Note:

Exception: not supported on VSP 8600 Series and | Note:

XA1400 Series. Spanning Tree is disabled on all NNIs.
You cannot add an SPBM NNI port or MLT port to
any non SPBM B-VLAN. You cannot add
additional C-VLANSs to a brouter port.

reboot Activates or disables automatic reboot on a fatal
error. The default value is activated.
Important:
Do not change this parameter unless directed by
technical support.

rlogind Activates or disables the rlogin and rsh server. The
default value is disabled.

Note:

Exception: rlogin and rsh are only supported on

VSP 8600 Series.

savetostandby Activates or disables automatic save of the
configuration file to the standby CPU. The default

Note: value is enabled. If you operate a dual CPU

Exception: only supported on VSP 8600 Series. system, enable this flag for ease of operation.
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Variable Value

spanning-tree-mode <mstp|rstp> Specifies the Multiple Spanning Tree Protocol or
Rapid Spanning Tree Protocol mode. If you do not
specify a protocol, the switch uses the default
mode. The default mode is mstp. If you change
the spanning tree mode, you must save the
current configuration and restart the switch.

spbm-config-mode Enables you to configure SPB and IS-IS, but you
cannot configure PIM and IGMP either globally or
on an interface.

Use the no operator so that you can configure
PIM and IGMP.

The boot flag is enabled by default. To set this flag
to the default value, use the default operator
with the command.

sshd Activates or disables the SSHv2 server service.
The default value is disabled.

syslog-rfch424-format Controls the format of the syslog output and
logging. By default, the switch uses the RFC5424
format. If the RFC based format is disabled, the
older format is used.

telnetd Activates or disables the Telnet server service. The
default is disabled.
tftpd Activates or disables Trivial File Transfer Protocol

server service. The default value is disabled.

trace-logging Activates or disables the creation of trace logs.
The default value is disabled.

Important:

Do not change this parameter unless directed by
technical support.

urpf-mode Enables Unicast Reverse Path Forwarding (uURPF)
globally. You must enable uRPF globally before

Note: you configure it on a port or VLAN. The default is

Exception: not supported on VSP 8600 Series and | disabled.

XA1400 Series.
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Variable

Value

verify-config

Activates syntax checking of the configuration file.
The default is enabled.

*  Primary config behavior: When the
verifyconfig flag is enabled, the primary config
file is pre-checked for syntax errors. If the
system finds an error, the primary config file is
not loaded, instead the system loads the
backup config file.

If the verify-config flag is disabled, the system
does not pre-check syntax errors. When the
verify-config flag is disabled, the system
ignores any lines with errors during loading of
the primary config file. If the primary config file
is not present or cannot be found, the system
tries to load the backup file.

« Backup config behavior: If the system loads
the backup config file, the system does not
check the backup file for syntax errors. It does
not matter if the verify-config flag is disabled
or enabled. With the backup config file, the
system ignores any lines with errors during the
loading of the backup config file.

If no backup config file exists, the system
defaults to factory defaults.

As a best practice, disable the verify-config flag.

vrf-scaling

Increases the maximum number of VRFs and
Layer 3 VSNs that the switch supports. This flag is
disabled by default.

Important:

If you enable both this flag and the spbmconfig-
mode flag, the switch reduces the number of
configurable VLANSs. For more information about
maximum scaling numbers, see /'SP 8600
Release Notes.

vxlan-gw-full-interworking-mode

Note:

Exception: only supported on VSP 7200 Series,
VSP 7400 Series, VSP 8200 Series, and VSP 8400
Series.

Enables VXLAN Gateway in Full Interworking
Mode, which supports SPB, SMLT, and vIST.

By default, the Base Interworking Mode is enabled
and Full Interworking Mode is disabled. You
change modes by enabling this boot configuration
flag.

The no operator is the default Base Interworking
Mode. In this mode, VXLAN Gateway supports
Layer 2 gateway communication between VXLAN
and traditional VLAN environments.

For more information about feature support, see
VOSS Feature Support Matrix.
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Using Telnet to Log on to the Device Basic Administration

Using Telnet to Log on to the Device
About This Task

Use Telnet to log on to the device and remotely manage the switch.

Procedure

1. From a PC or terminal, start a Telnet session:
telnet <ipv4 or ipvé address>
2. Enter the logon and password when prompted.

Example

C:\Users\jsmith>telnet 192.0.2.40
Connecting to 192.0.2.40.....
Login:rwa

Password:rwa

Enable the Web Management Interface
About This Task

uid Note

E DEMO FEATURE - Read Only User for EDM is a demonstration feature on some products.
Demonstration features are provided for testing purposes. Demonstration features are for lab
use only and are not for use in a production environment. For more information, see VOSS
Feature Support Matrix.

Enable the web management interface to provide management access to the switch using a web
browser.

HTTP and HTTPS, and FTP support both IPv4 and IPv6 addresses, with no difference in functionality or
configuration.

» Important
If you want to allow HTTP access to the device, then you must disable the web server secure-
only option. If you want to allow HTTPS access to the device, the web server secure-only
option is enabled by default. The TFTP server supports both IPv4 and IPv6 TFTP clients.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Enable the web server:
web-server enable

3. To enable the secure-only option (for HTTPS access), enter:
web-server secure-only

4. (Optional) To disable the secure-only option (for HTTP access), enter:

no web-server secure-only
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5. Configure the username and the access password:

web-server password rwa WORD<I-20>

' Important
The default passwords and community strings are documented and well known. Change
the default passwords and community strings immediately after you first log on.

Enter and confirm your password.
7. Enable read-only user:

web-server read-only-user enable
8. Save the configuration:

save config
9. Display the web server status:

show web-server

Example

Enable the secure-only web-server.

Switch:1>enable
Switch:1l#configure terminal
Switch:1 (config) #web-server enable

Switch:1 (config) #web-server secure-only

Switch:1 (config) #web-server read-only-user enable
Switch:1 (config) #web-server password rwa smith2
Enter the New password : ****xxx*xx*
Re-enter the New password :
Password changed.

Switch:1 (config) #web-server password ro jones6
Enter the New password : ****xxxxx*

Re-enter the New password :

* ok ok kK Kk kK

* ok kK Kk kKK

Password changed.

Switch:1 (config) #show web-server
Web Server Info

Status : off
Secure-only enabled
TLS-minimum-version : tlsvl2

RO Username Status disabled
RO Username user

RO Password BRI LI LI LTI
RWA Username admin
RWA Password HE R
Def-display-rows : 30
Inactivity timeout : 900 sec
Html help tftp source-dir

HttpPort : 80
HttpsPort : 443
NumHits : 0
NumAccessChecks 0
NumAccessBlocks 0
NumRxErrors 0
NumTxErrors 0
NumSetRequest 0
Minimum password length 8

Last Host Access Blocked 0.0.0.0
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In use certificate : Self signed

Certificate Truspoint CA Name :
Certificate with Subject Name :

823

Ciphers-Tls : TLS ECDHE RSA WITH AES 256 GCM SHA384

TLS ECDHE RSA WITH AES 128 GCM SHA256

TLS ECDHE RSA WITH AES 256 CBC_ SHA384

TLS ECDHE RSA WITH AES 128 CBC SHA256

TLS DHE RSA WITH AES 256 CBC SHA256

TLS DHE RSA WITH AES 256 CBC SHA

TLS DHE RSA WITH AES 128 CBC SHA256

TLS DHE RSA WITH AES 128 CBC SHA

TLS RSA WITH AES 256 CBC_SHA256

TLS RSA WITH AES 256 CBC SHA

TLS RSA WITH AES 128 CBC_ SHA256

TLS RSA WITH AES 128 CBC SHA

Variable Definitions

Use the data in the following table to use the web-server command.

Variable

Value

def-display-rows <10-100>

Configures the number of rows each page
displays, between 10 and 100.

enable

Enables the web interface. To disable the web
server, use the no form of this command:
no web-server [enable]

help-tftp <WORD/0-256>

Configures the TFTP or FTP directory for Help
files, in one of the following formats: a.b.c.d:/|
peer:;/ [<dir>]. The path can use 0-256 characters.
The following example paths illustrate the correct

format:
« 192.0.2.1;/help
« 192021/

http-port <80-49151>

Configures the web server HTTP port. The default
port is 80.

https-port <443-49151>

Configure the web server HTTPS port. The default
port is 443,

inactivity-timeout<30-65535>

Configures the web-server session inactivity
timeout. The default is 900 seconds (15 minutes).

password {ro | rwa} WORD<1I-20>

Configures the logon and password for the web
interface.

password min-passwd-len<l-32>

Configures the minimum password length. By
default, the minimum password length is 8
characters.

read-only-user

Enables read-only user for the web server.

Note:

read-only-user enable is available for
demonstration purposes on some products. For
more information, see VOSS Feature Support
Matrix.
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Variable Value

secure-only Enables secure-only access for the web server.

tls-min-ver<tlsvlO|tlsvil|tlsviz2> Configures the minimum version of the TLS
protocol supported by the web-server. You can
select among the following:

« tlsv10 - Configures the version to TLS 1.0.

Note:

tIsv10 is not supported in enhanced secure
mode.

+ tlsv1l - Configures the version to TLS 1.1.
+ tlsv12 - Configures the version to TLS 1.2

The default is tlsv12.

Enable the Web Server RO User
About This Task

poc Note

E DEMO FEATURE - Read Only User for EDM is a demonstration feature on some products.
Demonstration features are provided for testing purposes. Demonstration features are for lab
use only and are not for use in a production environment. For more information, see VOSS
Feature Support Matrix.

Perform this procedure to enable the web server RO user, which is disabled by default after a software
upgrade.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Enable the read-only user:
web-server read-only-user enable

Example

Switch:1>enable
Switch:1l#configure terminal

Enable the default ro username:

Switchl: (config) #web-server read-only-user enable

Display the output of the show web-server command with the ro username enabled:

Switch:1 (config) #show web-server
Web Server Info :

Status : on
Secure-only : enabled
TLS-minimum-version : tlsvl2
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RO Username Status
RO Username

RO Password

RWA Username

RWA Password
Def-display-rows
Inactivity timeout

Html help tftp source-dir :

HttpPort

HttpsPort

NumHits

NumAccessChecks
NumAccessBlocks
NumRxErrors

NumTxErrors
NumSetRequest

Minimum password length
Last Host Access Blocked
In use certificate

Setting the TLS Protocol Version

: enabled

jones6
Kk KKKk KKK

smith2

* Kk Kk kK k kK
30

900 sec

80

443

87

4

0

73

0

0

8
0.0.0.0
Self signed

The switch by default supports version TLS 1.2 and above. You can explicitly configure TLS 1.0 and TLS

1.1 version support using CLI.

pat Note
E In enhanced secure mode, TLS 1.0 is available on 5520 Series and 5420 Series only.

About This Task

Disable the web server before changing the TLS version. By disabling the web server, other existing
users with a connection to the web server are not affected from changing to a different version after

you run the tls-min-ver command.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Disable the web server:
no web-server enable

3. Set the TLS protocol version:

web-server tls-min-ver [tlsv10 | tlsvll

4. Enable the web server:
web-server enable
5. Verify the protocol version:

show web-server

Example

Switch> enable
Switch# configure terminal

Switch (config)# web-server tls-min-ver tlsvl2

| tlsvl12]
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Verify the protocol version.

Switch:1 (config) #show web-server
Web Server Info

Status

Secure-only
TLS-minimum-version
RO Username Status
RO Username

RO Password

RWA Username

RWA Password
Def-display-rows
Inactivity timeout
Html help tftp source-dir
HttpPort

HttpsPort

NumHits
NumAccessChecks
NumAccessBlocks
NumRxErrors

NumTxErrors
NumSetRequest

Minimum password length
Last Host Access Blocked
In use certificate

Certificate Truspoint CA Name

off
enabled
tlsvl2
disabled
user

KkkKkKkKk kKK

admin

* ok Kk k ok k kK
30

900 sec

80
443
0

o O O

o O

8
0.0.0.0
Self signed

Certificate with Subject Name : 823

Ciphers-Tls

TLS DHE RSA WITH AES 256 CBC SHA
TLS DHE RSA WITH AES 128 CBC SHA
TLS RSA WITH AES 256 CBC_SHA

TLS RSA WITH AES 128 CBC_ SHA

Variable Definitions

TLS ECDHE RSA WITH AES 256 GCM SHA384
TLS ECDHE RSA WITH AES 128 GCM SHA256
TLS_ECDHE RSA WITH AES 256 CBC_ SHA384
TLS ECDHE RSA WITH AES 128 CBC_SHA256
TLS DHE RSA WITH AES 256 CBC SHA256

TLS DHE RSA WITH AES 128 CBC SHA256

TLS RSA WITH AES 256 CBC_ SHA256

TLS RSA WITH AES 128 CBC SHA256

Use the data in the following table to use the web-server command.

Variable

Value

def-display-rows <10-100>

Configures the number of rows each page
displays, between 10 and 100.

enable

Enables the web interface. To disable the web
server, use the no form of this command:
no web-server [enable]
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Variable

Value

help-tftp <WORD/0-256>

Configures the TFTP or FTP directory for Help
files, in one of the following formats: a.b.c.d:/|
peer:;/ [<dir>]. The path can use 0-256 characters.
The following example paths illustrate the correct
format:

+ 192.0.2.1:/help

« 192021/

http-port <80-49151>

Configures the web server HTTP port. The default
port is 80.

https-port <443-49151>

Configure the web server HTTPS port. The default
port is 443,

inactivity-timeout<30-65535>

Configures the web-server session inactivity
timeout. The default is 900 seconds (15 minutes).

password {ro | rwa} WORD<1I-20>

Configures the logon and password for the web
interface.

password min-passwd-len<l-32>

Configures the minimum password length. By
default, the minimum password length is 8
characters.

read-only-user

Enables read-only user for the web server.

Note:

read-only-user enable is available for
demonstration purposes on some products. For
more information, see VOSS Feature Support
Matrix.

secure-only

Enables secure-only access for the web server.

tls—-min-ver<tlsvl1O0|tlsvil|tlsvlZ2>

Configures the minimum version of the TLS
protocol supported by the web-server. You can
select among the following:

« tlsv10 - Configures the version to TLS 1.0.

Note:

tIsv10 is not supported in enhanced secure
mode.

+ tlsv1l - Configures the version to TLS 1.1.
« tlsv12 - Configures the version to TLS 1.2

The default is tlsv12.

Access the Switch Through the Web Interface

Before You Begin

You must enable the web server using CLI.
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About This Task

Monitor the switch through a web browser from anywhere on the network. The web interface uses a 15-
minute timeout period. If no activity occurs for 15 minutes, the system logs off the switch web interface,
and you must re-enter the password information.

Hypertext Transfer Protocol (HTTP) and Hypertext Transfer Protocol Secure (HTTPS) support both IPv4
and IPv6 addresses, with no difference in functionality or configuration.

i Note

E By default the web server is configured with the secure-only option, which requires you to use
HTTPS to access EDM. To access EDM using HTTP, you must disable the secure-only option.
For more information about configuring the secure-only option, see Enable the Web
Management Interface on page 184.

Procedure

1. Start your web browser.

2. Type the switch IP address as the URL in the web address field.

3. In the User Name box, type admin and in the Password box, type password.
4. Select Login.

Configuring the minimum version of the TLS protocol

Use the following procedure to configure the minimum version of the TLS protocol.

Earlier releases used a self-signed certificate generated using the OpenSSL API, and this self-signed
certificate was installed in /inflash/ . ssh. The self-signed certificate is now generated with the
Mocana API.

Disable the web server before changing the TLS version. By disabling the web server, other existing
users with a connection to the web server are not affected by changing to a different version.

The switch by default supports version TLS 1.2 and above. You can explicitly configure TLS 1.0 and TLS
1.1 version support.

Procedure

1. In the navigation tree, open the following folders: Configuration > Security > Control Path.
2. Select General and then select Web tab.

3. In the TIsMinimumVersion field, select the TLS version you want to configure as the minimum on the
system.
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Web Field Descriptions

Use the data in the following table to use the Web tab.

Name Description

WebRWAUserName Specifies the RWA username from 1-20
characters. The default is admin.

WebRWAUserPassword Specifies the password from 1-32 characters. The
default is 12345678.

WebROEnable Enables the web server read-only (RO) user, which
is disabled by default after a software upgrade.

Note:

Exception: not supported on VSP 8600 Series.

WebEncryptionType

Specifies the ciphers for preset version of TLS for
the web server.

WebCertSubjectName

Specifies the digital certificate subject Name used
as identity certificate in the web server.

WebCertCAName

Specifies the digital certificate CA trustpoint name
used for the certificate in the web server.

WebROUserName

Specifies the RO username from 1-20 characters.
The default is user.

Note:

Product Notice: For VSP 8600 Series the web
server RO username must be enabled in CLI.

WebROUserPassword

Specifies the password from 1-32 characters. The
default is password.

MinimumPasswordLength

Configures the minimum password length. By
default, the minimum password length is 8
characters.

HttpPort Specifies the HTTP port for web access. The
default value is 80.

HttpsPort Specifies the HTTPS port for web access. The
default value is 443.

SecureOnly Controls whether the secure-only option is

enabled. The default is enabled.

InactivityTimeout

Specifies the idle time (in seconds) to wait before
the EDM login session expires. The default value is
900 seconds (15 minutes).

TIsMinimumVersion

Configures the minimum version of the TLS
protocol supported by the web-server. You can
select from the following options:

+ tlsv10 - Configures the version to TLS 1.0.
+ tlsv1l - Configures the version to TLS 1.1.
+ tlsvl12 - Configures the version to TLS 1.2

The default is tlsv12.
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Name Description

InUseCertType Shows if the certificate is self-signed or user-
installed.

Note:

Exception: not supported on VSP 8600 Series.

Note:

Product Notice: For VSP 8600 Series use the
show web-server command in CLI to view this
information.

HelpTftp/Ftp_SourceDir

Configures the TFETP or FTP directory for Help
files, in one of the following formats: a.b.c.d:/|
peer:/ [<dir>]. The path can use 0-256 characters.
The following example paths illustrate the correct
format:

« 192.0.2.1:/Help

+ 192.0.2.1/

DefaultDisplayRows Configures the web server display row width
between 10-100. The default is 30.

LastChange Shows the last web-browser initiated
configuration change.

NumHits Shows the number of hits to the web server.

NumAccessChecks Shows the number of access checks performed by

the web server.

NumAccessBlocks

Shows the number of access attempts blocked by
the web server.

LastHostAccessBlockedAddressType

Shows the address type, either IPv4 or IPv6, of the
last host access blocked by the web server.

LastHostAccessBlockedAddress

Shows the IP address of the last host access
blocked by the web server.

NumRxErrors Shows the number of receive errors the web
server encounters.

NumTxErrors Shows the number of transmit errors the web
server encounters.

NumSetRequest Shows the number of set-requests sent to the web

server.

Saving the configuration

Save the configuration to a file to retain the configuration settings.
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About This Task

File Transfer Protocol (FTP) and Trivial File Transfer Protocol (TFTP) support both IPv4 and IPv6
addresses, with no difference in functionality or configuration.

uid Note
E If you use File Transfer Protocol (FTP) or Trivial File Transfer Protocol (TFTP), ensure that you
enable the FTP or TFTP server.

Procedure

1. Enter Privileged EXEC mode:
enable
2. Save the running configuration:
save config [backup WORD<1-99>] [file WORD<1-99>] [verbose]

Example
Switch:1>enable
Save the file to the default location:

Switch:1# save config

Variable Definitions

Use the data in the following table to use the save config command.

Variable Value

backup WORD<1-99> Saves the specified file name and identifies the file
as a backup file.
WORD

uses one of the following formats:
+ a.b.cd<file>
» /intflash/<file>

The file name, including the directory structure,
can include up to 99 characters.

file WORD<1-99> Specifies the file name in one of the following
formats:

* ab.cd<file>
» /intflash/<file>

The file name, including the directory structure,
can include up to 99 characters.

verbose Saves the default and current configuration. If you
omit this parameter, the command saves only
parameters you change.
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Backing up configuration files

Before and after you upgrade your switch software, make copies of the configuration files. If an error
occurs, use backup configuration files to return the switch to a previous state.

Before You Begin

* |f you use File Transfer Protocol (FTP) or Trivial File Transfer Protocol (TFTP), ensure that you enable
the FTP or TFTP server. File Transfer Protocol (FTP) and Trivial File Transfer Protocol (TFTP) support
both IPv4 and IPv6 addresses, with no difference in functionality or configuration.

About This Task
Keep several copies of backup files.

Procedure

1. Enter Privileged EXEC mode:
enable
2. Determine the configuration file names:
show boot config choice
3. Save the configuration files. Assuming the files use the default file names, enter:
save config
4. Copy the files to a safe place:
copy /intflash/config.cfg /intflash/config backup.cfg

copy /intflash/config.cfg a.b.c.d:/dir/config backup.cfg
Example

Determine the configuration file names, save the configuration files, and copy the files to a safe place.

Switch:1>enable

Switch:1l#show boot config choice

choice primary config-file "/intflash/config.cfg”

choice primary backup-config-file "/intflash/config.cfg"

Switch:1l#save config

Switch:1l#copy /intflash/config.cfg 00:11:£9:5b:10:42/dir/config backup.cfg
Do you want to continue? (y/n)

Yy

Resetting the platform
About This Task

Reset the platform to reload system parameters from the most recently saved configuration file.

Procedure

1. Enter Privileged EXEC mode:
enable

2. Reset the switch:
reset [-vy]
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Example

Reset the switch:

Switch:1>enable
Switch:1l#reset
Are you sure you want to reset the switch? (y/n)

y

Variable Definitions

Use the data in the following table to use the reset command.

Variable Value

-y Suppresses the confirmation message before the
switch resets. If you omit this parameter, you must
confirm the action before the system resets.

Remove a Software Build

Use the following procedure to remove a software build for the switch.

i Note

E You can store up to 6 software releases on most switches. When the limit is reached, you are
prompted to remove one release before you can proceed with adding and activating a new
software release.

You can store a maximum of 2 software releases on the 5420 Series. When the limit is
reached, the software displays a confirmation to overwrite the non-primary release before
you can install a new software release.

For more information, see Upgrade the Software on page 297.

Procedure

1. Enter Privileged EXEC mode:

enable
2. Remove the software build:

software remove WORD<I-99>
Example

Remove the software build:

Switch:1>enable
Switch:l#software remove w.x.y.z

Verification
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Verify Boot Configuration Flags

Verify the boot configuration flags to verify boot configuration settings. Boot configuration settings
only take effect after you reset the system. Verification of these parameters is essential to minimize
system downtime and the resets to change them.

Procedure

1. Enter Privileged EXEC mode:
enable

2. Verify the flags:
show boot config flags

Example

% Note
Flag support can vary across hardware models.

Switch:1l#show boot config flags
flags advanced-feature-bandwidth-reservation low
flags block-snmp false

flags debug-config false

flags debugmode false

flags dvr-leaf-mode false

flags enhancedsecure-mode false
flags factorydefaults false
flags flow-control-mode true
flags ftpd true

flags ha-cpu true

flags hsecure false

flags ipvé-egress-filter true
flags ipvé-mode false

flags linerate-directed-broadcast false
flags logging true

flags macsec false

flags nni-mstp false

flags reboot true

flags rlogind false

flags savetostandby true

flags spanning-tree-mode mstp
flags spbm-config-mode true
flags sshd true

flags syslog-rfc5424-format true
flags telnetd true

flags tftpd true

flags trace-logging false

flags urpf-mode true

flags verify-config true

flags vrf-scaling true

flags vxlan-gw-full-interworking-mode false

Verify the Software Release
About This Task

Use CLI to verify your installed software. It is important to verify your software version before you place
a device into a production environment.
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Procedure

1. Enter Privileged EXEC mode:

enable
2. Verify the software release:
show software detail

Example

The following is an example of the output of the show software detail command.

Switch:1l#show software detail

software releases in /intflash/release/

VSPSwitch.X.X.X.X GA

MP
UBOOT int009
KERNEL 2.6.32_int29
ROOTFS 2.6.32_int29
APPF'S VSPSwitch.X.X.X.X GA

AVAILABLE ENCRYPTION MODULES
No Modules Added

VSPSwitch.X.X.X.X GA (Backup Release)

MP
UBOOT int009
KERNEL 2.6.32_int29
ROOTFS 2.6.32_int29
APPF'S VSPSwitch.X.X.X.X GA

AVAILABLE ENCRYPTION MODULES
No Modules Added

VSPSwitch.X.X.X.X GA (Primary Release)

MP
UBOOT int009
KERNEL 2.6.32_int29
ROOTFS 2.6.32_int29
APPF'S VSPSwitch.X.X.X.X GA

AVAILABLE ENCRYPTION MODULES
No Modules Added

Auto Commit : enabled
Commit Timeout : 10 minutes

Verifying the software version on the slots

% Note
This procedure only applies to VSP 8600 Series.

About This Task

Use CLI to verify the software version running on each slot.
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Procedure

1. Enter Privileged EXEC mode:

enable
2. Verify the software version running on each slot:

show software slot
Example

The following is an example of the output of the show software slot command.

Switch:1l#show software slot

Software running on chassis

Slot Release

1 V0Ss8600.voss_4.5.0.0int011
2 V0ss8600.voss_4.5.0.0int011
4 V0SS8600.voss 4.5.0.0int011
SF 1 V0Ss8600.voss _4.5.0.0int011
SF 2 V0ss8600.voss_4.5.0.0int011

Display local alarms

View local alarms to monitor alarm conditions.

Local alarms are raised and cleared by applications running on the switch. Local alarms are an
automatic mechanism run by the system that do not require any additional user configuration. The
raising and clearing of local alarms also creates a log entry for each event. Check alarms occasionally to
ensure no alarms require additional operator attention.

For more information, see Alarm Database on page 3563.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. Display local alarms:

show alarm database

Example

Display local alarms:

poc Note
E The switches that support SF cards display warning messages when SFls are down.

Switch:l#show alarm database

ALARM EVENT ALARM ALARM CREATION UPDATED CLEARED
SLOT D CODE TYPE STATUS SEVERITY FREQ TIME TIME TIME REASON
CP1 00300001.238 0x0000c5e7 DYNAMIC SET INFO 1 [11/17/15 06:42:55.928] [11/17/15 06:42:55.928] [--/--/-- --:--:--.---] Link
Down (1/47)
CP1 00300001.239 0x0000c5e7 DYNAMIC SET INFO 1 [11/17/15 06:42:55.946] [11/17/15 06:42:55.946] [==f==f== ==g==g==;===] lLdulk
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Down (1/48)

CP1 00300001.241
Down (1/50)

CP1 00400005
Cold-Start Trap

0x0000c5e7 DYNAMIC SET INFO

0x000045e5 DYNAMIC SET INFO

Display log files

[11/17/15 06:42:55.971]

[11/17/15 06:43:41.929]

Use this procedure to display log files.

Procedure

1. To enter User EXEC mode, log on to the switch.

2. Display log files:
show logging file

Example

Display log files:

Switch:1>show logging file

CP1 [02/05/15 12:35:28.690:UTC]
cle: Start

CP1 [02/05/15 12:35:29.906:UTC]
s sockserv started, pid:4950

CP1 [02/05/15 12:35:29.907:UTC]
s oom95 started, pid:4951

CP1 [02/05/15 12:35:29.907:UTC]

0x00270428

0x0027042b

0x0027042b

0x0027042b

s oom90 started, 4952
CpP1l [02/05/15 12:35
s imgsync.x started,
CP1
ch set.
Cp1
s logServer started,
CpP1l
s trcServer started,
CP1
s oobServer started,
Cp1

CpP1l
s rssServer started,
CP1
s dbgServer started,
Cp1

pid:
:29.908:UTC]

[02/05/15 12:35:
[02/05/15 12:35:
[02/05/15 12:35:
[02/05/15 12:35:
[02/05/15 12:35:
s cbcp-main.x started
[02/05/15 12:35:

[02/05/15 12:35:

[02/05/15 12:35:

pid:4953
30.346:UTC]

30.909:UTC]
pid:4996
30.910:UTC]
pid:4997
30.910:UTC]
pid:4998
30.911:UTC]
, pid:4999
30.912:UTC]
pid:5000
30.912:UTC]
pid:5001
30.913:UTC]

0x0027042b

0x0026452f

0x0027042b

0x0027042b

0x0027042b

0x0027042b

0x0027042b

0x0027042b

0x0027042b

s dbgShell started, pid:5002

CP1 [02/05/15 12:35:30.914:UTC]
s coreManager.x started, pid:5003
CP1 [02/05/15 12:35:30.914:UTC]

0x0027042b

0x0027042b

s ssio started, pid:5004

CP1
s hckServer started,
CP1

Cp1

[02/05/15 12:35:

[02/05/15 12:35:
s remCmdAgent.x started, pid:5006
[02/05/15 12:35:

30.915:UTC]
pid:5005
30.916:UTC]

32.910:UTC]

0x0027042b

0x0027042b

0x000006¢cc

t: FIPS Power Up Self Test SUCCESSFUL - 0O

CP1

[02/05/15 12:35:

32.911:UTC]

0x000006c2

t: Security Stack Init SUCCESSFUL - 0O

Cp1

[02/05/15 12:35:

32.911:UTC]

t: IPSEC Init SUCCESSFUL

Cp1

[02/05/15 12:35:

32.911:UTC]

0x000006c3

0x000006bf

t: Security Stack Log init SUCCESSFUL - 0

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

00000000

[11/17/15 06:42:55.971]

[11/17/15 06:43:41.929]

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

GlobalRouter

[==/==/m= —=i=mi=m ==

[

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

SW

Link

Sending

INFO

INFO

INFO

INFO

Lifecy

Proces

Proces

Proces

INFO

INFO

INFO

INFO

INFO

INFO

INFO

INFO

INFO

Proces

No pat

Proces

Proces

Proces

Proces

Proces

Proces

Proces

INFO

INFO

Proces

Proces

INFO

INFO

INFO

INFO

INFO

INFO

Proces

Proces

rcStar

rcStar

rcStar

rcStar

200 VOSS User Guide for version 8.1



Basic Administration Basic Administration Procedures using CLI

CP1 [02/05/15 12:35:34.330:UTC] 0x000005c0 00000000 GlobalRouter SW INFO Licens
eload = ZERO, loading premier license for developer debugging

I01 [02/05/15 12:35:35.177:UTC] 0x0011054a 00000000 GlobalRouter COP-SW INFO De
tected Master CP in slot 1

--More-- (g = quit)

Basic Administration Procedures using CLI

The following section describes common procedures that you use while you configure and monitor the
switch operations using the Command Line Interface (CLI).

uid Note

E Unless otherwise stated, to perform the procedures in this section, you must log on to the
Privileged EXEC mode in the CLI. For more information about how to use CLI, see CLI
Procedures on page 262.

Restarting the platform

Before You Begin

pac Note

E The command mode is key for this command. If you are logged on to a different command
mode, such as Global Configuration mode, rather than Privileged EXEC mode, the system
displays different options for this command.

About This Task

Restart the switch to implement configuration changes or recover from a system failure. When you
restart the system, you can specify the boot config file name. If you do not specify a boot source and
file, the boot command uses the configuration files on the primary boot device defined by the boot
config choice command.

After the switch restarts normally, it sends a cold trap within 45 seconds after the restart.

Procedure

1. Enter Privileged EXEC mode:
enable
2. Restart the switch:
boot [config WORD<I-99>] [-Vy]

' Important
If you enter the boot command with no arguments, you cause the switch to start using
the current boot choices defined by the boot config choice command.

If you enter a boot command and the configuration file name without the directory, the
device uses the configuration file from /intflash/.
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Example

Switch:1>enable

Restart the switch:

Switch:1# boot config /intflash/config.cfg
Switch:1# Do you want to continue? (y/n)
Switch:1# Do you want to continue? (y/n)y

Variable Definitions

The following table defines parameters for the boot command.

Variable Value

config WORD<1-99> Specifies the software configuration device and
file name in one of the following formats:

« /intflash/ <file>

The file name, including the directory structure,
can include up to 99 characters.

% Suppresses the confirmation message before the
switch restarts. If you omit this parameter, you
must confirm the action before the system
restarts.

Resetting the platform
About This Task

Reset the platform to reload system parameters from the most recently saved configuration file.

Procedure

1. Enter Privileged EXEC mode:
enable

2. Reset the switch:
reset [-y]

Example
Switch:1>enable
Reset the switch:
Switch:1# reset

Are you sure you want to reset the switch? (y/n)y
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Variable Definitions

The following table defines parameters for the reset command.

Variable Value

-y Suppresses the confirmation message before the
switch resets. If you omit this parameter, you must
confirm the action before the system resets.

Shutting Down the System
Use the following procedure to shut down the system.
Caution

Before you unplug the AC power cord, always perform the following shutdown procedure.
This procedure:

* Flushes any pending data to ensure data integrity.

* Ensures the completion of recent configuration save actions, thus preventing the system
from inadvertently booting up with incorrect configuration.

Procedure

1. Enter Privileged EXEC mode:

enable

2. Shut down the system:
sys shutdown

3. Before you unplug the power cord, wait until you see the following message:
System Halted, OK to turn off power

Example

Shut down a running system.

Switch:1l#sys shutdown

Are you sure you want shutdown the system? Y/N (y/n) 2 y

CP1 [05/08/14 15:47:50.164] 0x00010813 00000000 GlobalRouter HW INFO System shutdown
initiated from CLI

CP1 [05/08/14 15:47:52.000] LifeCycle: INFO: Stopping all processes

CP1 [05/08/14 15:47:53.000] LifeCycle: INFO: All processes have stopped

CP1 [05/08/14 15:47:53.000] LifeCycle: INFO: All applications shutdown, starting power
down sequence

INIT: Sending processes the TERM signal

Stopping OpenBSD Secure Shell server: sshdno /usr/sbin/sshd found; none killed
Stopping vsp...Error, do this: mount -t proc none /proc

done

sed: /proc/mounts: No such file or directory

sed: /proc/mounts: No such file or directory

sed: /proc/mounts: No such file or directory

Deconfiguring network interfaces... done.

Stopping syslogd/klogd: no syslogd found; none killed

Sending all processes the TERM signal...

Sending all processes the KILL signal...

/etc/rc0.d/S25save-rtc.sh: line 5: /etc/timestamp: Read-only file system
Unmounting remote filesystems...
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Stopping portmap daemon: portmap.

Deactivating swap...

Unmounting local filesystems...

[24481.722669] Power down.

[24481.751868] System Halted, OK to turn off power

Configure the Default Ping and Traceroute Context
About This Task

Ping commands and traceroute commands execute in Global Router (GRT) context by default. You can
configure ping commands and traceroute commands to execute in management (mgmt) context or in
Virtual Router Forwarding (vrf) context.

uid Note
E This procedure is not supported on VSP 8600 Series.

Procedure
1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the default ping command and traceroute command context:
sys default-ping-context {grt | mgmt | vrf}

Variable Definitions

The following table defines parameters for the sys default-ping-context command.

s Note
E The sys default-ping-context command is not supported on VSP 8600 Series.

Variable Value

art Specifies Global Routing Table (grt) context as the default context for ping
commands and traceroute commands. The default configuration is grt as the
default context.

magmt Specifies management (mgmt) context as the default context for ping
commands and traceroute commands. The default configuration is grt as the
default context.

vrf Specifies Virtual Router Forwarding (vrf) context as the default context for
ping commands and traceroute commands. The default configuration is grt
as the default context.

Calculate and Verify the MD5 Checksum for a File on the Switch

Perform this procedure to verify that the software files are downloaded properly to the switch. The MD5
checksum for each release is available on the Extreme Networks Support website.
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About This Task
Calculate and verify the MD5 checksum after you download software files.

Before You Begin

* Download the MD5 checksum to an intermediate workstation or server where you can open and
view the contents.

¢ Download the image file to the switch.

Procedure
1. To enter User EXEC mode, log on to the switch.
2. View the list of files:

ls *.tgz

OR

ls *.voss
3. Calculate the MD5 checksum for the file:
file-checksum md5 WORD<1-99>

4. Compare the number generated for the file on the switch with the number that displays in the MD5
checksum on the workstation or server. Ensure that the MD5 checksum of the software suite
matches the system output generated from calculating the MD5 checksum from the downloaded
file.

Example

View the contents of the MD5 checksum on the workstation or server:

3242309ad6660ef09belb945bel5676d VSP8200.4.0.0.0 edoc.tar
d000965876dee2387f1ca59¢cf081b9d6 VSP8200.4.0.0.0 mib.txt
897303242c30£d944d435a4517f1b3f5 VSP8200.4.0.0.0 mib.zip
2fbd5eablc450d1f5feae865b9%e02baf VSP8200.4.0.0.0 modules.tgz
a9d6d18a979b233076d2d3delel52fc5 VSP8200.4.0.0.0 OpenSource.zip
8ce39996a131de0b836db629b5362a8a VSP8200.4.0.0.0 oss-notice.html
80bfe69d89c831543623aaad861fl2aa VSP8200.4.0.0.0.tgz
a63al1d911450ef2£034d3d55e576ecal VSP8200.4.0.0.0.zip
62b457d69cedd44c21c395505dcf4a80 VSP8200v400 HELP_EDM gzip.zip

Calculate the MD5 checksum for the file on the switch:

Switch:1>1s *.tgz

-rw-r--r-- 1 0 0 44015148 Dec 8 08:18 VSP8200.4.0.0.0.tgz
-rw-r--r-- 1 0 0 44208471 Dec 8 08:19 VSP8200.4.0.1.0.tgz
Switch:1>file-checksum md5 VSP8200.4.0.0.0.tgz

MD5 (VSP8200.4.0.0.0.tgz) = 80bfe69d89c831543623aaad861lfl2aa

Variable Definitions

The following table defines parameters for the file-checksum md5 command:

Variable Value

WORD<1-99> Specifies the file name.
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Calculate and Verify the MD5 Checksum for a File on a Client Workstation
Perform this procedure on a Unix or Linux machine to verify that the software files downloaded
properly. The MD5 checksum for each release is available on the Extreme Networks Support website.
About This Task

Calculate and verify the MD5 checksum after you download software files.

Procedure

1. Calculate the MD5 checksum of the downloaded file:

$ /usr/bin/md5sum <downloaded software-filename>

Typically, downloaded software files are in the form of compressed Unix file archives (.tgz files)
or .voss files.

2. Verify the MD5 checksum of the software suite:
$ more <md5-checksum output file>

3. Compare the output that displays on the screen. Ensure that the MD5 checksum of the software
suite matches the system output generated from calculating the MD5 checksum from the
downloaded file.

Example

Calculate the MD5 checksum of the downloaded file:

$ /usr/bin/md5sum VSP4K.4.0.40.0.tgz
02c7ee0570a414becf8ebb928b398f51 VSP4K.4.0.40.0.tgz

View the MD5 checksum of the software suite:

$ more VSP4K.4.0.40.0.md5
285620fdclce5ccd8e5d3460790c9fel VSP4000v4.0.40.0.zip

a04e7c7cef660bb412598574516c548f VSP4000v4040_HELP_EDM gzip.zip
ac3d9cefl0ac2e334cf94799ff0bdd13b VSP4K.4.0.40.0 edoc.tar

29fa2aad4b985b39843d980bb9d242110 VSP4K.4.0.40.0_mib sup.txt
c5f84beaf2927d937fcbe9dd4d4c7795 VSP4K.4.0.40.0 mib.txt
ced460168411f21abf7ccd8722866574c VSP4K.4.0.40.0 mib.zip
led7d4cda8b6f0aaf2cc6d3588395e88 VSP4K.4.0.40.0 modules.tgz
1464£23c99298b80734f8e7fa32e65aa VSP4K.4.0.40.0 OpenSource.zip
945f84cb213£84a33920bf31c091c09f VSP4K.4.0.40.0 oss-notice.html
02c7ee0570a414becf8ebb928b398£51 VSP4K.4.0.40.0.tgz

Calculating the File Checksum
About This Task

Perform the following procedure to calculate or comapre the MD5 or SHAS512 digest for a specific file.

The £ile-checksum command calculates the MD5 or SHA512 digest for files on the internal flash and
either shows the output on screen or stores the output in a file that you specify. The £file-checksum
command compares the calculated MD5 or SHA512 digest with that in a checksum file on flash, and the
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compared output displays on the screen. By verifying the MD5 or SHA512 checksum, you can verify that
the file is transferred properly to the switch.

' Important

If the MD5 key file parameters change, you must remove the old file and create a new file.

* Use the £ile-checksum command with reserved files (for example, a password file)
only if you possess sufficient permissions to access these files.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. Calculate the file checksum:
file-checksum {md5 | shab512} WORD<1-99> [-a] [-c] [-f WORD<1-99>] [-r]

Example

Switch:1>file-checksum md5 password -a -f password.md5

Variable Definitions

The following table defines parameters for the £ile-checksum command.

Variable Value

md5 Calculates or compares the MD5 digest for a
specific file.

shabl12 Calculates or compares the SHAS512 digest for a
specific file.

-a Adds data to the output file instead of overwriting

it.
You cannot use the -a option with the —c option.

-c Compares the checksum of the specified file with
the MD5 checksum present in the checksum file
name. You can specify the checksum file name
using the —£ option. If the checksum filename is
not specified, the file /intflash/
checksum.md5 is used for comparison.

If the supplied checksum filename and the default
file are not available on flash, the system displays
the following error message on the switch:

Error: Checksum file <f1ilename> not present.
The -c option also

+ calculates the checksum of the specified files

« compares the checksum with all keys in the
checksum file, even if filenames do not match

« displays the output of comparison
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Variable Value

-f Stores the result of MD5 checksum to a file on
internal flash.
If the output file specified with the —£ option is
reserved filenames on the switch, the command
fails with the error message:

Error: Invalid operation.

If the output file specified with the —£ option is
files for which to compute MD5 checksum, the
command fails with the error message:
Switch:1# md5 *.cfg -f
config.cfg Error: Invalid
operation on file <filename>
If the checksum filename specified by the -f
option exists on the switch (and is not one of the
reserved filenames), the system displays the
following message on the switch:

File
exists. Do you wish to overwrite?
(y/n)

=7 Reverses the output. Use with the - £ option to

store the output to a file.
You cannot use the —r option with the —c option.

WORD<1-99> Specifies the file name.

Resetting system functions
About This Task

Reset system functions to reset all statistics counters on the console port. Depending on your hardware
platform, the console port displays as console or 10101.

Procedure

1. Enter Privileged EXEC mode:

enable
2. Reset system functions:

sys action reset {console]|counters}
Example
Switch:1>enable
Reset the statistics counters:
Switch:1# sys action reset counters

Are you sure you want to reset system counters (y/n)? y
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Variable Definitions

The following table defines parameters for the sys action command.

Variable Value

reset {console|counters} |Reinitializes the hardware universal asynchronous receiver
transmitter (UART) drivers. Use this command only if the console
connection does not respond. Resets all the statistics counters in
the switch to zero. Resets the console port.

Sourcing a Configuration

Source a configuration to merge a script file into the running configuration or verify the syntax of a
configuration file.

About This Task

The source clicommand is intended for use with a switch that is running with a factory default
configuration to quick load a pre-existing configuration from a file. If you source a configuration file to
merge that configuration into a running configuration, it can result in operational configuration loss if
the sourced configuration file contains any configuration that has dependencies on or conflicts with the
running configuration. Use the source command to merge smaller portions of a configuration into the
existing configuration.

Not all CLI commands are included in configuration files. Typical examples include, but are not limited to
some operational and security-related commands. Ensure that you understand what configuration
options are included or not included in a configuration file, when you use that file to build new
configurations.

The operational modes in the boot configuration file must be configured for some features (for
example, spbm-config-mode true/false). Before sourcing a configuration file, you need to
configure the boot config flag, save the configuration, and reboot the system. After the reboot,
you can source the configuration file without fail.

' Important

Do not source a verbose configuration (verbose.cfg) with the debug stop option. The
sourcing process cannot complete if you use these two options with a verbose configuration.

Procedure

1. Enter Privileged EXEC mode:
enable
2. Source a configuration:
source WORD<1-99> [debug] [stop] I[syntax]

Example
Switch:1>enable

Debug the script output:
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Switch:14# source testing.cfg debug

Variable Definitions

The following table defines parameters for the source command.

Variable Value

debug Debugs the script by outputting the configuration
commands to the screen.

stop Stops the sourcing of a configuration if an error
oCccurs.

syntax Checks the syntax of the configuration file. This

parameter does not load the configuration file;
only verifies the syntax.

If you use this parameter with the stop
parameter (source WORD<1-99> stop
syntax), the output displays on screen and
verification stops if it encounters an error.

If you use this parameter with the debug
parameter (source WORD<1-99> debug
syntax), the output does not stop if it
encounters an error; you must review the on-
screen output to verify if an error exists.

If you use this parameter by itself, it does not
output to the screen or stop on error; it shows an
error message, syntax errors in script,
to indicate if errors exist in the configuration file.

WORD<1-99> Specifies a filename and location in one of the
following format:

* ab.cd<file>
« /intflash/<file>

<file> is a string.

Using the USB Device

The following sections describe common procedures that you can use with the USB device.

Save a File to an External USB Device

Use the following procedure to save the configuration file or log file to an external USB device.

Caution
. Always use the usb-stop command to safely unplug the USB drive from the USB slot.
Procedure

1. Enter Privileged EXEC mode:
enable
2. Save the file to an external USB device:

a. To save the configuration file to an external USB device, enter:
save config file WORD<1-99>
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b. To save the log file to an external USB device, enter:
save log file WORD<1-99>

Example

Switch:1l#save config file /usb/test.cfg
CP-1: Save config to file /usb/test.cfg successful.
WARNING: Choice Primary Node Config file is "/intflash/soak.cfg".

Switch:1#
Switch:1l#save log file /usb/test.log
Save log to file /usb/test.log successful.

Save log to file /usb/test.log successful.
Switch:1#

Variable definitions

The following table defines parameters for the save command.

Variable Value
config file Specifies the software configuration device and configuration file name in one of
WORD<1-99> the following formats:

¢ ab.cd<file>
+ /intflash/<file>
+  Jusb/<file>

The file name, including the directory structure, can include up to 99 characters.

log file Specifies the software configuration device and log file name in one of the
WORD<1-99> following formats:

e ab.c.d<file>
« /intflash/<file>
»  Jusb/<file>

The file name, including the directory structure, can include up to 99 characters.

Back Up and Restore the Compact Flash to an External USB Device

Perform this procedure to back up and restore the contents of the internal compact flash to a USB flash
device without entering multiple eopy commands. This procedure is useful if you want to copy the
complete compact flash contents to another chassis.

Caution

. Always use the usb-stop command to safely unplug the USB drive from the USB slot.

Before You Begin

¢ ' Important

Disable logging using the command: no boot config logging.

* You must have a USB storage device ready to use that is at least 2 GB. The switch supports USB 1
and 2.
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About This Task

The system verifies that the USB flash device has enough available space to perform the backup
operation. If the USB flash device does not have enough available space, the system displays an error
message. The backup command uses the following filepath on the USB flash device: /usb/
intflash/intflashbackup yyyymmddhhmmss.tgz

The backup action can take up to 10 minutes.

Procedure

1. Enter Privileged EXEC mode:
enable

2. Backup the internal flash to USB:
backup intflash

3. Restore the data to the internal flash:

restore intflash
Example

Switch:l#backup intflash

Warning: Command will backup all data from /intflash to /usb/intflash.
It will take a few minutes and may cause high CPU utilization.

Are you sure you want to continue? (y/n) ? y

For file system /intflash:
7252475904 total bytes on the filesystem
990920704 used bytes on the filesystem
6261555200 free bytes on the filesystem

For file system /usb:
2021216256 total bytes on the filesystem
12038144 used bytes on the filesystem
2009178112 free bytes on the filesystem

cd /intflash ; /bin/tar -czvf /usb/intflash/intflashbackup 20140610074501.tgz *
; /bin/sync

Info: Backup /intflash to filename /usb/intflash/intflashbackup 20140610074501.tgz is
complete!

Do you want to stop the usb? (y/n) ? n

Copy Configuration and Log Files from a USB Device to Intflash

Copy configuration and log files from an external USB device to the internal Flash memory.

Procedure

1. Enter Privileged EXEC mode:
enable

2. Copy configuration or log files from the USB device to Intflash:
copy /usb/<srcfile> /intflash/<destfile>
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Example
Switch:1l#enable
Switch:1l#copy /usb/test.cfg /intflash/test.cfg

Variable Definitions

The following table defines parameters for the copy command.

Variable | Value

<destfile>| Specifies the name of the configuration or log file when copied to the internal Flash
memory. The destination file name must be lower case and have a file extension of .cfg
or .log. For example, test.cfg or test.log.

The file name, including the directory structure, can include up to 255 characters.

<srcfile> | Specifies the name of the configuration or log file on the USB device. For example, test.cfg
or test.log.
The file name, including the directory structure, can include up to 255 characters.

Display the Contents of a USB File

Use the following procedure to view content of a USB file.

Caution
. Always use the usb-stop command to safely unplug the USB drive from the USB slot.
Procedure

1. Enter Privileged EXEC mode:
enable

2. Display content of a USB file:
more WORD<1-99>

Example
Switch:1l#enable
Switch:1#more /usb/test.cfg

Variable definitions

The following table defines parameters for the more command.

Variable Value

WORD<1-99> | Specifies the file name in the following format:
« /usb/<file>

The file name, including the directory structure, can include up to 99 characters.

VOSS User Guide for version 81 213



Using the USB Device Basic Administration

Move a File to or from a USB Device

Use the following procedure to move a file from the internal Flash memory (Intflash) to an external USB
device, or from a USB device to Intflash.

Caution
. Always use the usb-stop command to safely unplug the USB drive from the USB slot.
Procedure

1. Enter Privileged EXEC mode:
enable
2. Move a file to a safe location:
a. To move a file from Intflash to a USB device:
mv /intflash/<srcfile> /usb/<destfile>
b. To move a file from a USB device to Intflash:

mv /usb/<srcfile> /intflash/<destfile>

Example

Switch:1l#enable
Switch:1#mv /intflash/test.cfg /usb/test.cfg

Switch:1l#enable
Switch:1#mv /usb/test.cfg /intflash/test.cfg

Variable Definitions

The following table defines parameters for the mv command.

Variable | Value

<destfile>| Specifies the name of the configuration or log file when moved to the USB device. The
destination file name must be lower case and have a file extension of .cfg or .log. For
example, test.cfg or test.log.

The file name, including the directory structure, can include up to 255 characters.

<srcfile> | Specifies the name of the configuration or log file on the internal flash memory. For
example, test.cfg or test.log.
The file name, including the directory structure, can include up to 255 characters.

Delete a file from a USB Device

Use the following procedure to delete a file from an external USB device.

Caution
. Always use the usb-stop command to safely unplug the USB drive from the USB slot.
Procedure

1. Enter Privileged EXEC mode:
enable

2. Delete a file from a USB device:
delete WORD<1-255>
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Example

Switch:1l#enable

Switch:1l#delete /usb/test.cfg
Are you sure (y/n) ? y

Variable Definitions

The following table defines parameters for the delete command.

Variable Value

WORD<1-255> Specifies the file name in the following format:
« /usb/<file>

Back Up Configuration Files to ZIP

Table 26: Extreme Management Center or ExtremeCloud 1Q - Site Engine backup configuration ZIP
file product support

Feature Product Release introduced

Extreme Management Center or | 5420 Series VOSS 8.4

ExtremeCloud IQ - Site Engine )

backup configuration ZIP file 5520 Series VOS5 8.25

For more information, see V'SP 4450 Series VOSS 6.1.2

Extreme Management Center or :

ExtremeCqud |Q - Site Engine VSP 4900 Series VOSS 81

documentation. V'SP 7200 Series VOSS 6.1.2
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 6.1.2
VSP 8400 Series VOSS 6.1.2
VSP 8600 Series VSP 8600 6.1
XA1400 Series VOSS 8.0.50

Extreme Management Center or ExtremeCloud |Q - Site Engine has a configuration backup feature with
a requirement to be able to backup configuration related files. Release 6.1.2 introduces new CLI
commands to backup configuration related files and package them into a single zip file, or to restore
configuration files that were backed up.

% Note
License files are not backed up.
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Backing up configuration files to a ZIP file
About This Task

Use this procedure to back up configuration files.

' Important

Only the RWA user can use the backup command.

Procedure
1. Enter Privileged EXEC mode:
enable

2. Use the backup command:
backup configure WORD<1-99>

Example

Switch:1>enable
Switch:1l#backup configure /intflash/backup02072018

Successfully backed up config /intflash to /intflash/backup02072018.tgz

Restoring configuration files from a ZIP file

About This Task
Use the following procedure to restore previously backed up configuration files.

Before You Begin

* Download the backup file to the /intflash directory.

* |f restoring the configuration files on a new switch, you must do one of the following:
o Disable ISIS on the old switch .
o Power the old switch down.
o Remove the old switch from the network.

* |[f restoring the configuration files on a different switch, use the “isis dup-detection-temp-disable
“command on the new switch to suspend duplicate detection prior to its insertion into the existing
SPBM topology.

' Important

This must be done after the original unit has been completely removed or isolated from
the SPBM topology.

Procedure
1. Enter Privileged EXEC mode:
enable

2. Run the restore command to restore the configuration files.
restore configure WORD<1-99>

Example

Switch:1>enable
Switch:l#restore configure /intflash/backup02072018.tgz
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Warning: Command will restore your backup setup and access files
The current files will be overwritten.

Are you sure you want to continue? (y/n) 2y

Restore /intflash from /intflash/backup02072018.tgz is complete!
Reboot is required for the new configuration to be effective

Basic administration procedures using EDM

The following section describes common procedures that you use while you configure and monitor the
switch operations using Enterprise Device Manager (EDM).

Reset the Platform
About This Task

Reset the platform to reload system parameters from the most recently saved configuration file. Use the
following procedure to reset the device using EDM.

Procedure

On the Device Physical View, select the Device.

In the navigation pane, expand Configuration > Edit.
Click Chassis.

Click the System tab.

Locate ActionGroup4 near the bottom of the screen.
Select softReset from ActionGroup4.

Click Apply.

N oA W

Show the MTU for the System
About This Task

Perform this procedure to show the MTU configured for the system.

Procedure

On the Device Physical View, select the Device.

In the navigation pane, expand Configuration > Edit.
Click Chassis.

Click on the Chassis tab.

Verify the selection for the MTU size.

N
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Save the Configuration
About This Task

After you change the configuration, you must save the changes on the device. Save the configuration to
a file to retain the configuration settings.

uid Note

E When you logout of the EDM interface, a dialog box automatically prompts if you want to
save the configuration. If you want to save the configuration, click OK. If you want to close
without saving the configuration, click Cancel. If you no longer see the prompt, clear your
browser cache, restart your browser and reconnect.

Procedure

In the Device Physical View tab, select the Device.

In the navigation pane, expand Configuration > Edit.
Click Chassis.

Click the System tab.

(Optional) Specify a filename in ConfigFileName.

N

If you do not specify a filename, the system saves the information to the default file.
In ActionGroupl, select saveRuntimeConfig.
7. Click Apply.

o

View UBoot Version and Status

uid Note
E This procedure only applies to 5420 Series and 5520 Series.

About This Task

Use this information to verify the integrity of the software and hardware. A representative from
Customer Support will instruct you to obtain this information when required.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Select Chassis.
3. Select the UBoot tab.

UBoot Field Descriptions
Use the data in the following table to use the UBoot tab.

Name Description
DefaultVersion Displays the default UBoot version.
AlternateVersion Displays the alternate UBoot version.
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Name

Description

VersionUsed

Displays the UBoot version in use, either the default or alternate.

TrustedDeliveryStatus

Displays the status of the chain of trust image signature validation steps.

Boot parameter configuration using the CLI

Use the procedures in this section to configure and manage the boot process.

Modify the Boot Sequence
About This Task

Modify the boot sequence to prevent the switch from using the factory default settings or, conversely,
to prevent loading a saved configuration file.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Bypass the loading of the switch configuration file and load the factory defaults:

boot config flags factorydefaults

3. Use a configuration file and not the factory defaults:

no boot config flags factorydefaults

' Important

If the switch fails to read and load a saved configuration file after it starts, check the log file
to see if the log file indicates that the factorydefaults setting was enabled, before you
investigate other options.

Example
Switch:1>enable

Switch:1l#configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #boot config flags factorydefaults

Configuring the remote host logon

Before You Begin

* The FTP server must support the FTP passive (PASV) command. If the FTP server does not support
the passive command, the file transfer is aborted, and then the system logs an error message that
indicates that the FTP server does not support the passive command.
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About This Task

Configure the remote host logon to modify parameters for FTP and TFTP access. The defaults enable
TFTP transfers. If you want to use FTP as the transfer mechanism, you need to change the password to
a non-null value.

' Important

tftp-debug should be used exclusively to transfer small files less than TMB in size. Using it for
larger files might cause unwanted behavior, such as transfer failure.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Define conditions for the remote host logon:

boot config host {ftp-debugl|password WORD<0-16>|tftp-debug|tftp-hash]
tftp-rexmit <1-120>|tftp-timeout <I1-120>|user WORD<0-16>}

3. Save the changed configuration.

Example

Switch:1>enable

Switch:1# configure terminal

Enable console tftp/tftpd debug messages:
Switch:14# boot config host tftp-debug

Switch:1# save config

Changing the primary or secondary boot configuration files
About This Task

Change the primary or secondary boot configuration file to specify which configuration file the system
uses to start.

Configure the primary boot choices.

You have a primary configuration file that specifies the full directory path and a secondary configuration
file that also contains the full directory path.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
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2. Change the primary boot choice:

boot config choice primary {backup-config-file|config-file} WORD<0O-
255>

3. Save the changed configuration.
4. Restart the switch.

Example

Switch:1> enable

Switch:1# configure terminal

Specify the configuration file in internal flash memory as the primary boot source:

Switch:1 (config)# boot config choice primary config-file /intflash/
config.cfg

Switch:1 (config)# save config

Switch:1 (config) # reset

Variable Definitions

The following table defines parameters for the boot config command.

Variable Value

{backup-config-file| Specifies that the boot source uses either the configuration file or
config-file} a backup configuration file.

WORD<0-255> Identifies the configuration file. WORD<0-255> is the device and

file name, up to 255 characters including the path, in one of the
following format:

e ab.cd:<file>
«  Jusb/<file>
» /intflash/<file>

To set this option to the default value, use the default operator
with the command.

Configure Boot Flags

Before You Begin

* |f you enable the hsecure flag, you cannot enable the flags for the web server or SSH password-
authentication.

' Important

After you change certain configuration parameters using the boot config flags
command, you must save the changes to the configuration file.
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About This Task

Configure the boot flags to enable specific services and functions for the chassis.

Note

Flag support can vary across hardware models.

Procedure

1.

Enter Global Configuration mode:

enable

configure terminal

Enable boot config flag(s) on the switch using the boot config f£lags command.

Enable the following flags, as needed:

advanced-feature-bandwidth-reservation [low

block-snmp
debug-config [file
debugmode

dvr-leaf-mode

enhancedsecure-mode <jitc|non-jitc>

factorydefaults
flow-control-mode
ftpd

ha-cpu

hsecure
ipvéb-egress—-filter
ipvé-mode
linerate-directed-broadcast
logging

macsec

nni-mstp

reboot

rlogind

savetostandby

spanning-tree-mode <mstp|rstp>

spbm-config-mode

sshd
syslog-rfchb424-format
telnetd

tftpd

vim]
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® trace-logging

® urpf-mode

®* verify-config

® vrf-scaling

®* vxlan-gw-full-interworking-mode

3. Save the changed configuration.
4. Restart the switch.

Examples
Switch:1>enable
Switch:l#configure terminal
Activate High Secure mode:

Switch:1 (config)# boot config flags hsecure
Switch:1 (config)# save config
Switch:1 (config)# reset

Activate High Availability mode:

Switch:1 (config) #boot config flags ha-cpu
Switch:1 (config) #save config
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Variable Definitions

The following table defines parameters for the boot config flags command.

Variable Value

advanced-feature-bandwidth- Enables the switch to support advanced features

reservation [low | high | vim] by reserving ports as loopback ports. When
disabled, you can use all ports on the switch, but

Note: advanced features do not work.

Exception: only supported on 5420 Series, 5520 | The default varies depending on the platform:

Series, VSP 7400 Series, and XA1480. The de_fault for XA1400, VSP 7400 and 5420

Exception: only low level supported on 5420 Series is enabled with low level. o

Series. The default for 5520 Series is enabled with vim

level if Versatile Interface Module (VIM) is not
installed, else low level is enabled.

* The high level means that the switch reserves
the maximum bandwidth for the advanced
features.

* The low level means that the switch reserves
less bandwidth to support minimum
functionality for advanced features.

* The vim level means that the switch VIM ports
as loopback ports and the Universal Ethernet
ports for uplinks.

Exception: only low level and vim level is
supported on 5520 Series.

If you change this parameter, you must restart the
switch.

block-snmp Activates or disables Simple Network
Management Protocol management. The default
value is false (disabled), which permits SNMP
access.
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Variable

Value

debug-config [console]

[file]

Enables you to debug the configuration file during
loading configuration at system boot up. The
default is disabled. You do not have to restart the
switch after you enable debug-config, unless you
want to immediately debug the configuration.
After you enable debug-config and save the
configuration, the debug output either displays on
the console or logs to an output file the next time
the switch reboots.

The options are:

+ debug-config [console]—Displays the line-by-
line configuration file processing and result of
the execution on the console while the device
loads the configuration file.

+ debug-config [file]— Logs the line-by-line
configuration file processing and result of the
execution to the debug file while the device
loads the configuration file. The system logs
the debug config output to /intflash/
debugconfig_primary.txt for the primary
configuration file. The system logs the debug
config output to /intflash/
debugconfig_backup.txt for the backup
configuration, if the backup configuration file
loads.

debugmode

Enables a TRACE on any port by prompting the
selection on the console during boot up. This
allows the user start trace for debugging earlier
on specified port. Works on console connection
only. The default is disabled.

Important:

Do not change this parameter unless directed by
technical support.

dvr-leaf-mode

Enables an SPB node to be configured as a DvR
Leaf.

A node that has this flag set cannot be configured
as a DvR Controller.

The boot flag is disabled by default.
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Variable

Value

enhancedsecure-mode {jitc | non-
jitc}

Enables enhanced secure mode in either the Joint
Interoperability Test Command (JITC) or non-JITC
sub-modes.

Note:

As a best practice, enable the enhanced secure
mode in the non-JITC sub-mode, because the
JITC sub-mode is more restrictive and prevents
the use of some CLI commands that are
commonly used for troubleshooting.

When you enable enhanced secure mode in either
the JITC or non-JITC sub-modes, the switch
provides role-based access levels, stronger
password requirements, and stronger rules on
password length, password complexity, password
change intervals, password reuse, and password
maximum age use.

factorydefaults

Specifies whether the switch uses the factory
default settings at startup. The default value is
disabled. This flag is automatically reset to the
default setting after the CPU restarts. If you
change this parameter, you must restart the
switch.

Note:

The factorydefaults flag deletes the runtime,
primary and backup configuration files, local
password files, authentication keys, and
certificates. After a factory default, you must
change the password on first login.

flow—-control-mode

Note;
Exception: not supported on VSP 8600 Series.

Enables or disables flow control globally. When
disabled, the system does not generate nor
configure the transmission of flow control
messages. The system always honors received
flow control messages regardless of the flow
control mode status. You must enable this mode
before you configure an interface to send pause
frames.

The default is disabled.

Exception: only supported on VSP 8600 Series.

ftpd Activates or disables the FTP server on the switch.
The default value is disabled. To enable FTP,
ensure that the tftpd flag is disabled.

ha-cpu Activates or disables High Availability-CPU (HA-
CPU) mode. Switches with two CPUs use HA

Note: mode to recover quickly from a failure of one of

the CPUs.

If you enable or disable HA mode, the secondary
CPU resets automatically to load settings from the
saved configuration file.

226 VOSS User Guide for version 8.1




Basic Administration Configure Boot Flags

Variable Value

hsecure Activates or disables High Secure mode. The
hsecure command provides the following
password behavior:

* 10 character enforcement

* The password must contain a minimum of 2
uppercase characters, 2 lowercase characters,
2 numbers, and 2 special characters.

* Aging time
* Failed login attempt limitation

The default value is disabled. If you enable High
Secure mode, you must restart the switch to
enforce secure passwords. If you operate the
switch in High Secure mode, the switch prompts a
password change if you enter invalid-length

passwords.

ipvé-egress—-filter Enables IPv6 egress filters. The default is disabled.
If you change this parameter, you must restart the

Note: switch.

Exception: not supported on VSP 8600 Series and

XA1400 Series.

ipvé-mode Enables IPv6 mode on the switch.

Note:

Exception: not supported on VSP 4450 Series, VSP
8600 Series, and XA1400 Series.

linerate-directed-broadcast {true | |Enables or disables support for IP Directed
false} Broadcast in hardware without requiring CPU
intervention. Setting this boot flag will put port
Note: 1/46 into loopback mode, making it unusable for
Exception: only supported on VSP 4450 Series. external connections, so you need to move any

existing connections on this port first. After
setting this boot flag, save the configuration, and
then restart the switch.

The default value is disabled.

Important:

The software cannot be upgraded or downgraded
to a software release that does not contain this
directed broadcast hardware assist functionality
without first disabling this feature and saving the
configuration.
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Variable Value

logging Activates or disable system logging. The default
value is enabled. The system names log files
according to the following:

* The system displays the file names in 8.3
(log.xxxxxxxx.sss) format.

« The first 6 characters of the file name contain
the last three bytes of the chassis base MAC
address.

* The next two characters in the file name
specify the slot number of the CPU that
generated the logs.

» The last three characters in the file name are
the sequence number of the log file.

The system generates multiple sequence numbers
for the same chassis and same slot if the system
reaches the maximum log file size.

macsec Enables Media Access Control Security (MACsec)
globally.
Note:

Exception: only supported on 5420 Series.

nni-mstp Enables MSTP and VLAN configuration on NNI
ports. The default is disabled.

Note:

Exception: not supported on VSP 8600 Series and | Note:

XA1400 Series. Spanning Tree is disabled on all NNIs.
You cannot add an SPBM NNI port or MLT port to
any non SPBM B-VLAN. You cannot add
additional C-VLANSs to a brouter port.

reboot Activates or disables automatic reboot on a fatal
error. The default value is activated.
Important:
Do not change this parameter unless directed by
technical support.

rlogind Activates or disables the rlogin and rsh server. The
default value is disabled.

Note:

Exception: rlogin and rsh are only supported on

VSP 8600 Series.

savetostandby Activates or disables automatic save of the
configuration file to the standby CPU. The default

Note: value is enabled. If you operate a dual CPU

Exception: only supported on VSP 8600 Series. system, enable this flag for ease of operation.
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Variable Value

spanning-tree-mode <mstp|rstp> Specifies the Multiple Spanning Tree Protocol or
Rapid Spanning Tree Protocol mode. If you do not
specify a protocol, the switch uses the default
mode. The default mode is mstp. If you change
the spanning tree mode, you must save the
current configuration and restart the switch.

spbm-config-mode Enables you to configure SPB and IS-IS, but you
cannot configure PIM and IGMP either globally or
on an interface.

Use the no operator so that you can configure
PIM and IGMP.

The boot flag is enabled by default. To set this flag
to the default value, use the default operator
with the command.

sshd Activates or disables the SSHv2 server service.
The default value is disabled.

syslog-rfch424-format Controls the format of the syslog output and
logging. By default, the switch uses the RFC5424
format. If the RFC based format is disabled, the
older format is used.

telnetd Activates or disables the Telnet server service. The
default is disabled.
tftpd Activates or disables Trivial File Transfer Protocol

server service. The default value is disabled.

trace-logging Activates or disables the creation of trace logs.
The default value is disabled.

Important:

Do not change this parameter unless directed by
technical support.

urpf-mode Enables Unicast Reverse Path Forwarding (uURPF)
globally. You must enable uRPF globally before

Note: you configure it on a port or VLAN. The default is

Exception: not supported on VSP 8600 Series and | disabled.

XA1400 Series.

VOSS User Guide for version 81 229



Configure Boot Flags

Basic Administration

Variable

Value

verify-config

Activates syntax checking of the configuration file.
The default is enabled.

*  Primary config behavior: When the
verifyconfig flag is enabled, the primary config
file is pre-checked for syntax errors. If the
system finds an error, the primary config file is
not loaded, instead the system loads the
backup config file.

If the verify-config flag is disabled, the system
does not pre-check syntax errors. When the
verify-config flag is disabled, the system
ignores any lines with errors during loading of
the primary config file. If the primary config file
is not present or cannot be found, the system
tries to load the backup file.

« Backup config behavior: If the system loads
the backup config file, the system does not
check the backup file for syntax errors. It does
not matter if the verify-config flag is disabled
or enabled. With the backup config file, the
system ignores any lines with errors during the
loading of the backup config file.

If no backup config file exists, the system
defaults to factory defaults.

As a best practice, disable the verify-config flag.

vrf-scaling

Increases the maximum number of VRFs and
Layer 3 VSNs that the switch supports. This flag is
disabled by default.

Important:

If you enable both this flag and the spbmconfig-
mode flag, the switch reduces the number of
configurable VLANSs. For more information about
maximum scaling numbers, see /'SP 8600
Release Notes.

vxlan-gw-full-interworking-mode

Note:

Exception: only supported on VSP 7200 Series,
VSP 7400 Series, VSP 8200 Series, and VSP 8400
Series.

Enables VXLAN Gateway in Full Interworking
Mode, which supports SPB, SMLT, and vIST.

By default, the Base Interworking Mode is enabled
and Full Interworking Mode is disabled. You
change modes by enabling this boot configuration
flag.

The no operator is the default Base Interworking
Mode. In this mode, VXLAN Gateway supports
Layer 2 gateway communication between VXLAN
and traditional VLAN environments.

For more information about feature support, see
VOSS Feature Support Matrix.
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Specify the Primary CPU and the Standby Delay

% Note
This procedure only applies to VSP 8600 Series.

Specify the primary CPU to designate which CPU becomes the primary after the switch performs a full
power cycle. This procedure applies only to hardware with two CPUs.

About This Task

Configure the standby delay to set the number of seconds a standby CPU waits before trying to
become the primary CPU. The standby delay applies when two CP modules boot at the same time. The
designated standby CP waits for the configured number of seconds before attempting to assert itself as
the primary. Only one CP can be the primary in a chassis.

Caution

If you configure the standby delay to too short a value, the configured standby CP can
become a primary. If you configure the standby delay to too long, it can delay the standby CP
asserting itself and continue booting when the designated CP is inserted, but fails booting.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. View the current configuration for the primary CPU:
show boot config master
3. Specify the slot of the primary CPU:
boot config master <1-2>
4. Save the changed configuration.
5. Configure the number of seconds a standby CPU waits before trying to become the primary CPU:
boot config delay <0-255>
6. Save the changed configuration.
7. Restart the switch.

Example

Switch:1>enable
Switch:l#configure terminal

Specify the slot number, either 1 or 2, for the primary CPU:
Switch:1 (config)# boot config master 2
Switch:1 (config)# save config

Specify the number of seconds a standby CPU waits before trying to become the primary CPU:

Switch:1 (config)# boot config delay 30
Switch:1 (config)# save config
Switch:1 (config)# reset

VOSS User Guide for version 8.1 231



Reserving Bandwidth for Advanced Features Basic Administration

Variable Definitions

The following table defines parameters for the boot config master command.

Variable Value

<1-2> Specifies the slot number, either 1 or 2, for the
primary CPU. The default value is slot 1.

Reserving Bandwidth for Advanced Features

Use this procedure if you want the switch to support advanced features. When you enable this boot
flag, you need to save and reboot with the new configuration.

Before You Begin

Product Notice: For 5420 Series, 5520 Series, and VSP 7400 Series, you must ensure your configuration
does not include reserved ports before you enable this feature. If the configuration includes reserved
ports after you enable this feature and restart the switch, the switch stops loading the configuration.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Enable the boot flag:
boot config flags advanced-feature-bandwidth-reservation [low | high |
vim]

3. Save the configuration, and then reboot the switch.

» Important
A change to the advanced-feature-bandwidth-reservation boot flag requires a reboot for
the change to take effect.

4. Verify the boot flag configuration:
show boot config flags

5. Verify that the switch reserved the ports as loopback ports. Reserved ports are not visible in the
output of the following command:

pas Note
E This step only applies to 5420 Series, 5520 Series and VSP 7400 Series.

show interfaces gigabitEthernet
Example

Enable this feature to the low level.

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch:1 (config) #boot config flags advanced-feature-bandwidth-reservation low
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Warning: Please note that the configuration for the following ports 1/25-1/26
will be removed from the configuration file.
Are you sure you want to continue (y/n) ? y
Warning: Please save the configuration and reboot the switch
for this to take effect.
Flag advanced-feature-bandwidth-reservation is changed to enable (low).

Display Advanced Feature Bandwidth Reservation Ports

pat Note
E This procedure applies to 5420 Series, 5520 Series, and VSP 7400 Series.

After you configure the advanced-feature-bandwidth-reservation boot flag and reboot
with the new configuration, you can use the following procedure to verify that the switch reserved ports
for configuring advanced features such as Fabric Extend, SPB, SMLT, vIST, VXLAN Gateway, Fabric
RSPAN (Mirror to I-SID), Application Telemetry, or IS-IS Accept Policies.

Procedure

1. To enter User EXEC mode, log on to the switch.
2. Display the Advanced Feature Bandwidth Reservation mode and reserved ports:

show sys-info
Example
Switch# show sys-info
General Info :

SysDescr : Switchl (w.x.y.z) BoxType: Switchl
SysName : Switchl

Advanced Feature Bandwidth Reservation:

Reservation Mode : low
Port Usage Info : 1/31 and 1/32 are not available to use

Display the Boot Configuration
About This Task

Display the configuration to view current or changed settings for the boot parameters.

Procedure

1. Enter Privileged EXEC mode:
enable
2. View the configuration:

show boot config <choicel|flags|general |host|master|running-config
[verbose] | sio>
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Example

Show the current boot configuration. (If you omit verbose, the system only displays the values that you
changed from their default value.):

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1# (config) #show boot config running-config

#

#Mon Feb 13 13:32
#

boot config flags
boot config flags
boot config flags

:58 2017 EST

debug-config file
debugmode
ftpd

no boot config flags spbm-config-mode

boot config flags sshd

boot config flags telnetd

boot config flags tftpd

no boot config flags verify-config

boot config choice primary backup-config-file "/intflash/config.cfg"
#boot config sio console baud 115200

Variable Definitions

The following table defines parameters for the show boot config command.

Variable Value

choice Shows the current boot configuration choices.
flags Shows the current flag settings.

general Shows system information.

host Shows the current host configuration.
master Shows the master information.

running-config

Shows the current boot configuration.

[verbose] If you use verbose, the system displays all possible information. If you
omit verbose, the system displays only the values that you changed
from their default value.

sio Specifies the current configuration of the serial ports.

Configure Serial Port Devices

Configure the serial port devices to define connection settings for the console port. Depending on your
hardware platform the console port displays as console or 10101.

Note

These commands do not apply on all hardware platforms.
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Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. View the current baud rate configuration:
show boot config sio
3. Change the console baud rate:
boot config sio console baud <9600-115200> <1-8>|<SF1-SF3>

4. Save the changed configuration.
5. Restart the switch.

Example

Switch:1>enable

Switch:1l#config terminal

Switch:1 (config) #show boot config sio
sio console baud 115200 2

sio console baud 115200 5

sio console baud 115200 8

sio console baud 115200 SF1

sio console baud 115200 SF3

Configure the baud rate to 9600 for the console port in IOC module slot 2:

Switch:1 (config) #boot config sio console baud 9600 2
Switch:1 (config) #show boot config sio

sio console baud 9600 2

sio console baud 115200 5

sio console baud 115200 8

sio console baud 115200 SF1

sio console baud 115200 SF3

Variable Definitions

The following table defines parameters for the boot config sio console command.
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Variable

Value

baud <9600-115200>

Configures the baud rate for the port from one of the following:
+ 9600

+ 19200

+ 38400

+ 57600

« 115200

The default value differs depending on hardware platform:
* 5420 Series — 115200

+ 5520 Series — 115200

«  VSP 4450 Series — 9600
« VSP 4900 Series — 115200
« VSP 7200 Series — 9600

* VSP 7400 Series — 115200
* VSP 8200 Series — 9600
+  VSP 8400 Series — 9600
« VSP 8600 Series — 115200
+  XA1400 Series — 115200

<1-8> | <SF1-SF3>

Note:

Exception: only supported on
VSP 8600 Series.

Configures the individual console baud rate for the IOC modules in
slots 1through 8 or the switch fabric (SF) modules in slots SF1 through
SF3.

Run-time process management using CLI

Configure and manage the run-time process using the Command Line Interface (CLI).

Configuring the time zone
About This Task

Configure the time zone to use an internal system clock to maintain accurate time. The time zone data
in Linux includes daylight changes for all time zones up to the year 2038. You do not need to configure

daylight savings.

The default time zone is Coordinated Universal Time (UTC).

' Important
In October 2014, the government of Russia moved Moscow from UTC+4 into the UTC+3 time
zone with no daylight savings.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
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2. Configure the time zone by using the following command:
clock time-zone WORD<1-10> WORD<1-20> WORD<1-20>

3. Save the changed configuration.

Example

Configure the system to use the time zone data file for Vevay:

Switch:1 (config)# clock time-zone America Indiana Vevay

Variable Definitions

The following table defines parameters for the clock time-zone command.

Variable

Value

WORD<1-10>

Specifies a directory name or a time zone name in /usr/share/zoneinfo,
for example, Africa, Australia, Antarctica, or US. To see a list of options,
enter

clock time-zone

at the command prompt without variables.

WORD<1-20> WORD<I1-
20>

The first instance of WORD<1-20> is the area within the timezone. The
value represents a time zone data file in /usr/share/zoneinfo/
WORD<1-10>/, for example, Shanghai in Asia.

The second instance of WORD<1—-20>is the subarea. The value
represents a time zone data file in /usr/share/zoneinfo/
WORD<1-10>/WORD<1-20>/, for example, Vevay in America/Indiana.
To see a list of options, enter clock time-zone at the command
prompt without variables.

Configure the Run-time Environment
About This Task

Configure the run-time environment to define generic configuration settings for CLI sessions.

Procedure

1.

enable

configure terminal

Change the login prompt:

Enter Global Configuration mode:

login-message WORD<1-1513>

Change the password prompt:

passwordprompt WORD<1-1510>
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4. Configure the number of supported rlogin sessions:

max-logins <0-8>

% Note
This step only applies to VSP 8600 Series.

5. Configure the number of supported inbound Telnet sessions:
telnet-access sessions <0-8>

6. Configure the idle timeout period before automatic logoff for CLI and Telnet sessions:
cli timeout <30-65535>

7. Configure the number of lines in the output display:
terminal length <8-64>

8. Configure scrolling for the output display:

terminal more <disable|enable>
Example
Switch:1>enable
Switch:# configure terminal
Use the default option to enable use of the default logon string:
Switch: (config) # default login-message
Use the default option before this parameter to enable use of the default string:
Switch: (confiqg) # default passwordprompt
Configure the allowable number of inbound remote CLI logon sessions:
Switch: (config) # max-logins 5
Configure the allowable number of inbound Telnet sessions:
Switch: (config) # telnet-access sessions 8

Configure the timeout value, in seconds, to wait for a Telnet or CLI login session before terminating the
connection:

Switch: (config) # cli timeout 900

Configure the number of lines in the output display for the current session:
Switch: (config) # terminal length 30

Configure scrolling for the output display:

Switch: (config) # terminal more disable
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Variable Definitions

The following table defines parameters for the login-message command.

WORD<1-1513> Changes the CLI logon prompt.

* WORD<1-1513>isan American Standard Code for
Information Interchange (ASCID) string from 1-1513
characters.

« Use the default option before this parameter,
default login-message,to enable use of the
default logon string.

+ Use the no operator before this parameter, no
login-message, to disable the default logon
banner and display the new banner.

Use the data in the following table to use the passwordprompt command.

WORD<1-1510> Changes the CLI password prompt.

* WORD<1-1510>is an ASCllI string from 1-1510
characters.

« Use the default option before this parameter,
default passwordprompt, to enable using the
default string.

+ Use the no operator before this parameter, no
passwordprompt, to disable the default string.

Use the data in the following table to use the max-logins command.

<0-8> Configures the allowable number of inbound remote
CLI'logon sessions. The default value is 8.

Note:

Exception: only supported on VSP 8600

Series.

Use the data in the following table to use the telnet-access sessions command.

<0-8> Configures the allowable number of inbound Telnet
sessions. The default value is 8.
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Use the data in the following table to use the eli time-out command.

Variable

Value

<30-65535>

Configures the timeout value, in seconds, to wait for a
Telnet or CLI login session before terminating the
connection.

Use the data in the following table to use the terminal command.

Variable

Value

<8-64>

Configures the number of lines in the output display for
the current session. To configure this option to the
default value, use thedefault operator with the
command. The default is value 23.

disable|enable

Configures scrolling for the output display. The default
is enabled. Use the no operator to remove this
configuration. To configure this option to the default
value, use the default operator with the command.
no

Configuring CLI logging
About This Task

Use CLI logging to track all CLI commands executed and for fault management purposes. The CLI
commands are logged to the system log file as CLILOG module.

Note

to WARNING, the system skips all INF

The platform logs CLILOG and SNMPLOG as INFO. Normally, if you configure the logging level

O messages. However, if you enable CLILOG and

SNMPLOG the system logs CLI Log and SNMP Log information regardless of the logging level
you set. This is not the case for other INFO messages.

Procedure

1.

Enter Global Configuration mode:

enable

configure terminal

Enable CLI logging:

clilog enable

Disable CLI logging:

no clilog enable

Ensure that the configuration is correct:
show clilog

View the CLI log:

show logging file module clilog
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Configure System Parameters

6. View the CLI log.

Example

Switch:1>enable
Switch:1l#configure terminal
Switch:1 (config)#clilog enable

Variable Definitions

The following table defines parameters for the elilog commands.

Variable

Value

enable

Activates CLI logging. To disable, use the no clilog
enable command

Configure System Parameters
About This Task

Configure individual system-level switch parameters to configure global options for the switch.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Change the system name:
sys name WORD<0-255>

3. Enable support for Jumbo frames:
sys mtu <1522-9600>

4. Enable the User Datagram Protocol (UDP) checksum calculation:

udp checksum

Example

Switch:1>enable
Switch:1# configure terminal

Configure the system, or root level, prompt name for the switch:

Switch:1 (config) # sys name Floor3Lab2
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Variable Definitions

The following table defines parameters for the sys command.

Variable

Value

clipId-topology-ip

Note:

Exception: Only supported on VSP 8600
Series

Configures the topology ip from the available CLIP.
WORD<1-256>specifies the Circuitless IP interface id.

control tcp-timestamp

Enables or disables TCP Timestamp.

force-msg

Adds forced message control pattern.
WORD<4-4> Enter force message pattern.

force-topology-ip-flag

Note:

Exception: Only supported on VSP 8600
Series

Flags set to force choice of topology flag.
enable

msg-control

Configures system message control feature.

mtu <1522-9600>

Configures Jumbo frame support for the data path. The
value can be either 1522, 1950 (default), or 9600 bytes.

name WORD<0-255>

Configures the system, or root level, prompt name for
the switch.

WORD<0-255>is an ASCI| string from 0-255
characters (for example, LabSC7 or Closet4).

power

Enables power to specified slot(s).

security-console

Enables the security console.

software

Configures software configuration.

priv-exec-password

Enables authentication for the Privileged EXEC CLI
command mode.

Configuring system message control
About This Task

Configure system message control to suppress duplicate error messages on the console, and to

determine the action to take if they occur.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal

2. Configure system message control action:

sys msg-control action <both|send-trap|suppress-msg>
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3. Configure the maximum number of messages:

sys msg-control max-msg-num <2-500>
4. Configure the interval:

sys msg-control control-interval <I1-30>
5. Enable message control:

sys msg-control
Example
Switch:1>enable
Switch:1# configure terminal

Configure system message control to suppress duplicate error messages on the console and send a trap
notification:

Switch:1 (config) # sys msg-control action both

Configure the number of occurrences of a message after which the control action occurs:
Switch:1 (config) # sys msg-control max-msg-num 2

Configure the message control interval in minutes:

Switch:1 (config) # sys msg-control control-interval 3

Enable message control:

Switch:1 (config) # sys msg-control

Variable Definitions

The following table defines parameters for the sys msg-control command.

Variable Value
action <both|send-trap| Configures the message control action. You can either
suppress-msg> suppress the message or send a trap notification, or both.

The default is suppress.

control-interval <1-30> Configures the message control interval in minutes. The valid
options are 1-30. The default is 5.

max-msg-num <2-500> Configures the number of occurrences of a message after
which the control action occurs. To configure the maximum
number of occurrences, enter a value from 2-500. The
defaultis 5.

Extending system message control
About This Task

Use the force message control option to extend the message control feature functionality to the
software and hardware log messages.
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To enable the message control feature, you must specify an action, control interval, and maximum
message number. After you enable the feature, the log messages, which get repeated and cross the
maximum message number in the control interval, trigger the force message feature. You can either
suppress the message or send a trap notification, or both.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Configure the force message control option:
sys force-msg WORD<4-4>

Example
Switch:1>enable
Switch:1# configure terminal

Configure the force message control option. (If you specify the wildcard pattern (****), then all
messages undergo message control:

Switch:1 (config)# sys force-msg ****

Variable Definitions

The following table defines parameters for the sys force-msg command.

Variable Value

WORD<4-4> Adds a forced message control pattern, where
WORD<4-4>is a string of 4 characters. You can add a
four-byte pattern into the force-msg table. The software
and the hardware log messages that use the first four
bytes that match one of the patterns in the force-msg
table undergo the configured message control action. You
can specify up to 32 different patterns in the force-msg
table, including a wildcard pattern (****) as well. If you
specify the wildcard pattern, all messages undergo
message control.

Hardware status using EDM

This section provides methods to check the status of basic hardware in the chassis using Enterprise
Device Manager (EDM).

Configure Polling Intervals
About This Task

Enable and configure polling intervals to determine how frequently EDM polls for port and LED status
changes or detects the hot swap of installed ports.
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View Module Information

Procedure

Click Preference Setting.

G N N

Click Apply.

Preference Setting fic/d descriptions

Enable polling or hot swap detection.

In the navigation pane, expand Configuration > Device.

Configure the frequency to poll the device.

Use the data in the following table to use the Preference Setting tab.

Name Description

Enable Enables polling for port and LED status changes.
The default is disabled.

Poll Interval Specifies the polling interval, if enabled. The
default is 60 seconds.

Enable Detects the hot swap of installed ports. The
default is disabled.

Detection per Status Poll Intervals Specifies the number of poll intervals for
detection, if enabled. The default is 2 intervals.

View Module Information

View the administrative status for modules in the chassis.

About This Task

This command is not available for hardware platforms with fixed configurations. It is only available for
platforms where the user can install modules in slots.

Procedure

Click Card.
Click the Card tab.

N N

Card field descriptions

In the Device Physical View tab, select a module slot.
In the navigation pane, expand Configuration > Edit.

Use the data in the following table to use the Card tab.

Name

Description

CardType

Displays the model number of the module.

CardDescription

Shows a description of the installed module.

SerialNum Shows the serial number for the installed module.
PartNumber Shows the part number.
CardAssemblyDate Shows the date the module was assembled.
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Name Description

CardHWConfig Shows the hardware revision.

AdminStatus Changes the administrative status for the module.

OperStatus Shows the operational status for the module.

PowerManagementPriority Specifies the slot priority for power management as either
high or low.

View Module Storage Usage

View the storage usage for modules in the chassis.
About This Task

You cannot perform this procedure on hardware platforms with fixed configurations. It is only available
for platforms where you can install modules in slots.

Procedure

1. In the Device Physical View tab, select a module slot.
2. Inthe navigation pane, expand Configuration > Edit.
3. Click Card.

4. Click the Storage Usage tab.

Storage Usage ~ie/d Descriptions

Use the data in the following table to use the Storage Usage tab.

Name Description

IntflashBytesUsed Specifies the number of bytes used in internal flash memory.

IntflashBytesFree Specifies the number of bytes available for use in internal flash
memory.

IntflashNumFiles Specifies the number of files in internal flash memory.

UsbBytesUsed Specifies the number of bytes used in USB device.

UsbBytesFree Specifies the number of bytes available for use in USB device.

UsbNumFiles Specifies the number of files in USB device.

View Power Supply Parameters

Perform this procedure to view information about the operating status of the power supplies.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Click Power Supply.
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Details Field Descriptions

Use the data in the following table to use the Details tab.

Name Description
Id Specifies the ID number.
This field is not supported on all hardware platforms.
Type Describes the type of power used.
Description Provides a description of the power supply.

SerialNumber

Specifies the power supply serial number.

HardwareRevision

Specifies the hardware revision number.

PartNumber

Specifies the power supply part number.

PowerSupplyOperStatus

Specifies the status of the power supply as one of the
following:

+ on(up)

« off (down)

InputLineVoltage

Displays the input line voltage:
* Jow 110v—power supply connected to a 110 Volt source
* high 220v—power supply connected to a 220 Volt source

* acllOvOr220v—power supply connected to a 110 Volt or
220 Volt source

OutputWatts

Displays the output power of this power supply.

InputOperLineVoltage

Displays the operating input line voltage.

If the power supplies in a chassis are not of identical input
line voltage values, the operating line voltage shows the low
110v value.

This field is not supported on all hardware platforms.

InputPower

Displays the input power of this power supply.
This field is not supported on all hardware platforms.

View Power Supply Information

% Note
This tab does not apply in all hardware platforms.

About This Task

Perform this procedure to view information about the operating status of the power supplies.

Procedure

1. In the navigation pane, expand Configuration > Edit.

2. Click Power Supply Information.
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Basic Administration

Details Field Descriptions

Use the data in the following table to use the Details tab.

Name Description
Id Specifies the ID number.
This field is not supported on all hardware platforms.
Type Describes the type of power used.
Description Provides a description of the power supply.

SerialNumber

Specifies the power supply serial number.

HardwareRevision

Specifies the hardware revision number.

PartNumber

Specifies the power supply part number.

PowerSupplyOperStatus

Specifies the status of the power supply as one of the
following:

+ on(up)

« off (down)

InputLineVoltage

Displays the input line voltage:
* Jow 110v—power supply connected to a 110 Volt source
* high 220v—power supply connected to a 220 Volt source

* acllOvOr220v—power supply connected to a 110 Volt or
220 Volt source

OutputWatts

Displays the output power of this power supply.

InputOperLineVoltage

Displays the operating input line voltage.

If the power supplies in a chassis are not of identical input
line voltage values, the operating line voltage shows the low
110v value.

This field is not supported on all hardware platforms.

InputPower

Displays the input power of this power supply.
This field is not supported on all hardware platforms.

View System Temperature Information

View information about the temperature for each sensor on the device.

The system triggers an alarm when one of the zones exceeds the threshold temperature value.

% Note
This procedure does not apply to all hardware models.

Procedure

Click Chassis.

NN N

Click the System Temperature tab.

In the Device Physical View tab, select the chassis.
In the navigation pane, expand Configuration > Edit.
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View Temperature on the Chassis

System Temperature fie/d descriptions

Use the data in the following table to use the System Temperature tab.

Name

Description

Sensorindex

Specifies the range of sensors on the device.

SensorDescription

Specifies the name of the sensor.

Temperature (degrees celsius)

Specifies the sensor temperature measured in
Celsius degrees.

WarningThreshold

Specifies the temperature value of the warning
threshold for the sensor. When the temperature
crosses the warning threshold a warning message
is generated.

CriticalThreshold

Species the temperature value of the critical
threshold for the sensor. When the temperature
crosses the critical threshold, a critical message is
generated or the system shuts down, depending
on hardware capability.

Status

Specifies the current temperature status based on
the warning and critical thresholds.

View Temperature on the Chassis

You can view information about the temperature on the chassis.

poc Note
E This tab applies only on the VSP 8600 Series switch.

About This Task

The system triggers an alarm when one of the zones exceeds the threshold temperature value, and
clears the alarm after the zone temperature falls below the threshold value.

When an elevated temperature triggers a temperature alarm, the fan speed increases, and the LED

color changes on the front panel of the switch.

Procedure

1. In the Device Physical View tab, select the chassis.
2. Inthe navigation pane, expand Configuration > Edit.

3. Select Chassis.
4. Select the Temperature tab.

Temperature fie/d descriptions

Use the data in the following table to use the Temperature tab.
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Name Description

CpuTemperature Current CPU temperature in Celsius.

MacTemperature Current MAC component temperature in Celsius.

Phyl1Temperature Current PHY 1 component temperature in Celsius.
This field does not apply on all hardware
platforms.

Phy2Temperature Current PHY 2 component temperature in Celsius.
This field does not apply on all hardware
platforms.
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Command Line Interface Fundamentals on page 251

CLI Procedures on page 262

Table 27: Command Line Interface product support

Feature Product Release introduced
Command Line Interface (CLI) 5420 Series VOSS 8.4
5520 Series VOSS 8.2.5
VSP 4450 Series VSP 4000 4.0
VSP 4900 Series VOSS 81
VSP 7200 Series VOSS 4.21
VSP 7400 Series VOSS 8.0
VSP 8200 Series VSP 4200 4.0
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 4.5
XA1400 Series VOSS 8.0.50

Command Line Interface Fundamentals

This section describes the Command Line Interface (CLI).

CLlI'is an industry standard command line interface that you can use for single-device management.

CLI Command Modes

CLI command modes provide specific sets of CLI commands. When you log onto the switch, you are in
User EXEC mode with limited commands. While in a higher mode, you can access most commands

from lower modes, except if they conflict with commands of your current mode.

There are two categories of CLI commands: show commands and configuration commands. You can use
show commands from multiple command modes with the same results; they show the same
configuration information regardless of the command mode. Configuration command results, however,
might be dependent on the command mode from which a configuration command is used. For
example, an enable command used in Global Configuration mode will enable a feature globally for all
devices, and the same command used from one of the interface command modes will enable a feature

for a specific interface only.
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The following figure illustrates the navigation paths for the various command modes:

Gog on to the swith
Y

User EXEC
Y
Privileged EXEC

v

Global
Configuration

e Wi

Phys'fnatle?fna%;’ irtual Application Routing and Protocol
Configuration Configuration Configuration
GigabitEthernet Management Instance BGP Router
Interface Configuration Configuration Configuration
1 MLT Interface Elan-Transparent RIP Router
Configuration Configuration Configuration
mgmtEthernet Interface OvSDB OSPE Router
Configuration Configuration Configuration
Loopback Interface VXLAN IS-IS Router
Configuration Configuration Configuration
VLAN Interface Route-Map < VRF Router
Configuration Configuration Configuration
Logical Interface DHCP Guard VRRP Router
Configuration Configuration Configuation
L RA-guard BFD Router
Elan I-SID . ; 4 ;
Configuration Configuration Configuration
MKA Profile
Configuration

Figure 10: CLI Command Mode Navigation

Your user authorization credentials determine what commands are available to you in Privileged EXEC
mode and all higher-level modes. See System Access on page 3367 for more information.
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CLI Command Modes

To navigate from higher-level modes to lower-level modes, use the following commands:

* exit to navigate from a higher-level mode to a lower-level mode, down to Privileged EXEC mode

* end to navigate from any command mode directly to Privileged EXEC mode

* disable to navigate from Privileged EXEC mode to User EXEC mode

* logout to terminate the CLI session from any command mode

The following table describes the various command modes, including the CLI command to access each
mode, the command prompt that displays in each mode, and a description of the purpose of the mode.

uid Note
E Some command modes are hardware dependent. If any of the following commands modes
do not display on your hardware, they are not supported or applicable.

Table 28: CLI Command Mode Summary

Command mode

Command to access
mode

Prompt displayed in
mode

Description

User EXEC None required; default | > View configuration
mode settings and connection
status.
Privileged EXEC enable # Configure limited
device-wide settings.
Note:

Depending on feature configuration, you can be prompted to enter a
username and password to access Privileged EXEC mode. For more
information, see Authentication for Privileged EXEC Command Mode on

{slot/port[/sub-
port] [-slot/
port[/subport]]
[,...]1}

page 262.

Global Configuration configure (config) # From a terminal or TFTP
{terminal | server, configure device-
network} wide global parameters

on a running
configuration, or specify
the filename of a
configuration file.

GigabitEthernet interface (config-if) # Configure chassis

Interface Configuration |GigabitEthernet operations and features

on a physical port.

MLT Interface

interface mlt

(config-mlt) #

Configure an MLT

<mgmt | mgmt2>

Configuration <1-512> interface.
mgmtEthernet Interface | interface (config-if) # Configure a dedicated
Configuration mgmtEthernet physical management

port (if supported on
your hardware).
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Command Line Interface

Table 28: CLI Command Mode Summary (continued)

Command mode

Command to access
mode

Prompt displayed in
mode

Description

Loopback Interface
Configuration

interface
loopback <1-256>

(config-if) #

Configure a loopback
CLIP interface.

VLAN Interface
Configuration

interface vlan
<1-4059>

(config-if) #

Configure port-based,
policy-based, private, or
SPBM B-VLANSs

Logical Interface
Configuration

logical-intf isis
<1-255>

Layer 2:
(config-isis-
<1-255>)#
Layer 3:
(config-isis-
<1-255>-
<A.B.C.D>)#

Configure a logical
Layer 2 or Layer 3
interface.

BGP Router
Configuration

router bgp

(router-bgp) #

Configure device-wide
BGP routing protocol
settings.

RIP Router
Configuration

router rip

(config-rip) #

Configure device-wide
RIP routing protocol
settings.

OSPF Router
Configuration

router ospf

(config-ospf) #

Configure device-wide
OSPF routing protocol
settings.

IS-IS Router
Configuration

router isis

(config-isis) #

Configure device-wide
IS-1S routing protocol
settings.

VRF Router
Configuration

router vrf
WORD<1-16>

(router-vrf) #

Configure a VRF
instance, including the
built-in Management
VRF (accessed with
router vrf
MgmtRouter
command).

VRRP Router
Configuration

router vrrp

(config-vrrp) #

Configure device-wide
VRRP protocol settings.

Application application (config-app) # Configure custom
Configuration applications, such as
SLA Monitor or
RESTCONF.
Management Instance |mgmt <clip | oob | (mgmt:clip)# Configure a segmented
Configuration | vlan> or management CLIP, Out-
(mgmt : cob) # of-Band (OOB), or
or VLAN instance.
(mgmt:vlan) #
Elan I-SID Configuration |i-sid <1- (elan:<1-16777215 | Add ports and traffic to
16777215> [elan] |>)+# a Switched UNI'I-SID on

a GigabitEthernet or
MLT interface.
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CLI Command Modes

Table 28: CLI Command Mode Summary (continued)

Command mode

Command to access
mode

Prompt displayed in
mode

Description

Elan-Transparent
Configuration

i-sid
<1-16777215>
elan-transparent

(elan-
tp:<1-16777215>) #

Add ports and MLT
interfaces to an Elan-
Transparent based
service.

OVSDB Configuration

ovsdb

(config-ovsdb) #

Configure OVSDB
protocol support for
VXLAN Gateway.

Route-Map
Configuration

route-map
WORD<1-64>
<1-65535>

(route-map) #

Configure device-wide
or VRF instance-specific
route map policy
settings.

DHCP-guard
Configuration

ipvé fhs dhcp-
guard policy
WORD<1-64>

(config-
dhcpguard) #

Configure DHCPv6 for
advertised address-
based, prefix-based, and
preference-based
filtering.

RA-guard Configuration

ipvé fhs ra-guard
policy WORD<1-64>

(config-raguard) #

Configure RA Guard for
advertised IPv6 and
MAC address-based,
IPv6 prefix-based,
preference-based, hop
count limit-based, and
default router
preference-based
filtering.

VXLAN Configuration

vnid <1-16777215>
i-sid <1-
16777215>

(vxlan:<1-1677721
5>) #

Associate port or MLT
interface VLANS,
configure VXLAN
endpoints and
untagged traffic.

MKA Profile
Configuration

macsec mka
profile
WORD<1-16>

(mka-profile) #

Configure replay
protection and
confidentiality offset for
an MKA profile.

BFD Router
Configuration

router bfd

(router-bfd) #

Configure device-wide
BFD settings.

Special CLI Command Modes

A special CLI command mode provides a set of specific CLI commands that are different from the
standard CLI command modes and the CLI commands available in them. For example, a set of CLI
commands that are specifically introduced to configure services on a Virtual Machine (VM) through a
specific CLI command mode.

Note

hardware, they are not supported or applicable.

Special CLI command modes are hardware dependent. If they do not display on your
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Command Line Interface

The following table describes the special command mode.

Table 29: Special CLI Command Mode Summary

Configuration

Configuration

Special command | Command mode | Command to Prompt displayed | Description

mode navigation access mode in mode

Fabric IPsec Accessible from virtual- FIGW> Configure services

Gateway Privileged EXEC service like IPsec,
WORD<1-128> fragmentation and
console reassembly, and to

manage the Fabric

Note: |[Psec Gateway VM.
Type CTRL+Y to
exit the console.

[S-IS Router Accessible from router isis config-isis- | Configure the

Remote Global remote remote> Multi-area SPB

parameters like
area virtual node,
Shortest Path
Bridging MAC
(SPBM), manual
area and so on.

Default User Names and Passwords for CLI

The following table contains the default user names and passwords that you can use to log on to the
switch using the command line interface (CLI). For more information about how to change passwords,
see Security on page 3044.

Table 30: CLI default user names and passwords

User name Password Description
rwa rwa read-write-all
rw rw read-write

ro ro read-only

1 1 layer 1

12 12 layer 2

13 13 layer 3

You can create up to a maximum of 10 CLI users for each role. For more information, see Multiple CLI
Users for Each Role on page 3373.
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If you enable enhanced secure mode, the user names and passwords are different than the default
values documented in the preceding table. For more information on enhanced secure mode, see
Enhanced Secure Mode on page 3374.

' Important

The default passwords and community strings are documented and well known. As a best
practice, change the default passwords and community strings immediately after you first log
on. For more information about how to change user names and passwords, see Security on
page 3044.

Documentation convention for the port variable

Commands that require you to enter one or more port numbers on the switch use the parameter
{slot/port[/sub-port] [-slot/port[/sub-port]] [,...]} inthesyntax. The following
table specifies the rules for using {slot/port[/sub-port] [-slot/port[/sub-port]]

[,... 1}

Syntax How to use

{slot/port[/ |l|dentifies a single slot and port. If the platform supports channelization and the

sub-port]} port is channelized, you must also specify the sub-port in the format slot/port/
sub-port.

For example, 1/1indicates the first port on slot 1. 1/41/1 indicates the first channel on
slot 1, port 41.

{slot/port [/ |ldentifies the slot and port in one of the following formats: a single slot and port
sub-port] [~ |(slot/port), a range of slots and ports (slot/port-slot/port), or a series of slots and
slot/port[/ |ports (slot/port,slot/port,slot/port). If the platform supports channelization and
sub-port]] the port is channelized, you must also specify the sub-port in the format slot/port/
lpoooll sub-port.

For example, 1/1-1/3 indicates ports 1to 3 on slot 1, or 1/41/1,1/41/3 indicates the first
and third channels of slot 1, port 41.

Command completion

The CLI provides potential command completions to the command string. Completions are provided by
using a question mark (?) or by using the CLI autocompletion feature.

? command completion

The ? command completion is available for any valid command. By typing a command and using a ? as
the last argument in the command, the system returns a list of possible command completions from the
point of the 2. A short description is provided with each possible completion.

If you enter the following command:

Switch:1 (config-isis) #redistribute ?

CLI provides a list of completions for the redistribute ? command.

Switch:1 (config-isis) #redistribute ?

direct isis redistribute direct command
ospf isis redistribute ospf command
rip isis redistribute rip command
static isis redistribute static command
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All the parameters listed under redistribute indicate sub-context commands.

You must use one of the available completions, and if necessary, use the command completion help
again to find the next completion.

Switch:1 (config-isis) #redistribute direct ?

enable Enable isis redistribute direct command
metric Isis route redistribute metric
metric-type Set isis redistribute metric type
route-map Set isis redistribute direct route-policy
subnets Set isis redistribute subnets

<cr>

When you see <cr> (Carriage Return/Enter Key) in the list with the additional choices, this means that
no additional parameters are required to execute the CLI command. However, the additional choices
listed could be peer commands or sub-context commands.

For example, the parameters listed under redistribute direct ? are peer commands. You can
enter these peer commands on the same line as the root command, for example redistribute
direct enable. However, the <cr>indicates that you can also enter the redistribute direct
command only and this command does not require any additional parameters at this level.

CLI autocompletion

CLIautocompletion is a feature that you can use to automatically fill in the unique parts of a command
string rather than typing the entire command. Autcompletion makes the CLI experience easier and
prevents mistakes in spelling that force you to re-enter the command.

Autocompletion completes the token in the command as soon as it becomes unique.

The Tab key autocompletes the command without executing the command, and places the cursor
immediately after the last character. The Enter key autocompletes the command and executes it.

To enable redistribution of ISIS direct routes,

Switch:1 (config-isis) #redistribute direct

When you use redistribute 2, you see four possible sub-context commands.

direct
static
ospf
rip

If you type the following without pressing Enter:

Switch:1 (config-isis) #redistribute direct m

and press the Tab key, the system completes the command to the following point:

redistribute direct metric

Two possible completions exist. You can type -t, and then press Tab to finish the command:

Switch:1 (config-isis) #redistribute direct metric-type
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default command operator

You can reset the modified configuration of a command to the default configuration by using the
default operator. For more information about the default value for each command, see VOSS Command
Line Interface Commands Reference.

Use the ? command completion along with the default keyword in each configuration mode, to view the
list of commands that support the default operator. For more information, see Command completion on
page 257.

Examples

Configure esnp-interval to its default value. The default value of esnp-interval is 10 seconds.

Switch:1>show isis

ISIS General Info

AdminState disabled
RouterType Level 1
System ID ed45d.523c.6484
Max LSP Gen Interval 900
Metric wide
Overload-on-startup 20
Overload : false
Csnp Interval 200
PSNP Interval 2
Rxmt LSP Interval : 5
spf-delay : 100
Router Name
ip source-address
ipv6 source-address
ip tunnel source-address
Tunnel vrf
ip tunnel mtu
Num of Interfaces 1
Num of Area Addresses 0
inband-mgmt-ip
backbone disabled
Dynamically Learned Area 00.0000.0000
FAN Member Yes
Multi-Area OperState disabled
Hello Padding enabled

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line.
Switch:1 (config) #router isis

Switch:1 (config-isis) #default csnp-interval
Switch:1 (config-isis) #show isis

End with CNTL/Z.

ISIS General Info

AdminState disabled
RouterType Level 1
System ID ed45d.523c.6484

Max LSP Gen Interval : 900
Metric : wide

Overload-on-startup : 20
Overload : false

Csnp Interval : 10
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PSNP Interval : 2
Rxmt LSP Interval : 5
spf-delay : 100
Router Name :
ip source-address
ipv6 source-address
ip tunnel source-address
Tunnel vrf
ip tunnel mtu
Num of Interfaces : 1
Num of Area Addresses : 0
inband-mgmt-ip
backbone disabled
Dynamically Learned Area : 00.0000.0000
FAN Member : Yes
Multi-Area OperState disabled
Hello Padding enabled

View the IP configuration commands for an MLT interface that support the default operator.

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line.
Switch:1 (config) #interface mlt 1

Switch:1 (config-mlt) #default ?

Default settings

End with CNTL/Z.

Command Line Interface

fa Set Fabric Attach configuration to default on mlt
flex-uni Set flex-uni to default on mlt interface

ip Default IP configurations on MTL interface

isis Set interface level isis parameters to default value
lacp Set lacp for specific mlt to default

smlt Create default smlt on a specific mlt

svlan-prototype Set vlan port type to default

virtual-ist

Switch:1 (config-mlt) #default ip ?

Default IP configurations on MLT interface
arp-inspection
dhcp-snooping

Create virtual-ist on MLT with default value

Default arp inspection configuration
Default dhcp snooping configuration

Switch:1 (config-mlt) #default ip arp-inspection ?

<cr>

no command operator

You can use the no operator in a command to negate a configuration. Based on the functionality of the
command, you can perform negations, such as disable, delete, remove, or reset to the default
configuration. For more information about the no operator for each command, see VOSS Command

Line Interface Commands Reference.

Use the ? command completion along with the no keyword to view the list of commands that support
the no operator in each configuration mode. For more information, see Command completion on page

257.

Negate the automatic virtual link that provides automatic dynamic backup link for OSPF traffic.

Switch:1>enable

Switch:l#configure terminal

Enter configuration commands, one per line.
Switch:1 (config) #router ospf

Switch:1 (config-ospf) #no auto-vlink

End with CNTL/Z.
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Remove an IP address configuration from VLAN.

Switch:1>enable

Switch:1l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #interface vlan 3

Switch:1(config-if)#no ip address 192.0.2.4

View the commands that can negate a configuration in RIP router configuration mode.

Switch:1>enable
Switch:l#configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Switch:1 (config) #router rip
Switch:1 (config-rip) #no ?
Negate a command or set its defaults
ipvé Disable ipv6 configurations
network Disable rip on an ip network
redistribute To disable/delete redistribute golbally
Switch:1 (config-rip) #no network ?
{A.B.C.D} Network ip address
Switch:1 (config-rip) #no network 192.0.2.4 ?
<cr>

GREP with CLI show command

You can use Global Regular Expression Print (GREP) with show commands to filter the output based on
match criteria.

Enter the show command followed by the pipe (|) character, followed by the GREP filter command. The
show command output contains only the lines that match the GREP filter pattern.

uid Note
E The show fulltech command does not support GREP filters.

The following GREP filter commands are supported.

GREP filter function Description

begin Displays the output of a command starting from the
first line, which matches the given pattern.

count Counts the number of lines in the output of a
command.

exclude Displays only the output lines which do not match the
given pattern. The lines matching the pattern are
discarded.

head Limits the output of a command to the first few lines.
If a number is not specified then only the first 10 lines
display.

include Displays only the output lines which match the given
pattern.
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GREP filter function Description

no-more Temporarily disables pagination for the output of an
CLI command. When the lines of output exceed the
terminal length, you are not prompted to continue or
quit but the entire output of the command continues
to be displayed. The effect is similar to setting
terminal length O but only for the current command.

tail Limits the output of a command to the last few lines.
If a number is not specified then only the last 10 lines
display.

Timestamp in show command outputs

The output for all CLI show commands includes a timestamp header to indicate when the command
output was generated. This information can be helpful when communicating with Support.

The following command output shows a timestamp example.

Switch:1l#show alarm statistics
dAhkhkhkhkhkhkkhkhkhkhkhkhkhkkhkhhkhkhkhkhhkhkhkhkhkhkhkhkhkkhkhkhkhk bk hkhkhkhkhkhkhkhk bk hkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhrkhkhkkhkhdxkxkx*k

Command Execution Time: Wed Nov 07 19:55:15 2018 UTC

hhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkhkkk

ALARM STATISTICS

PERSISTENT PERSISTENT PERSISTENT PERSISTENT DYNAMIC DYNAMIC DYNAMIC DYNAMIC
ALARM ACTIVE CLEARED WRPRD ALARM ACTIVE CLEARED WRPRD
0 0 0 0 11 8 3 0

Authentication for Privileged EXEC Command Mode

For enhanced security, you can request user authentication to enter Privileged EXEC command mode.
When you configure password authentication, the switch prompts you to enter a username and
password to access Privileged EXEC command mode from User EXEC command mode. You use the
same username and password used to Telnet or SSH to the switch.

For more information about configuring Privileged EXEC authentication, see Authentication for
Privileged EXEC Command Mode on page 3052.

CLI Procedures

This section contains information about common CLI tasks. You can access CLI during runtime to
manage the switch.

Logging on to the software

Before You Begin
* The first time you connect to the switch, you must log on to CLI using the direct console port.
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View the Configuration

About This Task

After you first connect to CLI you can log on to the software using the default user name and password.
For more information about the default user names and passwords, see Default User Names and

Passwords for CLI on page 256.

Procedure

1. At the login prompt, enter the user name.
2. At the password prompt, enter the password.

View the Configuration

You can view the running configuration using the show command.

Procedure

1. Enter Privileged EXEC mode:

enable

2. View the running configuration:

show running-config

Example

VSP-8284XSQ:1l#show running-config
Preparing to Display Configuration...

#

# Sat Mar 13 14:35:01 2021 UTC

# box type : VSP-8284XSQ

# software version : 8.4.0.0

# cli mode : ECLI

#

#Card Info

# Slot 1

# CardType 8242XSQ

# CardDescription 8242XSQ

# CardSerial# : 14JpP455C1029
# CardPart# : EC8200A01-E6
# CardAssemblyDate 20141106

# CardHWRevision 1

# CardHWConfig g

# AdminStatus : up

# OperStatus : up

# Slot 2 :

# CardType 8242XSQ

# CardDescription 8242XSQ

# CardSerial# : 14JpP455C1029
# CardPart# : EC8200A01-E6
# CardAssemblyDate 20141106

# CardHWRevision 1

# CardHWConfig g

# AdminStatus : up

# OperStatus : up

#

#lend
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#

config terminal

#
# BOOT CONFIGURATION
#

boot config flags ftpd
boot config flags sshd
boot config flags telnetd

#boot config sio console baud 9600 1
# end boot flags

Saving the configuration
After you change the configuration, you must save the changes to the module. Save the configuration
to a file to retain the configuration settings.

About This Task

File Transfer Protocol (FTP) and Trivial File Transfer Protocol (TFTP) support both IPv4 and IPv6
addresses, with no difference in functionality or configuration.

Procedure

1. Enter Privileged EXEC mode:
enable
2. Save the running configuration:
save config [backup WORD<1-99>] [file WORD<1-99>] [verbose]

Example

Save the configuration to the default location:

Switch:1l#save config

Identify the file as a backup file and designate a location to save the file:

Switch:1l#save config backup 198.51.100.1/configs/backup.cfg
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Variable definitions

Use the data in the following table to use the save config command.

Variable Value

backup WORD<1-99> Saves the specified file name and identifies the file
as a backup file.

WORD<1-99> uses one of the following formats:

+ a.b.cd<file>

« /intflash/<file>

The file name, including the directory structure, up
to 1to 99 characters.

file WORD<1-99> Specifies the file name in one of the following
formats:

» /intflash/<file>
e ab.cd<file>

The file name, including the directory structure, up
to 1to 99 characters.

verbose Saves the default and current configuration. If you
omit this parameter, the command saves only
parameters you change.

standby WORD<1-99> Specifies the standby file name in the following
format:

* /intflash/<file>

The file name, including the directory structure, up
to 1to 99 characters.

Configure the Web Server

pac Note

E DEMO FEATURE - Read Only User for EDM is a demonstration feature on some products.
Demonstration features are provided for testing purposes. Demonstration features are for lab
use only and are not for use in a production environment. For more information, see VOSS
Feature Support Matrix.

Perform this procedure to enable and manage the web server using the Command Line Interface (CLI).
After you enable the web server, you can connect to EDM.

HTTP and FTP support both IPv4 and IPv6 addresses, with no difference in functionality or
configuration. The TFTP server supports both IPv4 and IPv6 addresses. The TFTP client is not
supported, only the server.
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About This Task

This procedure assumes that you use the default port assignments. You can change the port number

used for HTTP and HTTPS.

' Important
If you want to allow HTTP access to the device, you must disable the web server secure-only
option. If you want to allow HTTPS access to the device, the web server secure-only option is

enabled by default.

Procedure

1. Enter Global Configuration mode:

enable

configure terminal
2. Enable the web server:

web-server enable

3. Disable the secure-only option (for HTTP access) :

no web-server secure-only

4. Enable the secure-only option (for HTTPs access) :

web-server secure-only

5. Enable read-only user:

web-server read-only-user enable

6. Display the web server status:

show web-server

Example

Switch:1 (config) #show web-server
Web Server Info

Status

Secure-only
TLS-minimum-version
RO Username Status
RO Username

RO Password

RWA Username

RWA Password
Def-display-rows
Inactivity timeout

Html help tftp source-dir :

HttpPort
HttpsPort
NumHits
NumAccessChecks
NumAccessBlocks
NumRxErrors

NumTxErrors
NumSetRequest

Minimum password length
Last Host Access Blocked

off
enabled
tlsvl2
disabled

. user

* Kk kK Kk kKK

admin

Kk Kk ok ok k kK
30

900 sec

80
443
0

o O O

o o O O
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In use certificate : Self signed
Certificate Truspoint CA Name :
Certificate with Subject Name : 823

Ciphers-Tls : TLS ECDHE RSA WITH AES 256 GCM SHA384

TLS ECDHE RSA WITH AES 128 GCM SHA256

TLS_ECDHE RSA WITH AES 256 CBC_SHA384
TLS ECDHE RSA WITH AES 128 CBC SHA256

TLS DHE RSA WITH AES 256 CBC SHA256
TLS_DHE RSA WITH AES 256 CBC_SHA

TLS DHE RSA WITH AES 128 CBC SHA256
TLS DHE RSA WITH AES 128 CBC SHA

TLS_RSA WITH AES_ 256 CBC_SHA256
TLS RSA WITH AES 256 CBC_ SHA

TLS RSA WITH AES 128 CBC SHA256
TLS_RSA WITH AES 128 CBC_SHA

Variable Definitions

Use the data in the following table to use the web-server command.

Variable Value

def-display-rows <10-100> Configures the number of rows each page
displays, between 10 and 100.

enable Enables the web interface. To disable the web
server, use the no form of this command:
no web-server [enable]

help-tftp <WORD/0-256> Configures the TFTP or FTP directory for Help
files, in one of the following formats: a.b.c.d:/|
peer:;/ [<dir>]. The path can use 0-256 characters.
The following example paths illustrate the correct

format:
« 192.0.2.1;/help
+ 192.0.2.1/
http-port <80-49151> Configures the web server HTTP port. The default
port is 80.
https-port <443-49151> Configure the web server HTTPS port. The default
port is 443,
inactivity-timeout<30-65535> Configures the web-server session inactivity
timeout. The default is 900 seconds (15 minutes).
password {ro | rwa} WORD<I-20> Configures the logon and password for the web
interface.
password min-passwd-len<l-32> Configures the minimum password length. By
default, the minimum password length is 8
characters.
read-only-user Enables read-only user for the web server.
Note:

read-only-user enable is available for
demonstration purposes on some products. For
more information, see VOSS Feature Support
Matrix.
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Variable Value

secure-only Enables secure-only access for the web server.

tls-min-ver<tlsvlO|tlsvil|tlsviz2> Configures the minimum version of the TLS

protocol supported by the web-server. You can
select among the following:

« tlsv10 - Configures the version to TLS 1.0.

Note:

tIsv10 is not supported in enhanced secure
mode.

+ tlsv1l - Configures the version to TLS 1.1.
+ tlsv12 - Configures the version to TLS 1.2

The default is tlsv12.

Using GREP CLI show command filters

Use the following GREP filters to output only the command lines specified by the filter.

Procedure

1.

Count the number of lines in the output:

<CLI command> | count

2. Display the output of a command starting from the first line that matches the given pattern:
<CLI command> | begin WORD<0-255> [field <number>] [ignore-case]
[header <number>]

3. Display only the output lines that match the given pattern:
<CLI command> | include <pattern> [field <number>] [ignore-case]
[header <number>]

4. Display only the output lines that do not match the given pattern:
<CLI command> | exclude <pattern> [field <number>] [ignore-case]
[header <number>]

5. Temporarily disable pagination for the output of a CLI command:
<CLI command> | no-more
There is no prompt to continue or to quit when the lines of output exceed the terminal length.

6. Limit the output of a command to the first few lines:
<CLI command> | head [<number>]

If a number is not specified, the first 10 lines display.

7. Limit the output of a command to the last few lines:
<CLI command> | tail [<number>] [from-line <number>] [header <number>]
If a number is not specified, the last 10 lines display.

Example

Switch:1>enable
Siwtch:1l#configure terminal

268 VOSS User Guide for version 8.1



Command Line Interface Using GREP CLI show command filters

Count the number of lines in the output:

Switchl:#show vlan basic | count
Count: 17 lines

Display only the output lines that match the given pattern:

Switch:1 (config) #show vlan basic | include byPort field 3 header 6

Vlan Basic

VLAN MSTP
ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
1 Default byPort 0 none N/A N/A 0
3 VLAN3 byPort 3 none N/A N/A 0
4 VLAN4 byPort 4 none N/A N/A 0
5 VLANS5 byPort 5 none N/A N/A 0
8 VLAN-8 byPort 8 none N/A N/A 0
9 VLAN-9 byPort 9 none N/A N/A 0
11 VLAN-11 byPort 11 none N/A N/A 0
12 VLAN-12 byPort 12 none N/A N/A 0
20 VLAN-20 byPort 0 none N/A N/A 0
Switch:1 (config) #show vlan basic | include private field 3 header 6
Vlan Basic
VLAN MSTP
ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
6 VLANG private 40 none N/A N/A 0
7 VLAN7 private 41 none N/A N/A 0
Display only the output lines that do not match the given pattern:
Switch:1 (config) #show vlan basic | exclude private field 3 header 6
Vlan Basic
VLAN MSTP
ID NAME TYPE INST _ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
1 Default byPort 0 none N/A N/A 0
3 VLAN3 byPort 3 none N/A N/A 0
4 VLAN4 byPort 4 none N/A N/A 0
5 VLANS byPort 5 none N/A N/A 0
8 VLAN-8 byPort 8 none N/A N/A 0
9 VLAN-9 byPort 9 none N/A N/A 0
11 VLAN-11 byPort 11 none N/A N/A 0
12 VLAN-12 byPort 12 none N/A N/A 0
20 VLAN-20 byPort 0 none N/A N/A 0
Switch:1 (config) #show vlan basic | exclude byPort field 3 header 6
Vlan Basic
VLAN MSTP
ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
6 VLANG private 40 none N/A N/A 0
7 VLAN7 private 41 none N/A N/A 0
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Display the output of a command starting from the first line that matches the given pattern:

Switch:1 (config) #show vlan basic | begin 8 header 6

Vlan Basic

VLAN MSTP
ID NAME TYPE INST _ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
8 VLAN-8 byPort 8 none N/A N/A 0
9 VLAN-9 byPort 9 none N/A N/A 0
11 VLAN-11 byPort 11 none N/A N/A 0
12 VLAN-12 byPort 12 none N/A N/A 0
20 VLAN-20 byPort 0 none N/A N/A 0
Display the entire output of the command:
Switch:1 (config) #show vlan basic | no-more
Vlan Basic
VLAN MSTP
ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
1 Default byPort 0 none N/A N/A 0
3 VLAN3 byPort 3 none N/A N/A 0
4 VLAN4 byPort 4 none N/A N/A 0
5 VLANS byPort 5 none N/A N/A 0
6 VLAN6 private 40 none N/A N/A 0
7 VLAN7 private 41 none N/A N/A 0
8 VLAN-8 byPort 8 none N/A N/A 0
9 VLAN-9 byPort 9 none N/A N/A 0
11 VLAN-11 byPort 11 none N/A N/A 0
12 VLAN-12 byPort 12 none N/A N/A 0
20 VLAN-20 byPort 0 none N/A N/A 0
Display only the first few lines of output:
Switch:1 (config) #show vlan basic | head 9
Vlan Basic
VLAN MSTP
ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
1 Default byPort 0 none N/A N/A 0
3 VLAN3 byPort 3 none N/A N/A 0
Display only the last few lines of output:
Switch:1 (config) #show vlan basic | tail 8 header 6
Vlan Basic
VLAN MSTP
ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
8 VLAN-8 byPort 8 none N/A N/A 0
VLAN-9 byPort 9 none N/A N/A 0
11 VLAN-11 byPort 11 none N/A N/A 0
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12 VLAN-12 byPort 12 none N/A N/A 0
20 VLAN-20 byPort 0 none N/A N/A 0

Switch:1 (config) #show vlan basic | tail from-line 15 header 6

Vlan Basic

VLAN MSTP

ID NAME TYPE INST_ID PROTOCOLID SUBNETADDR SUBNETMASK VRFID
9 VLAN-9 byPort 9 none N/A N/A 0

11 VLAN-11 byPort 11 none N/A N/A 0

12 VLAN-12 byPort 12 none N/A N/A 0

20 VLAN-20 byPort 0 none N/A N/A 0

Variable definitions

The GREP filters use the following parameters:

Parameter

Description

field<number>

Specifies the field in each line to match against the pattern. Fields are
separated by white spaces and are counted starting with 1 for the left-most
field.

If the output is formatted as a table, whitespaces are not counted as fields.

from-1ine <number>

Specifies the remaining output starting with a given line.

head<number>

Specifies the number of lines to keep from the beginning of the output.

header<number>

Specifies a number of lines from the start of the output to display
unchanged before trying to match the pattern. This parameter is useful to
keep the header of a table intact. This filter skips the header lines.

ignore-case

Specifies letters to match in the pattern regardless of case.

<number> Specifies the number of lines of output to keep, either from the beginning of
the output or from the end of the output.
<pattern> Specifies the regular expression to match against each line of output. Use

guotations if the parameter contains spaces.
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Enterprise Device Manager Fundamentals on page 272

EDM interface procedures on page 280
File Management in EDM on page 287

Table 31: Enterprise Device Manager product support

Feature Product Release introduced
Enterprise Device Manager 5420 Series VOSS 8.4
(EDM) 5520 Series VOSS 8.2.5
VSP 4450 Series VSP 4000 4.0
VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 4.2.1
VSP 7400 Series VOSS 8.0
VSP 8200 Series VSP 8200 4.0
VSP 8400 Series VOSS 4.2
VSP 8600 Series VSP 8600 4.5
XA1400 Series VOSS 8.0.50
Read-Only user for EDM 5420 Series VOSS 8.4
5520 Series VOSS 8.2.5
VSP 4450 Series VOSS 7.0
VSP 4900 Series VOSS 8.1
VSP 7200 Series VOSS 7.0
VSP 7400 Series VOSS 8.0
VSP 8200 Series VOSS 7.0
VSP 8400 Series VOSS 7.0
VSP 8600 Series VSP 8600 8.0 demo feature
XA1400 Series VOSS 8.0.50

Enterprise Device Manager Fundamentals

This section details Enterprise Device Manager (EDM).
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EDM is a web-based graphical user interface (GUI) you can use to configure a single switch. EDM runs
from the switch and you can access it from a web browser. You do not need to install additional client
software, and you can access it with all operating systems.

Supported Browsers
Use the following browser versions to access Enterprise Device Manager (EDM):
* Microsoft Edge 80+
* Mijcrosoft Internet Explorer 11+
* Mozilla Firefox 85+
* (Google Chrome 88+
* Safari14+

For optimal performance, use Mozilla Firefox or Google Chrome.

Enterprise Device Manager Access

To access EDM, open http://<deviceip>/login.html Or https://<deviceip>/
login.html from Microsoft Edge, Microsoft Internet Explorer, Google Chrome, or Mozilla Firefox.
Ensure you use a supported browser version.

' Important

You must enable the web server from CLI (see Configure the Web Server on page 265) to
enable HTTP access to the EDM. If you want HTTP access to the device, you must also
disable the web server secure-only option. The web server secure-only option, allowing for
HTTPS access to the device, is enabled by default. As a best practice, take the appropriate
security precautions within the network if you use HTTP

* EDM access is available to read-write users only

If you experience issues while connecting to the EDM, check the proxy settings. Proxy settings can
affect EDM connectivity to the switch. Clear the browser cache and do not use proxy when connecting
to the device.

Default User Name and Password for EDM

The following table contains the default user name and password that you can use to log on to the
switch using EDM. For more information about changing the passwords, see Security on page 3044.

Table 32: EDM default username and password

Username Password

admin password
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For information about creating CLI accounts for each user role on the switch, see Multiple CLI Users for
Each Role on page 3373.

» Important
The default passwords and community strings are documented and well known. Change the
default passwords and community strings immediately after you first log on. For more
information about changing user names and passwords, see Security on page 3044.

Device Physical View

After you access EDM, the system displays a real-time physical view of the front panel of the device.
From the front panel view, you can view fault, configuration, and performance information for the
device or a single port. You can open this tab by clicking the Device Physical View tab above the device
view.

You can use the device view to determine the operating status of the various ports in your hardware
configuration. You can also use the device view to perform management tasks on specific objects. In the
device view, you can select a port or the entire chassis. To select an object, click the object. EDM
outlines the selected object in yellow, indicating your selection.

The conventions on the device view are similar to the actual device appearance. The port LEDs and the
ports are color-coded to provide status. Green indicates the module or port is up and running, red
indicates the module or port is disabled, dark pink indicates a protocol is down, and amber indicates an
enabled port that is not connected to anything. For information about LED behavior, see your hardware
documentation.

EDM Window
The following list identifies the different sections of the EDM window:

¢ Navigation pane—Located on the left side of the window, the navigation pane displays all the
available command tabs in a tree format. A row of buttons at the top of the navigation pane
provides a quick method to perform common functions.

* Content pane—Located on the right side of the window, the content pane displays the tabs and
dialog boxes where you can view or configure parameters on the switch.

* Menu bar—Located at the top of the content pane, the menu bar shows the most recently accessed
primary tabs and their respective secondary tabs.

* Toolbar—Located just below the menu bar, the toolbar provides quick access to the most common
operational commands such as Apply, Refresh, and Help.

The following figure shows an example of the Device Physical View tab within the EDM window.

poc Note
E The system displays the Device Physical View tab on your hardware differently than the
following example.
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H 22 ue
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10 Security
QoS
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Figure 11: EDM window

Navigation Pane

You can use the navigation pane to see what commands are available and to quickly browse through
the command hierarchy. A row of buttons at the top of the navigation pane provides a quick method to
perform common functions.

Note

For module-based chassis, menu options related to a specific module are activated only after
you install and select the required module.

The following table describes the buttons that display at the top of the navigation pane.

Table 33: Navigation pane buttons

Button| Name Description

= Save Config Saves the running configuration.

e Refresh Status Refreshes the Device Physical View.

@ Edit Edits the selected item in the Device Physical View.

nal Graph Opens the graph options for the selected item in the Device Physical View.

@ Help Setup Guide| Opens instructions about how to install the Help files and configure EDM to
use the Help files.

Expand a folder by clicking it. Some folders have subfolders such as the Edit folder, which has the Port,
Diagnostics, and other subfolders.
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Within each folder and subfolder menu, there are numerous options, which provide access to tabs. To
open an option, select it. The selected tab dispalys in the menu bar and opens in the content pane. The
following table describes the main folders in the navigation pane.

Table 34: Navigation Pane Folders

Menu

Description

Device

Use the Device menu to refresh and update device

information or enable polling.

* Preference Setting — Enable polling or hot
swap detection. Configure the frequency to
poll the device.

* Refresh Status — Use this option to refresh the
device view.

* Rediscover Device — Use this to trigger a

rediscovery to update all of the device
information.

VRF Context view

Use the VRF Context view to switch to another
VRF context when you use the embedded EDM.
GlobalRouter is the default view at log in. You can
configure both Global Router (GRT) and Virtual
Routing and Forwarding (VRF) instances when
you launch a VRF context view. You can open only
five tabs for each EDM session.

Edit

Use the Edit menu to view and configure
parameters for the chassis hardware or for the
currently selected object. The selected object can
be one or more ports. You can also use the Edit
menu to perform the following tasks:

« check and configure ports, including the
internal Extreme Integrated Application
Hosting ports, on the device

* run diagnostic tests

* change the configuration of many features,
including but not limited to, the file system,
NTP, OVSDB, SMTP, Link-state tracking, service
delivery, Fabric Attach, VTEP, DvR,
Management Instance, Endpoint Tracking, and
SNMPv3 settings for the device

Graph

Use the Graph menu to view and configure EDM
statistics and to produce graphs of the chassis or
port statistics.

Power Management

Use the Power Management menu to view and
configure Energy Saver.

VLAN

Use the VLAN menu to view and configure VLANS,
spanning tree groups (STG), MultiLink Trunks/
LACP, SMLT, and SLPP.

1S-1S

Use the IS-IS menu to view and configure IS-1S,
Shortest Path Bridging MAC (SPBM), statistics, I-
SIDs, and Multi-area SPB.

VRF

Use the VRF menu to view and create VRFs.
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Table 34: Navigation Pane Folders (continued)

IP

Use the IP menu to view and configure IP routing
functions for the system, including the following:

+ |P-VPN

* |P-MVPN

« IP

« TCP/UDP

+ OSPF

« RIP

« VRRP

* RSMLT

« BGP

«  Multicast

+ MSDP

+ IGMP

« |IPFIX

« PIM

+ SPB-PIM-GW

*  DHCP Relay

+  DHCP Snooping
* ARP Inspection
+  Source Guard

+ UDP Forwarding
e IS-IS

« Policies

« BFD
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Table 34: Navigation Pane Folders (continued)

Menu Description

Security Use the Security menu to view and configure
access policies, ACL filters, certificates, and
features such as RADIUS, RADIUS CoA, SSH,
IPSec, TACACS+, and EAPoL.

QOS Use the QOS menu to view and configure
mapping tables, QoS port states, CoS Queue
Stats, and Queue Profiles.

Serviceability Use the Serviceability menu to enable, configure,
or view:

* RMON

* sFlow

* Application Telemetry

* SLA Monitor

+ RESTCONF

* Virtual services

+ ExtremeCloud 1Q Agent

Menu Bar
The menu bar is above the content pane and consists of two rows of tabs.

* The top row displays the tabs you can open through the navigation pane. The system displays these
primary tabs in the sequence in which you open them.

* After you click a primary tab, the secondary tabs associated with it display in the bottom row. Click a
secondary tab to display it in the content pane.

In both the top and bottom rows of the menu bar, if the number of tabs exceeds the viewable space, the
system displays left- and right-pointing arrows. Click an arrow to scroll to the required tab.

To reduce the number of tabs on the top row, you can click the X on the right corner of a tab to remove
it from the row. The following figure shows a sample menu bar.

% Device Physical View || =] Port 0 in Vlan_If IP ¥

IP Address || ARP DHCP Relay VRRP Router Discovery Reverse Path Checking
Figure 12: Menu bar

Toolbar

The toolbar buttons provide quick access to commonly used operational commands. The system
displays the buttons that vary depending on the tab you select. However, the Apply, Refresh, and Help
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buttons are on almost every screen. Other common buttons are Insert and Delete. The following list
detail the common toolbar buttons.

*  Apply—Use this button to execute all edits that you make.
* Refresh—Use this button to refresh all data on the screen.
* Help—Use this button to display online help that is context sensitive to the current dialog box.

* Insert—Use this button to display a secondary dialog box related to the selected tab. After you edit
the configurable parameters, click the Insert button in the dialog box. This causes a new entry to
display in the dialog box of the selected tab.

¢ Delete—Use this button to delete a selected entry.

The following figure shows a sample toolbar.

T v % Petesh | [ BxportDak

Figure 13: Toolbar

Content Pane

The content pane is the main area on the right side of the window that displays the configuration tabs
and dialog boxes. Use the content pane to view or configure parameters on the switch.

pos Note
E You can view valid ranges for all configurable parameters on EDM tabs.

The following figure is a sample that shows the content pane for the Port 1/3 General, Interface tab. If
you want to compare the information in two tabs, you can undock one, then open another tab. For
more information about undocking a tab, see Undocking and docking tabs on page 286.

% Device Physical View || f=] Port 1/3 General
Interface VRF VLAN Rate Limiting ICP Limit EAPOL LACP VLACP Limit Learning

‘,:% Refresh | &) Help
Index: 1/3

Name: |

Descr: Name

Type: rcl000BaseTX e
Mtu: 1950

PhysAddress: 84:83:71:31:ac:02

VendorDescr: N/A

Figure 14: Content pane

EDM user session extension

If the EDM user session remains unused for a duration of ten minutes, the system displays the following
message;

Your session will expire in about 5 minute(s). Would you like to extend
the session?
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If you do not respond, EDM automatically ends the session with the following message: Your

session has expired.

You can log on again if you want to continue to use EDM.

EDM interface procedures

This section contains procedures for starting and using Enterprise Device Manager (EDM). The software
is built-in to the switch, and you do not need to install additional software.

Connect to EDM

Before You Begin

* Ensure that the switch is running.

* Note the IP address of the switch.

* Ensure that you use a supported browser version.
* Ensure that you enable the web server using CLI.

About This Task

Perform this procedure to connect to EDM to configure and maintain your network through a graphical
user interface.

Procedure

1. In the address field, enter the IP address of the system using the following formats: https://
<IP_address> (default) or http://<IP_address>.

wd Note

E By default the web server is configured with the secure-only option, which requires you to
use HTTPS to access EDM. To access EDM using HTTP, you must disable the secure-only
option.

2. Inthe User Name field, type the user name.
The default is admin.

3. In the Password field, type a password.
The default is password.

4. Select Log On.

Configure the Web Management Interface

uid Note

E DEMO FEATURE - Read Only User for EDM is a demonstration feature on some products.
Demonstration features are provided for testing purposes. Demonstration features are for lab
use only and are not for use in a production environment. For more information, see VOSS
Feature Support Matrix.
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Before You Begin
* Enable the web server.
* For VSP 8600 Series, enable the web server RO user in CLI.

About This Task

Configure the web management interface to change the user names and passwords for management
access to the switch using a web browser.

HTTP, FTP, and TFTP server supports both IPv4 and IPv6 addresses, with no difference in functionality
or configuration.

You can also use the CLI interface for creating users.

Procedure

In the navigation pane, open the Configuration > Security > Control Path folders.
Select General.
Select the Web tab.

Complete the WebRWAUserName and WebRWAUserPassword fields to specify the user name and
password for access to the web interface.

N N

This user will have full permission.
5. To enable the RO user for the web server, select WebROEnable.

% Note
This step does not apply to VSP 8600 Series.

6. Complete the WebROUserName and WebROUserPassword fields to specify the user name and
password for access to the web interface.

This user will have read only permission.
7. Select Apply.

Web Field Descriptions
Use the data in the following table to use the Web tab.

Name Description

WebRWAUserName Specifies the RWA username from 1-20
characters. The default is admin.

WebRWAUserPassword Specifies the password from 1-32 characters. The
default is 12345678.

WebROEnable Enables the web server read-only (RO) user, which

is disabled by default after a software upgrade.
Note:

Exception: not supported on VSP 8600 Series.

WebEncryptionType Specifies the ciphers for preset version of TLS for
the web server.
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Name Description
WebCertSubjectName Specifies the digital certificate subject Name used
as identity certificate in the web server.
WebCertCAName Specifies the digital certificate CA trustpoint name
used for the certificate in the web server.
WebROUserName Specifies the RO username from 1-20 characters.
The default is user.
Note:
Product Notice: For VSP 8600 Series the web
server RO username must be enabled in CLI.
WebROUserPassword Specifies the password from 1-32 characters. The

default is password.

MinimumPasswordLength

Configures the minimum password length. By
default, the minimum password length is 8
characters.

HttpPort Specifies the HTTP port for web access. The
default value is 80.

HttpsPort Specifies the HTTPS port for web access. The
default value is 443.

SecureOnly Controls whether the secure-only option is

enabled. The default is enabled.

InactivityTimeout

Specifies the idle time (in seconds) to wait before
the EDM login session expires. The default value is
900 seconds (15 minutes).

TIsMinimumVersion

Configures the minimum version of the TLS
protocol supported by the web-server. You can
select from the following options:

« tlsvl0 - Configures the version to TLS 1.0.
+ tlsv1l - Configures the version to TLS 1.1.
+ tlsvl12 - Configures the version to TLS 1.2

The default is tlsv12.

InUseCertType
Note:

Exception: not supported on VSP 8600 Series.

Shows if the certificate is self-signed or user-
installed.

Note:

Product Notice: For VSP 8600 Series use the
show web-server command in CLI to view this
information.

HelpTftp/Ftp_SourceDir

Configures the TFTP or FTP directory for Help
files, in one of the following formats: a.b.c.d:/|
peer:/ [<dir>]. The path can use 0-256 characters.
The following example paths illustrate the correct
format:

+ 192.0.2.1:/Help
+ 192.0.2.1/
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Name Description

DefaultDisplayRows Configures the web server display row width
between 10-100. The default is 30.

LastChange Shows the last web-browser initiated
configuration change.

NumHits Shows the number of hits to the web server.

NumAccessChecks Shows the number of access checks performed by

the web server.

NumAccessBlocks

Shows the number of access attempts blocked by
the web server.

LastHostAccessBlockedAddressType

Shows the address type, either IPv4 or IPv6, of the
last host access blocked by the web server.

LastHostAccessBlockedAddress

Shows the IP address of the last host access
blocked by the web server.

NumRxErrors Shows the number of receive errors the web
server encounters.

NumTxErrors Shows the number of transmit errors the web
server encounters.

NumSetRequest Shows the number of set-requests sent to the web

server.

Using the chassis shortcut menu
About This Task

Perform the following procedure to display the chassis shortcut menu.

Procedure

1. In the Device Physical View, select the chassis.

2. Right-click the chassis.

Chassis shortcut menu field descriptions

Use the data in the following table to use the Chassis shortcut menu.

Name Description
Edit Edits chassis parameters.
Graph Graphs chassis statistics.

Refresh Status

Refreshes the status of the chassis and MDAs.

Refresh Port Tooltips

Refreshes the port tooltip data of the system. The
port tooltip data contains the following variables:
Slot/Port, PortName, and PortOperSpeed.
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Using the port shortcut menu

About This Task

Perform this procedure to display the port shortcut menu.

Procedure

1. In the Device Physical View, select a port.
2. Right-click the selected port.

Port shortcut menu field descriptions

Use the data in the following table to use the port shortcut menu.

Name Description

Edit General Configures the general options for the port.
Edit IP Configures the IP options for the port.

Edit IPv6 Configures the IPv6 options for the port.

Channelization Enable

Enables channelization for the port.

Channelization Disable

Disables channelization for the port.

Graph Displays the statistics for the port.
Enable Enables the port.
Disable Disables the port.

Using a table-based tab
About This Task

Change an existing configuration using a table-based tab. You cannot edit grey-shaded fields in the
table. The following procedure is an illustration on how to use a table-based tab.

poc Note
E You can expand the appropriate folders for any feature you configure and select a table-

based tab.

Procedure

1. In the Device Physical View, select multiple ports.

2. Inthe navigation pane, expand the Configuration > Edit > Port > General folders.

3. Click the VLAN tab.

The system displays a table-based tab with the VLAN information.

4. Select a table-based tab.

5. Double-click a white-shaded field to edit the value.
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6. Click the arrow in the list field to view the options, and then select the appropriate value.
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8. Click Apply to save the configuration changes.

Monitor Multiple Ports and Configuration Support
About This Task
You can monitor or apply the same configuration changes to more than one port by using the multiple

port selection function. You can use the standard menu or the shortcut menu to edit the configuration
settings for multiple ports.

o
‘Ut Aselected port shows a yellow outline around the port.

Procedure

1. Click the Device Physical View tab.
2. To select multiple ports, press the Control key, and then click the required ports.

pas Note
E When you use the Enterprise Device Manager (EDM) embedded in the software, you can
select a maximum of 24 ports.

No port limitation exists for COM users.
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Open Folders and Tabs
About This Task

Perform this procedure to navigate in EDM.

Procedure

1. In the navigation pane, expand the Configuration folder.

2. Click a subfolder to expand the subfolder and see the list of menu options, for example, the VLAN
folder.

3. Ina folder or subfolder menu, click an option to open the related tabs.

Undocking and docking tabs
About This Task

Perform this procedure to undock a tab. You can undock tabs to have more than one tab visible at a
time.

Procedure

1. In the navigation pane, click a tab.
2. Inthe menu bar, click and drag a tab to undock it.
3. Inthe top right corner of the tab, click pages to dock the tab.

Example of undocking and docking tabs

Procedure

Click the Device Physical View tab.
In the Device Physical View, select a port. In this example, right-click port 3.
In the Port shortcut menu, click Edit General.

Click and drag the Port 1/3 General tab wherever you want on the screen as shown in the following
figure.

N

B Device Phiyskal View

Type: roGbacCy

Mbu: 1950
Pirysiddress: ed:5d:52:Te:64:00
VandorDescr:
DepleyFomat: 113

AdminStatus: @ up dewm 1.esmn|

5. To reposition the tab anywhere on the screen, click and drag the title bar.
6. To manipulate the tab, click on the buttons in the top-right of the dialog box.

IS
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7. Click the up arrowhead to minimize the tab as shown in the following figure.

P Device Prysial View

8. Click the down arrowhead to restore the tab to its original size.
9. Click the pages to dock the tab back into the menu bar.
10. Click the X to close the tab.

Installing EDM help files

While the EDM GUI is bundled with the switch software, the associated EDM help files are not. To access
the help files from the EDM GUI, you must install the EDM help files on a TFTP or FTP server in your
network.

Use the following procedure to install the EDM help files ona TFTP or FTP server, and configure EDM to
use the help files

Before You Begin

If you use an FTP server to store the help files, ensure that you configure the switch with the host user
name and password.

Procedure

1. Download the EDM help file.
2. Ona TFTP or FTP server reachable from the switch, create a directory called Help.

L.

- Tip

’Q‘ You can name the directory anything that will help you remember its purpose.
Unzip the EDM help zip file into the directory created in the preceding step.

In the EDM navigation pane, expand the Configuration > Security > Control Path folders.
Click General.

Click Web.

In the HelpTftp/Ftp_SourceDir field, enter the IP address of the file server and the path to the help
files, for example, 192.0.2.15;/home/Help/.

N o U a W

File Management in EDM

This setion contains procedures for managing files with Enterprise Device Manager (EDM).
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Use the File System tab to perform the following tasks:

* Copy afile.

* (Check the amount of memory used and the number of files stored in the internal flash memory.
¢ Verify the name, size, and storage date of each file present in the internal flash memory.

* Display USB file information.

Copy a File
About This Task

Copy files on the internal flash.

Procedure

In the navigation pane, expand Configuration > Edit.
Select File System.

Select the Copy File tab.

Edit the fields as required.

Select Apply.

N N

Copy File Field Descriptions
Use the data in the following table to use the Copy File tab.

Name Description

Source Identifies the device and file name to copy. You must specify the full
path and filename, for example, <deviceip-ftp server>:/
<filename>
Note:

For certain switches in enhanced secure mode, sensitive files and paths
are protected.

Destination |dentifies the location to which to copy the source file with the
filename, for example, /intflash/<filename>.

Note:

For certain switches in enhanced secure mode, sensitive files and paths
are protected.
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Name Description

Action Starts or stops the copy process.

Result Specifies the result of the copy process:
* none

* inProgress

* success

« fail

* invalidSource

* invalidDestination

* outOfMemory

* outOfSpace

« fileNotFound

Display Storage Use
About This Task

Display the amount of memory used, memory available, and the number of files for internal flash
memory.

uid Note
E 5420 Series supports 512 MB of flash memory but only 390 MB is available for use.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Click File System.
3. Click the Storage usage tab

Storage Usage ie/d Descriptions

Use the data in the following table to use the Storage Usage tab.

Name Description

IntflashBytesUsed Specifies the number of bytes used in internal flash memory.

IntflashBytesFree Specifies the number of bytes available for use in internal flash
memory.

IntflashNumFiles Specifies the number of files in internal flash memory.

UsbBytesUsed Specifies the number of bytes used in USB device.

UsbBytesFree Specifies the number of bytes available for use in USB device.

UsbNumFiles Specifies the number of files in USB device.

VOSS User Guide for version 8.1 289



Display Internal Flash File Information Enterprise Device Manager

Display Internal Flash File Information
About This Task

Display information about the files in internal flash memory on this device.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Click File System.
3. Click the Flash Files tab.

Flash Files field descriptions

Use the data in the following table to use the Flash Files tab.

Name Description

Slot Specifies the slot number.

Name Specifies the directory name of the file.

Date Specifies the creation or modification date of the file.
Size Specifies the size of the file.

Display USB File Information
About This Task

Display information about the files on a USB device to view general file information.

Procedure

1. In the navigation pane, expand Configuration > Edit.
2. Click File System.
3. Click the USB Files tab.

USB Filles field descriptions
Use the data in the following table to use the USB Files tab.

Name Description

Slot Specifies the slot number of the device.

Name Specifies the directory name of the file.

Date Specifies the creation or modification date of the file.
Size Specifies the size of the file.
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Image Upgrades on page 291

Image Naming Conventions on page 292

Interfaces on page 293

File Storage Options on page 293

Boot Loader Image on Universal Hardware on page 293
Before You Upgrade on page 294

Saving the Configuration on page 296

Upgrade the Software on page 297

Verifying the upgrade on page 301

Committing an upgrade on page 301

Downgrade the Software on page 302

Remove a Software Build on page 304

Update the Complex Programmable Logic Device (CPLD) Image on page 304
Upgrade the Boot Loader Image on page 307

This section details what you must know to manage the software image on the switch.

Image Upgrades

Install new software upgrades to add functionality to the switch. Major and minor upgrades are released
depending on how many features the upgrade adds or modifies.

Upgrade time requirements

Image upgrades take less than 30 minutes to complete. The switch continues to operate during the
image download process. A service interruption occurs during the installation and subsequent reset of
the device. The system returns to an operational state after a successful installation of the new software
and device reset.

Before you upgrade the software image

Before you upgrade the switch, ensure that you read the entire upgrading procedure.

You must keep a copy of the previous configuration file (config.cfg), in case you need to return to the
previous version. The upgrade process automatically converts, but does not save, the existing
configuration file to a format that is compatible with the new software release. The new configuration
file may not be backward compatible.
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Image Naming Conventions

The switch software use a standardized dot notation format.

Software Images

Software image names use one of the following number formats to identify release and maintenance
values:

Product Name.Major Release.Minor Release.Maintenance Release.Maintenance
Release Update.tgz

Product Name.Major Release.Minor Release.Maintenance Release.Maintenance
Release Update.voss

For example, the image file name VOSS4K.4.2.1.0.tgz denotes a software image for the VSP 4450
Series product with a major release version of 4, a minor release version of 2, a maintenance release
version of Tand a maintenance release update version of O. Similarly, the image file name
VSP4K.3.0.1.0.tgz denotes a software image for the VSP 4450 Series product with a major
release version of 3, a minor release version of O, a maintenance release version of 1and a maintenance
release update version of 0. TGZ is the file extension.

e Note
E Product Notice: Image files for 5520 Series and 5420 Series use a . voss extension rather
than a . tgz extension.

Firmware Update And Verification With Digital Signed Certificate

VOSS software images are cryptographic signed. Code signing is the process of digitally signing
executables and scripts to confirm the software author and guarantee that the code has not been
altered or corrupted since it was signed. This process employs the use of a cryptographic hash to
validate authenticity and integrity.

The show software command displays information about the software image:

Switch:1l#show software

software releases in /intflash/release/

4900_mux_64 (Backup Release) (Signed Release)
V0SS4900.8.5.0.0int020 (Primary Release) (Signed Release)
Operational Considerations

The following section describes operational considerations:

* You not required to provide additional input.

*  You can use unsigned images; however, this is not recommended. To use an unsigned image,
downgrade to a pre-VOSS 8.5 software image then load a debug image.
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*  You cannot enter Enhanced Secure Mode with an unsigned image. Enhanced Secure Mode requires
a signed image.

Interfaces

You can apply upgrades to the switch using the Command Line Interface (CLI).

For more information about CLI, see Command Line Interface on page 251.

File Storage Options

This section details what you must know about the internal boot and system flash memory and
Universal Serial Bus (USB) mass-storage device, which you can use to store the files that start and
operate the switch.

The switch file system uses long file names.

Internal flash

The switch has two internal flash memory devices: the boot flash memory and the system flash
memory. The system flash memory size is 2 gigabytes (GB).

Boot flash memory is split into two banks that each contain a different copy of the boot image files.
Only the Image Management feature can make changes to the boot flash.

The system flash memory stores configuration files, runtime images, the system log, and other files. You
can access files on the internal flash through the /intflash/ folder.

USB device

The switch can use a USB device for additional storage or configuration files, release images, and other
files. The USB device provides a convenient, removable mechanical to copy files between a computer
and a switch, or between switches. In cases where network connectivity has not yet been established,
or network file transfer is not feasible, you can use a USB device to upgrade the configuration and
image files on the switch.

File Transfer Protocol

You can use File Transfer Protocol (FTP) to load the software directly to the switch, or to download the
software to the internal flash memory or to an installed USB device.

The switch can act as an FTP server or client. If you enable the FTP daemon (ftpd), you can use a
standards-based FTP client to connect to the switch by using the CLI log on parameters. Copy the files
from the client to either the internal flash memory or USB device.

Boot Loader Image on Universal Hardware

On universal hardware products, new VOSS software activations automatically detect the uboot image,
check if it is valid, and then compare the version of the uboot image with the version currently on the
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system. If the system started with the default uboot image, indicated by Boot Version Usedinthe
show sys-info uboot command output, and the uboot image in the activated software release is
newer, image synchronization performs a default uboot upgrade. After the default uboot upgrade is
complete, the show sys-info uboot command output displays the uboot version from the system
boot time, so it still shows the previous version, but it also indicates that the default uboot was
upgraded and that a system reboot is required.

After you reboot the system for a default uboot upgrade, if a temporary default uboot upgrade file is
present on the system, if the system started with the default uboot image, and if the default and
alternate uboot versions are not the same, the alternate uboot is upgraded. You must restart the system
for the alternate uboot upgrade to take effect.

Before You Upgrade

This section provides important feature impacts you need to understand before you upgrade the switch
software.

Pre-upgrade Instructions for I1S-1S Metric Type

The command used to redistribute routes into IS-IS supports a parameter called metric-type, which
can take one of two values: internal or external. In releases that do not support the external
metric type, the routes are always advertised into IS-IS as internal, irrespective of whether you configure
the metric-type to internal or external. The saved configuration itself correctly shows the value that you
selected.

If the configuration file has redistribution commands that set the metric-type to external, after you
upgrade to a release that supports the external metric type, the routes will be advertised into IS-IS as
external routes. This constitutes a change in how the routes are advertised into IS-IS after the upgrade
as compared to before the upgrade. This configuration can cause unintended traffic issues if the other
switches in the network are not yet upgraded to a release that recognizes external routes in IS-IS.

To know which release supports the external metric type on your platform, see VSP 8600 Release Notes
for interoperability considerations.

To avoid unintentionally impacting traffic immediately following an upgrade, as a best practice, check
the existing IS-IS redistribution configuration of a switch to determine if the metric-type is set to
external in the redistribution commands. If metric-type external is not used in the redistribution, the
switch can be upgraded using the normal upgrade procedures. If the metric-type external is used with
any redistribution command, change it to internal, and then save the configuration. After this the switch
can be upgraded using the normal upgrade procedures.

Commands to check metric-type in redistribution configuration.

Switch:1(config-isis) #show ip isis redistribute [vrf WORD<1-16>]

ISIS Redistribute List - GlobalRouter

SOURCE MET MTYPE SUBNET ENABLE LEVEL RPOLICY
RIP 0 internal allow TRUE 11
OSPF 0 external allow TRUE 11
LOC 0 external allow TRUE 11
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Commands to change metric-type to internal for GRT:
router isis

isis redistribute <protocol> metric-type internal
save config

The protocol above could be one of the following: direct, ospf, static, rip or bgp.

Commands to change metric-type to internal for VRF.

router vrf WORD<1-16>
isis redistribute <protocol> metric-type internal
save config

The protocol above could be one of the following: direct, ospf, static, rip or bgp.

VLAN and MLT Upgrade Considerations

VLAN or MLT Name Uses all Numbers

Representational State Transfer Configuration Protocol (RESTCONF) does not allow VLAN or MLT
names that contain all numbers. Beginning with VOSS 8.0, the VLAN or MLT name cannot use all
numbers. If, in a release prior to 8.0, you configured a name that was all numbers, see the following
table to understand the impact of upgrading to a newer release.

Table 35: Upgrade impact on interface names with all numbers

Target upgrade release Impact after upgrade

VOSS 8.0.5., 8.0.6.x, or 8.0.7.x The system prepends VLAN- or MLT-, and
appends -01, to the name during the upgrade. For
example, the VLAN name 222 becomes
VLAN-222-01.

VOSS 8.0.8 and later If you plan to enable RESTCONF, you must check
interface names for invalid special characters or
conflicts, and make necessary modifications
manually. For information about how to check
interface names, see the RESTCONF content in
Representational State Transfer Configuration
Protocol (RESTCONF) on page 2818.

VOSS 8.10r 81.1.x The system prepends VLAN- or MLT-, and
appends -01, to the name during the upgrade. For
example, the VLAN name 222 becomes
VLAN-222-01.

VOSS 8.1.2 and later If you plan to enable RESTCONF, you must check
interface names for invalid special characters or
conflicts, and make necessary modifications
manually. For information about how to check
interface names, see the RESTCONF content in
Representation