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Preface

This section discusses the conventions used in this guide, ways to provide feedback, additional help, and
other Extreme Networks® publications.

Text Conventions

The following tables list text conventions that are used throughout this guide.

Table 1: Notice Icons

Icon Notice Type Alerts you to...

: General Notice  Helpful tips and notices for using the product.
I: =

‘ Note Important features or instructions.

|
===

i'i Caution Risk of personal injury, system damage, or loss of data.

iﬁj Warning Risk of severe personal injury.
New! New Content Displayed next to new content. This is searchable text within the PDF.

Table 2: Text Conventions

Convention

Description

Screen displays

This typeface indicates command syntax, or represents information as it appears on the
screen.

The words enter and
type

When you see the word “enter” in this guide, you must type something, and then press
the Return or Enter key. Do not press the Return or Enter key when an instruction
simply says “type.”

[Key] names

Key names are written with brackets, such as [Return] or [Esc]. If you must press two
or more keys simultaneously, the key names are linked with a plus sign (+). Example:
Press [CtrI]+[Alt]+[Del]

Words in italicized type

ltalics emphasize a point or denote new terms at the place where they are defined in
the text. Italics are also used when referring to publication titles.

Platform-Dependent Conventions

Unless otherwise noted, all information applies to all platforms supported by ExtremeXOS software,

which are the following:

e ExtremeSwitching” switches

e Summit” switches
e SummitStack™

Wireless Controller and Service Platform for version 5.9.4 / 6



Preface

When a feature or feature implementation applies to specific platforms, the specific platform is noted in
the heading for the section describing that implementation in the ExtremeXOS command
documentation (see the Extreme Documentation page at www.extremenetworks.com/
documentation/). In many cases, although the command is available on all platforms, each platform
uses specific keywords. These keywords specific to each platform are shown in the Syntax Description
and discussed in the Usage Guidelines sections.

Providing Feedback to Us

Quality is our first concern at Extreme Networks, and we have made every effort to ensure the accuracy
and completeness of this document. We are always striving to improve our documentation and help
you work better, so we want to hear from you! We welcome all feedback but especially want to know
about:

e Content errors or confusing or conflicting information.

¢ |deas for improvements to our documentation so you can find the information you need faster.
e Broken links or usability issues.

If you would like to provide feedback to the Extreme Networks Information Development team, you can
do so in two ways:

e Use our short online feedback form at https://www.extremenetworks.com/documentation-
feedback/.

e Email us at documentation@extremenetworks.com.

Please provide the publication title, part number, and as much detail as possible, including the topic
heading and page number if applicable, as well as your suggestions for improvement.

Getting Help

If you require assistance, contact Extreme Networks using one of the following methods:

Extreme Search the GTAC (Global Technical Assistance Center) knowledge base, manage support cases
Portal and service contracts, download software, and obtain product licensing, training, and
certifications.

The Hub A forum for Extreme Networks customers to connect with one another, answer questions, and
share ideas and feedback. This community is monitored by Extreme Networks employees, but is
not intended to replace specific guidance from GTAC.

Call GTAC For immediate support: 1-800-998-2408 (toll-free in U.S. and Canada) or +1 408-579-2826. For
the support phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:

* Your Extreme Networks service contract number and/or serial numbers for all involved Extreme
Networks products

e A description of the failure
e A description of any action(s) already taken to resolve the problem

e A description of your network environment (such as layout, cable type, other relevant environmental
information)

e Network load at the time of trouble (if known)

Wireless Controller and Service Platform for version 5.9.4 / 7
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e The device history (for example, if you have returned the device before, or if this is a recurring
problem)
e Any related RMA (Return Material Authorization) numbers

Subscribing to Service Notifications
You can subscribe to email notifications for product and software release announcements, Vulnerability

Notices, and Service Notifications.

1 Go to www.extremenetworks.com/support/service-notification-form.
Complete the form with your information (all fields are required).
Select the products for which you would like to receive notifications.

Note
L‘ You can modify your product selections or unsubscribe at any time.

4 Click Submit.

Documentation and Training

To find Extreme Networks product guides, visit our documentation pages at:

Current Product Documentation www.extremenetworks.com/documentation/

Archived Documentation (for earlier www.extremenetworks.com/support/documentation-archives/
versions and legacy products)

Release Notes www.extremenetworks.com/support/release-notes
Hardware/Software Compatibility Matrices https://www.extremenetworks.com/support/compatibility-matrices/

White papers, data sheets, case studies, https://www.extremenetworks.com/resources/
and other product resources

Training

Extreme Networks offers product training courses, both online and in person, as well as specialized
certifications. For more information, visit www.extremenetworks.com/education/.

Wireless Controller and Service Platform for version 5.9.4 / 8
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1 About this Guide

This manual supports the following access point, controller and service platform models:
¢ Wireless Controllers - RFS 4000
e Service Platforms - NX 5500, NX75XX, NX 9500, NX 9510, NX 9600, NX 9610 and vVX 9000

* Access Points - AP 6522, AP 6562, AP 7502, AP-7522, AP 7532, AP 7562, AP 7602, AP-7612, AP
7622, AP7632, AP7662, AP-8163, AP-8432 and AP-8533.

Note

e In this document,
e NX 9500 and NX 9510 are collectively referred to as NX 95XX.

e NX 9600 and NX 9610 are collectively referred to as NX 96XX.

Notational Conventions

The following notational conventions are used in this document:

e [talics are used to highlight specific items in the general text, and to identify chapters and sections in
this and related documents

e Bullets () indicate:
* lists of alternatives
» lists of required steps that are not necessarily sequential
* action items

e Sequential lists (those describing step-by-step procedures) appear as numbered lists

Wireless Controller and Service Platform for version 5.9.4 / 9



2 Overview

About the WIiING Software

Extreme Networks” WING 5 operating system is the next generation in the evolution of WLAN
architectures. This OS is designed to scale efficiently from the smallest networks to large, geographically
dispersed deployments. The co-operative, distributed control plane innovation in the WiNG 5
architecture offers a software-defined networking (SDN)-ready operating system that can distribute
controller functionality to every access point in your network. Now, every access point is network aware,
providing the intelligence required to truly unleash optimal performance, all wireless LAN infrastructure
can work together to ensure every transmission is routed through the most efficient path, every time.

WING 5 brings you the resiliency of a standalone access point network without the vulnerability of a
centralized controller, with advancements that take performance, reliability, security, scalability and
manageability to a new level. The result? Maximum network uptime and security with minimal
management. And true seamless and dependable mobility for your users.

WING 5 advances the following technology:

Comprehensive Wi-Fi support - WiNG supports all Wi-Fi protocols, including 802.11a/b/g/n/ac, allowing
you to create a cost-effective migration plan based on the needs of your business.

Extraordinary scalability - With WING, you can build any size network, from a small WLAN network in a
single location to a large multi-site network that reaches all around the globe.

Extraordinary flexibility - No matter what type of infrastructure you deploy, WiNG 5 delivers intelligence
to all: standalone independent access points or adaptive access points that can be adopted by a
controller but can switch to independent mode; virtual controllers; physical controllers in branch offices,
the network operating center (NOC) or the cloud.

Distributed intelligence - WiNG distributes intelligence right to the network edge, empowering every
controller and access point with the intelligence needed to be network-aware, able to identify and
dynamically route traffic over the most efficient path available at that time.

Extraordinary network flexibility and site survivability - WiNG provides the best of both worlds: true
hierarchical management that delivers a new level of management simplicity and resiliency by enabling
controllers to adopt and manage other controllers and access points, while allowing adopted
infrastructure to also stand on its own.

Gap-free security - When it comes to security, there can be no compromises. WiNG’s comprehensive
security capabilities keep your network and your data safe, ensuring compliance with PCl, HIPAA and
other government and industry security regulations.

Wireless Controller and Service Platform for version 5.9.4 / 10
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Connectivity for large indoor and outdoor spaces - In addition to enabling a robust indoor WLAN, our
patented MeshConnex™ technology enables the extension of Wi-Fi networks to the largest of outdoor
spaces from an expansive outdoor campus environment to an entire city.

Powerful centralized management - With WiNG you get complete control over every aspect of your
WLAN. This single powerful windowpane enables zero touch infrastructure deployment, rich analytics
that can help you recognize and correct brewing issues before they impact service quality and user
connectivity, along with centralized and remote troubleshooting and issue resolution of the entire
network.

Application visibility and control -

With WING you get visibility & control over layer-7 applications with an embedded DPI (Deep Packet
Inspection) engine that inspects every flow of every user at the access point. The embedded DPI engine
in the WING OS is capable of detecting and identifying thousands of applications real time. You can
configure your access points to report this real-time, network statistics to the Extreme NSight (a
separate target starting with WiNG 5.9.3). Network administrators can get in-depth insight into every
dimension of the network including layer-7 application visibility, client devices, device & OS types and
users. Administrators can discern, at a glance, the top applications by usage or by count at every level of
the network from site level to access points and clients. In addition to detection, firewall and QOS
policies can leverage the application context to enforce policies.

Distributed Intelligence

WING 5 enables all WLAN infrastructure with the intelligence required to work together to determine
the most efficient path for every transmission. The need to route all traffic through a controller is
eliminated, along with the resulting congestion and latency, resulting in higher throughput and superior
network performance. Since all features are available at the access layer, they remain available even
when the controller is offline, for example, due to a WAN outage, ensuring site survivability and
extraordinary network resilience. In addition, you get unprecedented scalability, large networks can
support as many as 10,000 nodes without impacting throughput or manageability, providing
unprecedented scalability.

High Availability Networks

WING 5 enables the creation of highly reliable networks, with several levels of redundancy and failover
mechanisms to ensure continuous network service in case of outages. APs in remote sites coordinate
with each other to provide optimized routing and self-healing, delivering a superior quality of
experience for business critical applications. Even when WING 5 site survivable APs lose communication
with the controller, they continue to function, able to bridge traffic while still enforcing QoS and security
policies, including stateful inspection of Layer2 (locally bridged) or Layer 3 traffic.

Gap-free Security

When it comes to wireless security, one size does not fit all. A variety of solutions are required to meet
the varying needs and demands of different types of organizations. Regardless of the size of your

WLAN or your security requirements, our tiered approach to security allows you to deploy the features
you need to achieve the right level of security for your networks and your data. And where a hub-and-

Wireless Controller and Service Platform for version 5.9.4 / n
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spoke architecture can’t stop threats until they reach the controller inside your network, WiNG 5
distributes security features to every access point, including those at the very edge of your network,
creating an around-the-clock constant network perimeter guard that prevents threats from entering
your network for unprecedented gap free security.

Outdoor Wireless and Mesh Networking

When you need to extend your wireless LAN to outdoor spaces, our patented MeshConnex technology
combines with comprehensive mesh networking features to enable you to create secure, high
performance, flexible and scalable mesh networks. With our mesh technology, you can cover virtually
any area without installing cabling, enabling the creation of cost-effective outdoor wireless networks
that provide coverage to enterprise workers in vast campus-style environments as well as public safety
personnel in patrol cars.

Network Services, Routing and Switches

WING 5 integrates network services like built-in DHCP server, AAA server and routing protocols like
policy based routing and OSPF, Layer 2 protocols like MSTP and Link Aggregation. Integration of
services and routing/ switching protocols eliminates the need for additional servers or other networking
gear in small offices thereby reducing Total Cost of Ownership (TCO). In large networks, where such
services are deployed on a dedicated server/ router at the NOC, this provides a backup solution for
remote sites when the WAN link to the NOC is temporarily lost. Integrating also provides the added
benefit of coordination across these services on failover from primary to standby, assisting a more
meaningful behavior, rather than when each fails over independently of the other for the same root
cause.

Management, Deployment and Troubleshooting

WING’s comprehensive end-to-end management capabilities cover deployment through day-to-day
management. You get true zero-touch deployment for access points located anywhere in the world, the
simplicity of a single window into the entire network, plus the ability to remotely troubleshoot and
resolve issues. And since our management technology is manufacturer-agnostic, you can manage your
Extreme Networks WLAN infrastructure as well as any legacy equipment from other manufacturers,
allowing you to take advantage of our advanced WLAN infrastructure without requiring a costly rip and
replace of your existing WLAN.

Wireless Controller and Service Platform for version 5.9.4 / 12



3 Web Ul Features

The WING software contains a Web Ul allowing network administrators to manage and view access
point, controller and service platform settings, configuration data and status. This Graphical User
Interface (GUI) allows full control of all administration features.

Access points, controllers and service platforms also share a Command Line Interface (CLI) for
managing and viewing settings, configuration and status. For more information on the command line
interface and a full list of available commands, refer to the Wireless Services CLI Reference Guide
available at www.extremenetworks.com/support.

For information on how to access and use the Web Ul, see:
e Accessing the Web Ul on page 13.
e Glossary of [cons Used on page 14.

Accessing the Web Ul

Access points, controllers and service platforms use a GUI that can be accessed using any supported
Web browser on a client connected to the subnet the Web Ul is configured on.

Browser and System Requirements

To access the GUI, a browser supporting Flash Player 11is recommended. The system accessing the GUI
should have a minimum of 1 GB of RAM for the Ul to display and function properly, with the exception of
NX service platforms, which require 4 GB of RAM. The Web Ul is based on Flex, and does not use Java
as the underlying Ul framework. A resolution of 1280 x 1024 pixels for the GUI is recommended.

The following browsers are required to access the WING Web Ul:
e Firefox 3.5 or higher

e Internet Explorer 7 or higher

e Google Chrome 2.0 or higher

e Safari 3 and higher

e QOpera 9.5 and higher

Note
6 Throughout the Web Ul, leading and trailing spaces are not allowed in any text fields. In
addition, the “?” character is also not supported in text fields.

Wireless Controller and Service Platform for version 5.9.4 / 13
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Web Ul Features

Connecting to Web Ul

Follow the steps below to connect to an access point’s (AP's), wireless controller or service platform’s
Web Ul for the first time:

1

Connect one end of an Ethernet cable to a LAN port on the front of the controller or service
platform and connect the other end to a computer with a working Web browser.

Set the computer to use an IP address between 192.168.0.10 and 192.168.0.250 on the connected
port. Set a subnet/network mask of 255.255.255.0.

Once the computer has an IP address, point the browser to: https://192.168.0.1/ and the following
login screen will display.

The Web Ul login dialog displays:

Usarnams

B 2004.20 19 Symbol Technologles, Inc. AN nghis messrved.

Figure 1: Web Ul Login Screen

Enter the default username admin in the Username field.
Enter the default password admin123 in the Password field.

When logging in for the first time, you will be prompted to change the password to enhance device
security. Set the new password and use it for subsequent logins.

Click the Login button to load the device's (access point, wireless controller or service platform)
management interface.

Glossary of Icons Used

The Ul uses a number of icons used to interact with the system, gather information, and obtain status
for the entities managed by the system. This chapter is a compendium of the icons used. This chapter is
organized as follows:

Global Icons

Dialog Box Icons

Table Icons

Status Icons

Configurable Objects
Configuration Objects
Configuration Operation Icons
Access Type Icons

Wireless Controller and Service Platform for version 5.9.4 / 14



Web Ul Features

¢ Administrative Role Icons
¢ Device Icons

Global Icons

This section lists global icons available throughout the interface.

Logout - Select this icon to log out of the system. This icon is always available and is located at the top
right corner of the Ul.

+

Add - Select this icon to add a row in a table. When selected, a new row is created in the table or a
dialog box displays where you can enter values for a particular list.

Delete - Select this icon to remove a row from a table. When selected, the selected row is deleted.

More Information - Select this icon to display a pop up with supplementary information that may be
available for an item.

Trash - Select this icon to remove a row from a table. When selected, the row is immediately deleted.

| El| @

Create new policy - Select this icon to create a new policy. Policies define different configuration
parameters that can be applied to individual device configurations, profiles and RF Domains.

Bk

Edit policy - Select this icon to edit an existing configuration item or policy. To edit a policy, select a
policy and this icon.

Dialog Box Icons

These icons indicate the current state of various controls in a dialog. These icons enables you to gather
the status of all the controls in a dialog. The absence of any of these icons next to a control indicates the
value in that control has not been modified from its last saved configuration.

4

Entry Updated - Indicates a value has been modified from its last saved configuration.

Entry Update - States that an override has been applied to a device profile configuration.

Mandatory Field - Indicates this control value is a mandatory configuration item. You are not allowed to
proceed further without providing all mandatory values in this dialog.

Error in Entry - Indicates there is an error in a supplied value. A small red popup provides a likely cause
of the error.

Table Icons

The following two override icons are status indicators for transactions:

=

Table Row Overridden - Indicates a change (profile configuration override) has been made to a table
row and the change will not be implemented until saved. This icon represents a change from this
device’s profile assigned configuration.

Table Row Added - Indicates a new row has been added to a table and the change is not implemented
until saved. This icon represents a change from this device’s profile assigned configuration.
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Web Ul Features

Status Icons

These icons indicate device status, operations, or any other action that requires a status returned to the

user.

Fatal Error - States there is an error causing a managed device to stop functioning.

]

Error - Indicates an error exits requiring intervention. An action has failed, but the error is not system
wide.

Warning - States a particular action has completed, but errors were detected that did not prevent the
process from completing. Intervention might still be required to resolve subsequent warnings.

Success - Indicates everything is well within the network or a process has completed successfully
without error.

v
+

Information - This icon always precedes information displayed to the user. This may either be a message
displaying progress for a particular process, or just be a message from the system.

Configurable Object Icons

These icons represent configurable items within the Ul.

A

Device Configuration - Represents a configuration file supporting a device category (access point,
wireless controller etc.).

F

==

Auto Provisioning Policy - Represents a provisioning policy. Provisioning policies are a set of
configuration parameters that define how access points and wireless clients are adopted and their
management configuration supplied.

Critical Resource Policy - States a critical resource policy has been applied. Critical resources are
resources whose availability is essential to the network. If any of these resources is unavailable, an
administrator is notified.

Wireless LANs - States an action impacting a managed WLAN has occurred.

WLAN QoS Policy - States a quality of service policy (QoS) configuration has been impacted.

Radio QoS Policy - Indicates a radio’s QoS configuration has been impacted.

AAA Policy - Indicates an Authentication, Authorization and Accounting (AAA) policy has been
impacted. AAA policies define RADIUS authentication and accounting parameters.

Association ACL - Indicates an Access Control List (ACL) configuration has been impacted. An ACL is a
set of configuration parameters either allowing or denying access to network resources.

Smart RF Policy - States a Smart RF policy has been impacted. Smart RF enables neighboring access
point radios to take over for an access point radio if it becomes unavailable. This is accomplished by
increasing the power of radios on nearby access points to compensate for the coverage hole created by
the non-functioning access point.

Profile - States a device profile configuration has been impacted. A profile is a collection of
configuration parameters used to configure a device or a feature.

Bridging Policy - Indicates a bridging policy configuration has been impacted. A bridging policy defines
which VLANSs are bridged, and how local VLANSs are bridged between the wired and wireless sides of
the network.
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=

RF Domain - States an RF Domain configuration has been impacted.

)

Firewall Policy - Indicates a firewall policy has been impacted. Firewalls provide a barrier that prevents
unauthorized access to resources while allowing authorized access to external and internal resources.

IP Firewall Rules - Indicates an IP firewall rule has been applied. An IP based firewall rule implements
restrictions based on the IP address in a received packet.

MAC Firewall Rules - States a MAC based firewall rule has been applied. A MAC based firewall rule
implements network allowance restrictions based on the MAC address in a received data packet.

fix

Wireless Client Role - Indicates a wireless client role has been applied to a managed client. The role
could be either sensor or client.

o

WIPS Policy - States the conditions of a WIPS policy have been invoked. WIPS prevents unauthorized
access to the network by checking for (and removing) rogue access points and wireless clients.

ik

Device Categorization - Indicates a device categorization policy has been applied. This is used by the
intrusion prevention system to categorize access points or wireless clients as either sanctioned or
unsanctioned devices. This enables devices to bypass the intrusion prevention system.

ey

Captive Portals - States a captive portal is being applied. Captive portal is used to provide temporary
controller, service platform or access point access to requesting wireless clients.

. —
1]
—

DNS Whitelist - A DNS whitelist is used in conjunction with captive portal to provide access to
requesting wireless clients.

DHCP Server Policy - Indicates a DHCP server policy is being applied. DHCP provides IP addresses to
wireless clients. A DHCP server policy configures how DHCP provides IP addresses.

RADIUS Group - Indicates the configuration of RADIUS group has been defined and applied. A RADIUS
group is a collection of RADIUS users with the same set of permissions.

Pl

RADIUS User Pools - States a RADIUS user pool has been applied. RADIUS user pools are a set of IP
addresses that can be assigned to an authenticated RADIUS user.

i

RADIUS Server Policy - Indicates a RADIUS server policy has been applied. A RADIUS server policy is a
set of configuration attributes used when a RADIUS server is configured for AAA.

£

Management Policy - Indicates a management policy has been applied. Management policies configure
access control, authentication, traps and administrator permissions.

[

BGP - Border Gateway Protocol (BGP) is an inter-ISP routing protocol which establishes routing
between ISPs. ISPs use BGP to exchange routing and reachability information between Autonomous
Systems (AS) on the Internet. BGP makes routing decisions based on paths, network policies and/or
rules configured by network administrators.

Configuration Object Icons

These configuration icons are used to define the following:

Ly

Configuration - Indicates an item capable of being configured by an interface.

£

View Events / Event History - Defines a list of events. Click this icon to view events or view the event
history.

Core Snapshots - Indicates a core snapshot has been generated. A core snapshot is a file that records
status events when a process fails on a wireless controller or access point.

=
[

Panic Snapshots - Indicates a panic snapshot has been generated. A panic snapshot is a file that records
status when a wireless controller or access point fails without recovery.
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il

Ul Debugging - Select this icon/link to view current NETCONF messages.

View Ul Logs - Select this icon/link to view the different logs generated by the Ul, FLEX and the error
logs.

Configuration Operation lcons

The following operations icons are used to define configuration operations:

8]

Revert - When selected, any unsaved changes are reverted to their last saved configuration settings.

S
u

Commit - When selected, all changes made to the configuration are written to the system. Once
committed, changes cannot be reverted.

=

Commit and Save - When selected, changes are saved to the configuration.

Access Type lcons

The following icons display a user access type:

@

Web Ul - Defines a Web Ul access permission. A user with this permission is permitted to access an
associated device’s Web Ul.

i

Telnet - Defines a TELNET access permission. A user with this permission is permitted to access an
associated device using TELNET.

By

SSH - Indicates a SSH access permission. A user with this permission is permitted to access an
associated device using SSH.

[

Console - Indicates a console access permission. A user with this permission is permitted to access an
associated device using the device’s serial console.

Administrative Role Icons

The following icons identify the different administrative roles allowed on the system:

[

L

Superuser - Indicates superuser privileges. A superuser has complete access to all configuration aspects
of the connected device.

System - States system user privileges. A system user is allowed to configure general settings, such as
boot parameters, licenses, auto install, image upgrades etc.

Network - Indicates network user privileges. A network user is allowed to configure wired and wireless
parameters, such as IP configuration, VLANS, L2/L3 security, WLANs and radios.

Security - Indicates security user privileges. A security level user is allowed to configure all security
related parameters.

Monitor - Defines a monitor role. This role provides no configuration privileges. A user with this role can
view the system configuration but cannot modify it.
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Fﬂ Help Desk - Indicates help desk privileges. A help desk user is allowed to use troubleshooting tools like
sniffers, execute service commands, view or retrieve logs. However, help desk personnel are not allowed
to conduct controller or service platform reloads.

& Web User - Indicates a web user privilege. A Web user is allowed accessing the device’s Web Ul.

Device Icons

The following icons represent the different device types managed by the system:

w System - This icon represents the entire WiNG supported system, and all of its member controller,
service platform or access points that may be interacting at any one time.

Cluster - This icon represents a cluster. A cluster is a set of wireless controllers or service platforms
working collectively to provide redundancy and load sharing amongst its members.

= Service Platform - This icon indicates an NX 5500, NX 7500, NX 9500 or NX 9600 series service
platform that’s part of the managed network

@ Wireless Controller - This icon indicates a wireless controller that’s not part of the managed network.
;)
-

Wireless Controlfer - This icon indicates a wireless controller that’s part of the managed network.

La Access Point - This icon lists any access point that’s part of the managed network.

N
ﬁ Wireless Client - This icon defines any wireless client connection within the network.
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4 Dashboard

Summary

System Screen

RF Domain Screen
Controller Screen
Access Point Screen

Network View

Debug Wireless Clients
Debug Captive Portal Clients
Packet Capture

The dashboard enables administrators to review and troubleshoot network device operation.
Additionally, the dashboard allows the review of the network topology, the assessment of the network’s
component health and a diagnostic review of device performance.

By default, the Dashboard screen displays a Summary of the System dashboard, which is the top level in
the device hierarchy. To view information for RF Domains, controllers/service platforms or access points,
expand the System node and select the desired, associated item in the tree.

The dashboard provides the following tools and diagnostics:
e Summary on page 20

e System Screen on page 22

e RE Domain Screen on page 25

e (Controller Screen on page 30

e Access Point Screen on page 34

e Network View on page 38

e Debug Wireless Clients on page 40

e Debug Captive Portal Clients on page 42

e Packet Capture on page 44

Summary

The Dashboard displays information organized by device association and inter-connectivity between
connected access points and wireless clients.

1 To review dashboard information, select Dashboard.

The Summary — System — Health tab is displayed by default.
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Figure 2: Dashboard Screen - Health Tab

Device Listing

The device menu displays information as a hierarchical tree, where each node is a RF Domain. Each RF
Domain is populated by the specific model access points or controllers.
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Figure 3: Dashboard Menu Tree

The Search option, at the bottom of the screen, enables administrators to filter (search among) RF
Domains.

System Screen

The System screen displays system-wide network status. The screen is partitioned into the following
tabs:

e Health - The Health tab displays information about the state of the WiNG device managed wireless
network.

e [nventory- The Inventory tab displays information on the physical devices managed within the WiNG
wireless network.

System Health

The System screen's Health tab displays performance status for managed devices, and includes their RF
domain memberships.

To assess system health:

1 Select Dashboard — Summary — System.

The System — Health tab displays by default.
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Figure 4: Dashboard Screen - Health Tab

The Health screen is partitioned into the following fields:

orenesn | N

Wireless Controller and Service Platform for version 5.9.4

The Devices field displays a ratio of offline versus online devices within the system. The information
is displayed in pie chart format to illustrate device support ratios.

The Device Types field displays a numerical representation of the different controller, service
platform and access point models in the current system. Their online and offline device connections
are also displayed. Does this device distribution adequately support the number and types of access
point radios and their client load requirements.

The Offline Devices field displays a table of supported RF domains within the system, with each RF
domain listing the number offline devices within that RF domain. Listed RF domains display as
individual links that can be selected to RF domain information in greater detail.

The RF Quality field displays RF quality per RF domain. It is a measure of the overall effectiveness of
the RF environment displayed in percentage. It is a function of the connect rate in both directions,
retry rate and error rate.

This field displays an average quality index supporting each RF domain. The table lists the bottom
five (5) RF quality values for RF domains. Listed RF domains display as individual links that can be
selected to RF domain information in greater detail. Use this diagnostic information to determine

y
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what measures can be taken to improve radio performance in respect to wireless client load and the
radio bands supported.

The quality is measured as:

* 0-20 - Very poor quality

e 20-40 - Poor quality

* 40-60 - Average quality

60-100 - Good quality

¢ The System Security field displays RF intrusion prevention stats and their associated threat level. The
greater the number of unauthorized devices, the greater the associated threat level. It also displays a
list of up to five (5) RF domains in relation to the number of associated wireless clients. The RF
domains appear as links that can be selected to display RF domain information in greater detail.

System Inventory

The System screen’s Inventory tab displays granular data on specific devices supported within the
network. The screen provides a complete overview of the number and state of managed devices.
Information is displayed in easy to read tables and graphs. This screen also provides links for more
detailed information.

To assess the system inventory:

1 Select Dashboard — Summary — System — Inventory.
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Figure 5: System Screen - Inventory Tab

The information within the Inventory tab is partitioned into the following fields:

e The Devices field displays a ratio of peer controllers and service platforms as well as their managed

access point radios. The information is displayed in pie chart format.

¢ The Radios field displays top performing radios, their RF Domain memberships, and a status time
stamp. RF Domain information can be selected to review RF Domain membership information in
greater detail. Information in the Radio area is presented in two tables. The first lists the total
number of Radios managed by this system, the second lists the top five RF Domains in terms of the

number of available radios.

e The wireless Clients field lists the top five RF Domains with the highest total number of clients
managed by connected devices in this system. Select Refresh as needed to update the screen to its

latest values.

RF Domain Screen

RF domains allow administrators to assign configuration data to multiple devices deployed in a
common coverage area, such as in a floor, building or site. Each RF domain contains policies that can

Wireless Controller and Service Platform for version 5.9.4
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determine a Smart RF or WIPS configuration. RF domains enable administrators to override WLAN SSID
name and VLAN assignments. This enables the deployment of a global WLAN across multiple sites and
unique SSID name or VLAN assignments to groups of access points servicing the global WLAN. This
WLAN override technique eliminates the requirement for defining and managing a large number of
individual WLANs and profiles.

A configuration contains (at a minimum) one default RF domain and can optionally use additional user
defined RF domains:

Default RF domain Automatically assigned to each controller or service platform and associated access
point by default.

User Defined RF Created by administrators and manually assigned to individual controller or service

domains platforms, but can be automatically assigned to access points using adoption policies.

Each controller and service platform is assigned to only one RF domain at a time. However, a user
defined RF domain can be assigned to multiple controllers or service platforms as required. User
defined RF domains can be manually assigned or automatically assigned to access points using an AP
provisioning policy.

The RF Domain screen displays system-wide network status. The screen is partitioned into the following

tabs:

e RF Domain Health - The Health tab displays information about the state of the RF domain and
network performance as tallied from its collective device members.

e RE Domain Inventory - The Inventory tab displays information on the physical devices comprising
the RF domain.

RF Domain Health
The Health tab displays the status of the RF domain’s device membership.
To assess the RF domain component health:

1 Select Dashboard — Summary.
2 Expand the System node to display RF domains.
3 Select an RF domain. The Health tab displays by default.
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Figure 6: RF Domain Screen - Health Tab

Refer to the following RF domain health information for member devices:
The Domain field lists the RF domain manager reporting utilization statistics. The MAC address
displays as a link that can be selected to display RF domain information in at more granular level.
The Devices field displays the total number of devices and the status of the devices in the network
as a graph. This area displays the total device count managed by this device and their status (online

vs. offline) as a pie graph.

The Radio Quality table displays a table of RF quality on a per radio basis. It is a measure of the
overall effectiveness of the RF environment displayed in percentage. It is a function of the transmit
retry rate in both directions and the error rate. This area of the screen displays the average quality
index across all the defined RF domain on the wireless controller. The table lists worst five of the RF
quality values of all the radios defined on the wireless controller. The quality is measured as:

e 0-20 - Very poor quality
e 20-40 - Poor quality

Wireless Controller and Service Platform for version 5.9.4
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* 40-60 - Average quality
* 60-100 - Good quality

-
0 Note
Select a Radio Id to view its statistics in greater detail.

¢ The Client Quality table displays RF quality for the worst five performing clients. It is a function of
the transmit retry rate in both directions and the error rate. This area of the screen displays the
average quality index across all the defined RF domain on the wireless controller. The quality is
measured as:
* 0-20 - Very poor quality
o 20-40 - Poor quality
* 40-60 - Average quality
* 60-100 - Good quality

=
0 Note
Select a Client to view its statistics in greater detail.

¢ WLAN Utilization displays how efficiently the WLANS are used. Traffic utilization is defined as the
percentage of current throughput relative to the maximum possible throughput for the WLAN. The
total number of WLANS is displayed above the table. The table displays a list of the top five WLANSs
in terms of overall traffic utilization. It displays the utilization level names, WLAN name and SSIDs for
each of the top five WLANS.

¢ Radio Traffic Utilization displays how efficiently the RF medium is used. Traffic utilization is defined
as the percentage of current throughput relative to the maximum possible throughput for the RF
domain. The Traffic Index area displays an overall quality level for radio traffic and the Max User Rate
displays the maximum data rate of associated radios. The table displays a list of the top five radios in
terms of overall traffic utilization quality. It displays the radio names, MAC Addresses and radio types
for each of the top five radios.

¢ Client Traffic Utilization displays how efficiently the RF medium is utilized for connected clients.
Traffic utilization is defined as the percentage of current throughput relative to the maximum
possible throughput for the clients in the RF domain. The table displays a list of the top five
performing clients in respect to overall traffic utilization. It displays the client names, MAC Addresses
and vendor for each of the top five clients.

e Wireless Security displays the overall threat index for the system. This index is based on the number
of Rogue/Unsanctioned APs and Wireless Intrusion Protection System (WIPS) events detected. The
index is in the range O - 5 where O indicates there are no detected threats. An index of 5 indicates a
large number of intrusion detection events or rogue/unsanctioned APs detected.

¢ Traffic Statistics includes transmit and receive values for Total Bytes, Total Packets, User Data Rate,
Broadcast/Multicast Packets, Management Packets, Tx Dropped Packets and Rx Errors.

RF Domain Inventory

The Inventory tab displays information on the devices managed by RF domain member devices in the
controller, service platform or access point managed network. The Inventory screen enables an
administrator to overview of the number and state of the devices in the selected RF domain.
Information is displayed in easy to read tables and graphs.

To review the RF domain inventory:
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Select Dashboard — Summary.

Expand the System node to display RF domains.
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Figure 7: RF Domain Screen - Inventory Tab

Refer to the following RF domain inventory data collected by member controllers, service platforms or
access points:

The Device Types table displays the devices types populating the RF domain. The Device Type area
displays an exploded pie chart that displays the type of device and their numbers in the RF domain.
The Radios by Band table displays a bar graph of RF domain member device radios classified by
their radio band or sensor dedication. Review this information to assess whether RF domain
member radios adequately support client device traffic requirements.

The Radios by Channel table displays pie charts of the different channels utilized by RF domain
member radios. These dedicated channels should be as segregated as possible from one another to
avoid interference. If too many radios are utilizing a single channel, consider off-loading radios to
non utilized channels to improve RF domain performance.

The Top 5 Radios by Clients table displays a list of radios that have the highest number of clients.
This list displays the radio IDs as links that can be selected to display individual radio information in
greater detail.

The WLANSs table displays a list of WLANS utilized by RF domain member devices. The table is
ordered by WLAN member device radio count and their number of connected clients. Use this
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information to assess whether the WLAN is overly populated by radios and clients contributing to
congestion.

¢ The Clients by Band table displays the radio band utilization of connected RF domain member
clients. Assess whether the client band utilization adequately supports the intended radio
deployment objectives of the connected RF domain member access point radios.

¢ The Clients by Channels table displays a bar-graph of wireless clients classified by their frequency.
Information for each channel is further classified by their 802.11x band. In the 5GHz channel,
information is displayed classified under 802.11a and 802.11an bands. In the 2.4 GHz channel,
information is displayed classified under 802.11b, 802.11bg, and 802.11bgn band.

Controller Screen

The Wireless Controller screen displays system collected network status for controllers and service
platforms. The screen is partitioned into two tabs:

e Wireless Controller Health- The Health tab displays information about the state of the controller or
service platform managed wireless network.

e Wireless Controller Inventory- The Inventory tab displays information on the physical devices
managed by the controller or service platform.

Note
T5 controller can also be selected from the dashboard’s controller level to display a set of
unigue T5 dashboard screens. A T5 controller uses a different operating system to manage its
connected radio devices, as opposed to the WING operating used by RFS controllers and NX
0 | service platforms. However, a T5 controller, once enabled as a supported external device, can
provide data to WING to assist in a T5's management within a WiNG supported subnet
populated by both types of devices. For information on enabling controller adoption of
external devices (for T5 support specifically) refer to Controller Adoption Overrides
(Controllers Only) on page 92.

Controller Health
To assess the controller or service platform’s network health:

Select Dashboard — Summary.

Expand the System node to display RF domains.

Select and expand an RF domain to expose its member controllers or service platforms.
Select a controller or service platform. The Health tab displays by default.

AN N
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Figure 8: Wireless Controller Screen - Health Tab

Refer to the following to assess the overall health of the controller and its adopted devices:
¢ The Device Details table provides the following information:

Wireless Controller and Service Platform for version 5.9.4

Hostname - Lists the administrator assigned name of the controller or service platform.
Device MAC - Lists the factory encoded MAC address of the controller or service platform.

Type - Indicates the type of controller or service platform. An icon representing the RFS
controller or NX service platform device type is displayed along with the model number.

RF Domain Name - Lists the RF domain to which the controller or service platform belongs. The
RF Domain displays as a link that’s selectable to display RF Domain data in greater detail.

Model Number - Lists the model number and hardware SKU information of the selected
controller or service platform to refine its intended deployment region.

Version - Lists the firmware version currently running on the controller or service platform.
Compare this version against the version currently on the support site to ensure the controller or
service platform has the latest feature set available.

Uptime - Displays the duration the controller or service platform has been running since it was
last restarted.

CPU - Displays the CPU installed on this controller or service platform.
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* RAM - Displays the amount of RAM available for use in this system.
» System Clock - Displays the current time set on the controller or service platform.

* The Adopted Devices Health (w/ cluster members) field displays a graph of access points in the
system with the available access points in green and unavailable access points in red.

¢ The Radio RF Quality Index table provides a table of RF quality on a per radio basis. It is a measure
of the overall effectiveness of the RF environment displayed in percentage. It is a function of the
connect rate in both directions, the retry rate and the error rate. The screen displays the average
quality index within the access point single radio. The table lists the bottom five (5) of the RF quality
values by access point radio. The quality is measured as:

0-20 - Very poor quality

20-40 - Poor quality

40-60 - Average quality

60-100 - Good quality

-
0 Note
Select a Radio Id to view statistics in greater detail.

¢ The Radio Utilization table displays how efficiently the RF medium is used. Radio utilization is
defined as the percentage of current throughput relative to the maximum possible throughput for
the radio. Use this table to assess access point radios in terms of the number of associated wireless
clients and the percentage of utilization. It also displays a table of packets types transmitted and
received.

¢ The Client RF Quality Index table displays a table of RF quality on a per client basis. It is a measure of
the overall effectiveness of the RF environment displayed in percentage. It is a function of the
connect rate in both directions, the retry rate and the error rate. This area of the screen displays the
average quality index for a client. The table lists the bottom five (5) of the RF quality values by a
client. Quality is measured as:
e 0-20 - Very poor quality

20-40 - Poor quality

40-60 - Average quality

60-100 - Good quality

Note
1 J Select a Client MAC to view all the statistics for the selected client in greater detail.

Controller Inventory

The Inventory tab displays information for the devices managed by the system. This screen enables a
system administrator to have a complete overview of the number and state of managed devices.
Information is displayed in easy to read tables and graphs. The Inventory screen also provides links for
the system administrator to get detailed information.

To assess the controller or service platform inventory:

1 Select Dashboard — Summary.
2 Expand the System node to display RF domains.
3 Select and expand an RF domain to expose its member controllers or service platforms.
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4 Select a controller or service platform. The Health tab displays by default.
5 Select the Inventory tab.
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Figure 9: Wireless Controller Screen - Inventory Tab

Refer to the following Inventory data:

¢ The Device Types field displays a ratio of devices managed by this controller or service platform in
pie chart format. The Device Type area displays an exploded pie chart that displays the type of
device and their numbers in the current system.

¢ The Radios Type field displays the total number of radios managed by this controller or service
platform. The graph lists the number of radios in both the 2.4 GHz and 5 GHz radio bands.

e The Wireless Clients table lists clients managed by this controller or service platform by connected
client count. Information is presented in two (2) tables and a graph. The first table lists the total
number of clients managed by the listed controller or service platform. The second lists the top five
(5) radios in terms of the number of connected clients. The graph just below the table lists the
number of clients by radio type.

e The WLAN Utilization table displays utilization statistics for controller or service platform WLAN
configurations. Information displays in two tables. The first table lists the total number of WLANS
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managed by this system. The second table lists the top five (5) WLANSs in terms of the usage
percentage along with the name and network identifying SSID.

Access Point Screen

The Access Point screen displays system-wide network status for standalone or controller-connected
access points. The screen is partitioned into the following tabs:

e Access Point Health - The Health tab displays information about the state of the access point
managed network.

e Access Point Inventory - The Inventory tab displays information on the physical devices managed
within the access point managed network.

Access Point Health

To assess access point network health:

Select Dashboard — Summary.
Expand the System node to display RF domains.
Select and expand an RF domain to expose its member controllers or service platforms.

Select a controller or service platform and expand the menu item to display connected access
points.

5 Select an access point. The Health tab displays by default.

NN
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Figure 10: Access Point Screen - Health Tab

The access point Health screen displays the following information:
¢ Device Details - displays the following information for the selected access point:

Hostname - Lists the administrator assigned name of the selected access point.

Device MAC - Lists the factory encoded MAC address of the selected access point.

Primary IP - Lists the IP address assigned to the access point as a network identifier.

Type - Indicates the access point model type. An icon representing the access point is displayed
along with the model number

RF Domain Name - Lists the RF Domain to which the access point belongs. The RF Domain
displays as a link that can be selected to display access point RF Domain membership data in
greater detail.

Model Number - Lists the specific model number of the access point.

Version - Lists the version of the firmware running on the access point. Compare this version
against the version currently on the support site to ensure the access point has the latest feature
set available.

Uptime - Displays the duration the access point has been running from the time it was last
restarted.
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* CPU - Displays the CPU installed on this access point.
* RAM - Displays the amount of RAM available for use in this system.
» System Clock - Displays the current time on the access point.
¢ Radio RF Quality Index - displays the bottom five (5) RF quality values for the access point’s single
default RF Domain. These values are a measure of the overall effectiveness of the RF environment
displayed in percentage. It is a function of the data rate in both directions, the retry rate and error
rate. The quality is measured as:
* 0-20 - Very poor quality
* 20-40 - Poor quality
* 40-60 - Average quality
* 60-100 - Good quality

The access point’s RF Domain allows an administrator to assign configuration data to multiple
devices deployed in a common coverage area, such as in a floor, building or site. The RF Domain
contains policies that can determine a Smart RF or WIPS configuration. Use this diagnostic
information to define measures to improve radio performance in respect to wireless client load and
radio band.

Periodically select Refresh (at the bottom of the screen) to update the RF quality data.

¢ Radio Utilization - field displays how efficiently the RF medium is used by the access point. Radio
utilization is defined as the percentage of current throughput relative to the maximum possible
throughput for the radio. The Radio Utilization displays radios in terms of the number of associated
wireless clients and percentage of utilization. It also lists packets types transmitted and received.

Refer to the number or errors and dropped packets to assess radio performance relative to the
number of packets both transmitted and received.

Periodically select Refresh (at the bottom of the screen) to update the radio utilization information
displayed.

¢ Client RF Quality Index - displays a list of the worst 5 performing clients managed by the selected
access point. It is a measure of the overall effectiveness of the RF environment displayed in
percentage. It is a function of the connect rate in both directions, the retry rate and the error rate.
The quality is measured as:

e 0-20 - Very poor quality
e 20-40 - Poor guality

* 40-60 - Average quality
* 60-100 - Good quality

Periodically select Refresh (at the bottom of the screen) to update client RF quality.

Access Point Inventory

The Access Point Inventory tab displays granular data on devices managed by the selected access
point. Information is displayed in easy to read tables and graphs.

To review the access point's inventory of connected devices:
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Select Dashboard — Summary.
Expand the System node to display RF domains.
Select and expand an RF domain to expose its member controllers or service platforms.

Select a controller or service platform and expand the menu item to display connected access
points.

Select an access point. The Health tab displays by default.
Select the Inventory tab.
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Figure 11: Access Point Screen - Inventory Tab

The information within the Inventory tab is partitioned into the following fields:

The Radios Type field displays the total number of radios utilized by this access point. The graph lists
the number of radios in both the 2.4 GHz and 5 GHz radio bands. Refer to the Total Radios column to
review the number of managed radios. Additionally, use the bar graphs to assess the number
WLANSs utilized by supported radio bands.

Periodically select Refresh (at the bottom of the screen) to update the radio information.

The WLAN Utilization table displays the top 5 WLANSs utilized by this access point in respect to
client support. The first table lists the total number of WLANs managed by this system. The second
table lists the top five (5) WLANS in terms of the usage percentage along with their name and
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network identifying SSID. The utilization index measures how efficiently the RF medium is utilized. It
is defined as a percentage of the current throughput relative to the maximum throughput possible.

The quality is measured as:

* 0-20 - Very low utilization

* 20-40 - Low utilization

* 40-60 - Moderate utilization

* 60 and above - High utilization

Periodically select Refresh (at the bottom of the screen) to update WLAN utilization information.

¢ The Wireless Clients table displays information about the wireless clients managed by the selected
access point. Information is presented in two (2) tables and a graph. The first table lists the total
number of clients managed by the listed access point. The second lists the top five (5) radios in
terms of the number of connected clients. The graph just below the table lists the number of clients
by radio type.

Network View

The Network View screen displays device association connectivity among wireless controllers, service
platforms, access points, and wireless clients. This association is represented by a number of different
graphs. Use this view to assess whether controllers and access point radios are properly deployed in
areas where high volumes of client traffic are anticipated.

To review the Network Topology, select Dashboard — Network View.
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Figure 12: Network View Topology

The screen displays icons for the different views available to the system. Apart from device specific
icons, the following three icons are available:

e default - Displays information about the default RF Domain.
e system - Displays information about the current system.
e cluster - Displays information about clusters managed by this system.

Use these icons to navigate quickly within top level groupings.

The middle field displays a Network View, or graphical representation of the network. Nodes display
whether or not they are members of a cluster or mesh domain. Use this information to assess whether
the topology of the network has changed in such a manner that devices need to be added or moved.
This field changes to display a graphical network map.

Select the blue Options link right under the Network View banner to display a menu for different device
interaction display options.
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Figure 13: Network View - Display Options

None Select this option to keep the Network View display as it currently appears, without any additional
color or device interaction adjustments.

Utilization Select this option to filter based on the percentage of current throughput relative to maximum
throughput. Utilization results include: Red (Bad Utilization), Orange (Poor Utilization), Yellow (Fair
Utilization) and Green (Good Utilization).

Quality Select this option to filter based on the overall RF health. RF health is a ratio of connection rate, retry
rates, and error rates. Quality results include: Red (Bad Quality), Orange (Poor Quality), Yellow (Fair
Quality) and Green (Good Quiality).

Vendor Displays the device manufacturer.

Band Select this option to filter based on the 2.4 or 5.0 GHz radio band of connected clients. Results include:
Yellow (2.4 GHz radio band) and Blue (5.0 GHz radio band). Selecting band is a good way to
determine whether 2.4 and 5.0 GHz radios are optimally deployed in respect to the access point client
loads on both bands.

Channel  Use this drop-down menu to filter whether device connections should be displayed in either the 2.4 or
5.0 GHz band.

Search Enter search criteria in the provided text field and select the Update button to isolate located variables
in blue within the Network View display.

Use the Lock / Unlock icon in the upper right of the screen to prevent users from moving APs around
within the specified area.

Debug Wireless Clients

An administrator has the ability to select an RF domain and capture connected client debug messages
at an administrator assigned interval and location. Client debug information can either be collected
historically or in realtime.

To troubleshoot issues with wireless client connectivity within a controller, service platform or access
point managed RF domain:
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1 Go to Dashboard — System to display managed RF domains.

2 Select and expand an RF domain and click on the down arrow to the right of the RF domain’s name.
3 Select Troubleshooting.

4 Select Debug Wireless Clients.
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Figure 14: Debug Wireless Clients Screen

5 Refer to the following remote debug information for RF domain member connected wireless clients:

RF Domain

Displays the administrator assigned name of the selected RF domain used for
wireless client debugging. RF domains allow administrators to assign configuration
data to multiple devices deployed in a common coverage area, such as in a floor,
building, or site.

Send Data To

Use the Send Data To drop-down menu to select where wireless client debug
messages are collected. If Sereen is selected, the wireless client debug information
is sent to the Live Wireless Debug Events window at the bottom of the dialog
window. If File is selected, the file location must be specified in the File Location
section of the window.

Select Debug
Messages

Select All Debug Messages to display all wireless client debug information for the
selected wireless clients on the current RF domain. Choose Selected Debug
Messages to specify which types of wireless client debug messages to display.

If the Selected Debug Messages radio button is selected, you can display information
for any combination of the following:

e 802.11 Management

e EAP

¢ Flow Migration

¢ RADIUS

e System Internal

o WPA/WPA2
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Wireless Clients

Select All Wireless Clients to display debug information for all wireless clients
currently associated to the current RF domain. Choose Selected Wireless Clients to
display information only for specific wireless clients (between 1and 3). If Selected
Wireless Clients is selected, enter the MAC address for up to three wireless clients.
The information displayed or logged to the file will only be from the specified
wireless clients.

Duration of Message
Capture

Use the spinner controls to select how long to capture wireless client debug
information. This can range between 1second and 24 hours, with the default value
being 1 minute.

Maximum Events Per
Wireless Client

Use the spinner controls to select the maximum number of debug messages
displayed per wireless client. Set the number of messages from 1- 9999 events with
the default value being 100 events.

File Location

When the Send Data To field is set to File, the File Location configuration displays
below the configuration section.
If Basic is selected, enter the URL in the following format:
URL Syntax:
tftp://<hostname|IP>[:port]/path/file
ftp://<user>:<passwd>@<hostname|IP>[:port]/path/file

IPv6 URL Syntax:

tftp://<hostname| [IPv6]>[:port]/path/file
ftp://<user>:<passwd>@<hostname| [IPv6]>[:port]/path/file

If Advanced is selected, configure the Target, Port, Host/IP, User, Password and
optionally the path for the wireless client debug log file you want to create.

Live Wireless Debug
Events

When the Send Data To field is set to Screen, this area displays live debug
information for connected wireless clients in the selected RF domain.

6  When all configuration fields are complete, select Start to start the wireless client debug capture.

If information is being sent to the screen, it displays in the Live Wireless Debug Events section. If the
data is being sent to a file, that file populates with remote debug information. If you have set a long
message capture duration and want to end the capture early, select Stop.

Debug Captive Portal Clients

An administrator can select an RF domain and capture captive portal client and authentication debug
messages at an administrator assigned interval and location. Captive portal debug information can
either be collected historically or in real-time.

To troubleshoot captive portal client debug messages:

Select Dashboard.

A NN

Expand the System node to display managed RF domains.
Select and expand an RF domain and click on the down arrow to the right of the RF domain’s name.
Select Troubleshooting.
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5 Select Debug Captive Portal Clients.
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Figure 15: Debug Captive Portal Clients Screen

6 Use the Send Data To drop-down menu to select where captive portal debug messages are
collected.

If Screen is selected, information is sent to the Live Wireless Debug Events window at the bottom of
the screen. If File is selected, the file location must be specified in the File Location field.

7 In the Select Debug Messages area, refine how captive portal client debug messages are trended:

All Debug Messages Select this option to capture all captive portal client and captive portal authentication
request events collectively without filtering by type.

Select Debug Select this option to specify the type of captive portal event messages to display.
Messages Options include captive portal client events and events specific to captive portal
authentication requests.

8 Set Captive Portal Clients filter options to refine which clients are included in the debug messages.

All Captive Portal Select this option to display debug information for each client utilizing a captive
Clients portal for network access within the selected RF domain.

Select Captive Portal | Optionally display captive portal debug messages for specific clients (1- 3). Enter the
Clients (up to 3) MAC address for up to three wireless clients. The information displayed or logged to

the file is only from the specified wireless clients. Change the client MAC addresses as
needed when clients are no longer utilizing the RF domain’s captive portal resources.
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9 Define the following captive portal client Settings to determine how messages are trended:

Duration of Message
Capture

Use the spinner controls to set the message capture interval for captive portal debug
information. This can range between 1second and 24 hours.

Maximum Events Per
Captive Portal Client:

Use the spinner controls to select the maximum number of captive portal event
messages displayed per RF domain member client. Set the number of messages from
1-9999 events with the default value being 100 events.

10 When all configuration fields are complete, select Start to start the captive portal client debug

message capture.

Information sent to the screen displays in the Live Captive Portal Debug Events field. If you have set
a long message capture duration and want to end the capture early, select Stop.

Packet Capture

An administrator can capture connected client packet data based on the packet’s address type or port
on which received. Dropped client packets can also be trended to assess RF Domain client connectivity

health.

To administer RF domain packet captures:

g N NN

Select Dashboard — Summary.

Expand the System node to display managed RF domains.

Select and expand an RF domain and click on the down arrow to the right of the RF domain name.
Select Troubleshooting.

Select Packet Capture.
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Figure 16: Packet Capture Screen
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6 Refer to the following packet capture data for RF domain member connected wireless clients:

RF Domain

Displays the administrator assigned name of the selected RF domain used for
wireless client packet captures. RF domains allow administrators to assign
configuration data to multiple devices deployed in a common coverage area, such as
in a floor, building or site.

Send Data To

Use this drop-down menu to select where wireless client packet capture messages
are collected. If Screen is selected, client packet capture data is sent to the Live
Wireless Debug Events window at the bottom of the dialog window. If File is

selected, the file location must be specified in the File Location section of the
window.

Dropped Select this option to create an event entry each time a packet is dropped from a
client connected to a RF domain member device. Use this information to assess
whether a particular RF domain is experiencing high levels of dropped packets that
may require administration to distribute client connections more evenly.

Interface Select this option to specify packet capture on a specific interface on the current RF

domain. If you have selected this option, specify the interface name and number and
specify a packet direction

On a Radio (802.11)

Select this option to capture packets only on 802.11 radios. If selecting this option,
specify which radios should be used and specify a packet direction.

Filter (MAC, IP,
Protocol, Port

In the Filter area, set the criteria based on which packets are filtered and captured.
Select one or more of the following and specify the relevant information:

o Filter by MAC
o Filter By IP

e |P Protocol

e Port

Maximum Packet
Count

In the Settings area, set the Maximum Packet Count to limit the number of packets
captured for trending. Set this value between 1- 10000 packets, with a default value
of 200.

7 Select Start to begin the packet capture.

Information sent to the screen displays in the lower portion of the window. If the data is being sent
to a file, that file populates with the packet capture information. If you have set a long message
capture duration and want to end the capture early, select Stop.
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Device Configuration
Auto-Provisioning Policies
Managing an Event Policy

Managing MINT Policies
Password Encryption

Managed devices can either be assigned unique configurations or have existing RF Domain or Profile
configurations modified (overridden) to support a requirement that dictates a device’s configuration be
customized from the configuration shared by its profiled peer devices.

When a device is initially managed by the controller or service platform, it requires several basic
configuration parameters be set (system name, deployment location, etc.). Additionally, the number of
permitted device licenses needs to be accessed to determine whether a new access point can be
adopted.

RF Domains allow administrators to assign configuration data to multiple devices deployed in a
common coverage area (floor, building or site). In such instances, there’s many configuration attributes
these devices share as their general client support roles are quite similar. However, device configurations
may need periodic refinement (overrides) from their original RF Domain administered design.

Profiles enable administrators to assign a common set of configuration parameters and policies to
controller or service platforms and access points. Profiles can be used to assign shared or unique
network, wireless and security parameters to wireless controllers and access points across a large,
multi-segment site. The configuration parameters within a profile are based on the hardware model the
profile was created to support. The controller and service platform supports both default and user
defined profiles implementing new features or updating existing parameters to groups of controllers,
service platforms or access points.

However, device profile configurations may need periodic refinement from their original administered
configuration. Consequently, a device profile could be applied an override from the configuration shared
amongst numerous peer devices deployed within a particular site.

Adoption is the process an access point uses to discover controller or service platforms available in the
network, pick the most desirable one, establish an association, obtain its configuration and consider
itself provisioned.

At adoption, an access point solicits and receives multiple adoption responses from available controllers
or service platforms on the network. Modify existing adoption policies or create new ones as needed to
meet the adoption requirements of a device and its assigned profile.

Lastly, use Configuration — Devices to define and manage a critical resource policy. A critical resource
policy defines a list of device IP addresses on the network (gateways, routers etc.). The support of these
IP address is interpreted as critical to the health of the network. These device addresses are pinged
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regularly by the controller or service platform. If there’s a connectivity issue, an event is generated
stating a critical resource is unavailable.

Device Configuration

When a device is initially managed by an access point, RFS controller or NX series service platform it
requires several basic parameters be set (system name, deployment location, etc.). Additionally, the
number of permitted device licenses needs to be assessed to determine whether additional access
points can be adopted under the terms of the existing license. The Basic configuration screen affords an
administrator a means of assessing devices detected by a selected access point, controller or service
platform and determining whether they need minor profile or RF Domain re-assignments to be
optimally deployed.

To assign a basic configuration:

1 Go to Configuration — Devices.

The Device Configuration screen displays by default. This screen lists access points, controllers and
service platforms within the managed network.

Device Configuration (7]
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Figure 17: Device Configuration Screen - Lists the Devices Within the Network

profile change is warranted:
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System Name

Displays the name assigned to the device when the basic configuration was
defined. This is also the device name that appears within the RF Domain or profile
the device supports.

Device

Displays the device's factory assigned MAC address used as hardware identifier.
The MAC address cannot be revised with the device's configuration.

Type

Displays the device model for the listed access point, controller or service platform.

RF Domain Name

Lists RF Domain memberships for each listed device. Devices can either belong to
a default RF Domain based on model type, or be assigned a unique RF Domain
supporting a specific configuration customized to that device model.

Profile Name

Lists the profile each listed device is currently a member of. Devices can either
belong to a default profile based on model type, or be assigned a unique profile
supporting a specific configuration customized to that model.

Area

Lists the physical area where the device is deployed. This can be a building, region,
campus or other area that describes the deployment location.

Floor

Lists the building Floor name representative of the location within the area or
building the device was physically deployed. Assigning a building floor name is
helpful when grouping devices in RF Domains and profiles, as devices on the same
physical building floor may need to share specific configuration parameters in
respect to radio transmission and interference requirements specific to that
location.

Overrides

This column contains an option to clear all profile overrides for any devices that
contain overrides. This uniformly restores the device's configuration to that shared
by other devices utilizing the same profile. To clear an override, select the clear
button to the right of the device.

3 Click Add to create a new device. Click Edit to modify an existing device or click Delete to remove an
existing device.

License Configuration

Licenses are purchased directly for the number of permissible adoptions per access point, controller,
service platform or managed cluster.

L

Note

The Licenses screen is available only to controllers and service platforms capable of sustaining
device connections, and thus requires license support to set the maximum number of device
connections permitted. The License screen is not available for AP621 and AP650 model
access points that are reliant on their connected controller or service platform for their

management.

Managing infrastructure devices requires a license key to enable software functionality or define the
number of adoptable devices allowable. My Licenses is a Web based online application enabling you to
request a license key for purchased license certificates.

The Licenses screen also contains a facility where new licenses can be applied to increase the number of
device adoptions permitted, or to allow the use of the advanced security features.

Each controller and service platform family has multiple models to choose from that range from zero
licenses to the maximum number that can be loaded for that specific SKU.
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To configure a device’s a license configuration:

1 Select Configuration — Devices from the web Ul.
The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device, from the displayed list, by double-clicking on the device name. The selected
device's configuration menu displays.

3 Select Licenses.
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Figure 18: Device Licenses Screen

The License screen displays the Device Serial Number of the controller or service platform
generating the license key.

Note
When assessing lent and borrowed license information, it is important to distinguish
‘ between NOC controllers and site controllers.
& NOC controllers are NX 95XX and NX 96XX.

The site controllers are RFS 4000, NX 5500, and NX 7510.
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4 Review the AP Licenses table to assess the specific number of adoptions permitted, as dictated by
the terms of the current license.

AP Adoptions

The Device column lists the total number of AP adoptions made by the controller or
service platform. If the installed license count is 10 APs and the number of AP
adoptions is 5, five additional APs can still be adopted under the terms of the license.
The total number of APs adoptions varies by platform, as well as the terms of the
license.

The Cluster column lists the total number of AP adoptions made by the cluster
membership (all members). If the installed license count is 100 APs and the number
of AP adoptions is 50, 50 additional APs can still be adopted under the terms of the
AP licenses, pooled by the cluster members.

AP Licenses

The Device column lists the number of APs available for adoption under the
restrictions of the license. This number applies to dependent mode adaptive APs
only, and not independent mode APs.

The Cluster column lists the number of APs available for adoption by cluster
members under the restrictions of the licenses, as pooled amongst the cluster
members.

AP Lent Licenses

Lent licenses are the total number of AP licenses the NOC controller lends (if needed)
to its site controllers so that a site controller can adopt APs in excess of its own
installed AP license count. AP lent licenses can be non-zero only in controllers
currently configured as the NOC (NOC controller). Lent Licenses is always zero in
controllers configured as the site (site controller).
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AP Borrowed Licenses | Borrowed licenses are the total number of AP licenses borrowed by the site controller
from the NOC controller (NOC controllers if a NOC controller is in a cluster). AP
borrowed licenses are always zero in the NOC controller. AP borrowed licenses can be
non-zero only on site controllers.

AP Total Licenses The cumulative number of both Device and Cluster AP licenses supported by the
listed controller or service platform.

Note

The following is a licensing example: Assume there's two site controllers (S1and S2)
adopted to a NOC controller (N1). ST has 3 installed AP licenses, and S2 has 4 installed AP
licenses. Eight APs seek to adopt on S1, and ten APs seek to adopt on S2. N1 has 1024
installed licenses. N1lends 5 AP licenses (8 minus 3) to ST, and 6 AP licenses (10 minus 4)
to S2.

N1 displays the following in the Device column:
e AP Adoptions: 2 (site controllers S1and S2)
e AP Licenses: 1024

e AP Lent Licenses: 11 (5to S1plus 6to S2)

* AP Borrowed Licenses: O

e AP Total Licenses: 1013 (1024 minus 11 lent)

o ST displays the following in the Device column:

e AP Adoptions: 8

o AP Licenses: 3

e AP Lent Licenses: O

* AP Borrowed Licenses: 5

* AP Total Licenses: 8 (3 plus 5 borrowed)

S2 displays the following in the Device column:
e AP Adoptions: 10

* AP Licenses: 4

e AP Lent Licenses: O

* AP Borrowed Licenses: 6

e AP Total Licenses: 10 (4 plus 6 borrowed)
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5 Review the Adaptive AP Licenses table to assess the specific number of adoptions permitted, as
dictated by the terms of the current license.

AAP Adoptions

The Device column lists the total number of AAP adoptions made by the controller
or service platform. If the installed license count is 10 APs and the number of AAP
adoptions is 5, five additional AAPs can still be adopted under the terms of the
license. The total number of AAPs adoptions varies by platform, as well as the terms
of the license.

The Cluster column lists the total number of AAP adoptions made by the cluster
membership (all members). If the installed license count is 100 APs and the number
of AAP adoptions is 50, 50 additional AAPs can still be adopted under the terms of
the AAP licenses, pooled by the cluster members.

AAP Licenses

The Device column lists the number of AAPs available for adoption under the
restrictions of the license. This number applies to dependent mode adaptive AAPs
only, and not independent mode AAPs.

The Cluster column lists the number of AAPs available for adoption by cluster
members under the restrictions of the licenses, as pooled amongst the cluster
members.

AAP Lent Licenses

Lent licenses are the total number of AAP licenses the NOC controller lends (if
needed) to its site controllers so site controllers can adopt adaptive APs in excess of
its own installed AAP license count. AAP lent licenses can be non-zero only in
controllers currently configured as the NOC (NOC controller). Lent licenses is always
zero in controllers configured as the site (site controller).

AAP Borrowed Licenses

Borrowed licenses are the total number of AAP licenses borrowed by the site
controller from the NOC controller (NOC controllers if a NOC controller isin a
cluster). AAP borrowed licenses are always zero in the NOC controller. AAP
borrowed licenses can be non-zero only on site controllers.

AAP Total Licenses

Lists the cumulative number of both Device and Cluster AAP licenses supported by
the listed controller or service platform.

6 Refer to the Feature Licenses field to apply licenses and provision advanced security and analytics

features:

Advanced Security

Enter the provided license key required to install the Role Based Firewall feature and
increase the number of IPSec VPN tunnels. The number of IPSec tunnels varies by
platform.

Analytics Licenses

Enter the provided license key required to install Analytics (an enhanced statistical
management tool) for NX 95XX and NX 96XX series service platforms.

7 Refer to the Web Filtering License field if required to provide a 256-character maximum license
string for the Web filtering feature.

Web filtering is used to restrict access to specific resources on the internet.
8 Click OK to save the changes made to the applied licenses.

Click Reset to revert to the last saved configuration.

Basic Device Configuration

Setting a device's Basic configuration is required to assign a device name, deployment Location and
system time. Similarly, the Basic configuration screen is where profile and RF Domain assignments/
adjustments are made. RF Domains allow administrators to assign configuration data to multiple
devices deployed in a common coverage area, such as in a floor, building or site. Each RF Domain
contains policies that can determine a Smart RF or WIPS configuration.
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Profiles enable administrators to assign a common set of configuration parameters and policies to
access points, controllers and service platforms. Profiles can be used to assign common or unique
network, wireless and security parameters to devices across a large, multi segment, site. The
configuration parameters within a profile are based on the hardware model the profile was created to
support. Controllers and service platforms support both default and user defined profiles implementing
new features or updating existing parameters to groups of devices. The central benefit of a profile is its
ability to update devices collectively without having to modify individual device configurations one at a
time.

Note
Once devices have been assigned membership in either a profile or RF Domain, an

e administrator must be careful not to assign the device a configuration update that removes it
from membership from a RF Domain or profile. A RF Domain or profile configuration must be
re-applied to a device once its configuration has been modified in a manner that differentiates
it from the configuration shared by the devices comprising the RF Domain or profile.

To set a device's basic configurations:

1 Select the Configuration — Devices from the Web Ul

The Device Configuration screen displays. This screen lists the managed devices or peers. The listed
devices can either be other access points, controllers or service platforms.

2 Select a target device (by double-clicking it) from amongst those displayed.

F Note
0 Devices can also be selected directly from the device browser in the lower, left-hand, side
of the Ul.

The Basic configuration screen displays by default.
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Figure 19: Configuration - Devices - Basic Configuration Screen

3 Set the following basic configurations for the target device:

System Name Provide the selected device a system name up to 64 characters. This is administrator
defined device name appearing within the RF Domain or Profile the device supports.

Area Assign the device an Area name representative of the location the access point,
controller or service platform was physically deployed. The name cannot exceed 64
characters. Assigning an area name is helpful when grouping devices in RF Domains and
profiles, as devices in the same physical deployment location may need to share specific
configuration parameters in respect to radio transmission and interference requirements
specific to that location.

Floor Assign the target a device a building Floor name representative of the location the
access point, controller or service platform was physically deployed. The name cannot
exceed 64 characters. Assigning a building Floor name is helpful when grouping devices
within the same general coverage area.

Floor Number Use the spinner control to assign a numerical floor designation in respect to the floor's
actual location within a building. Set a value from 1- 4094. the default setting is the 1st
floor.
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Latitude Coordinate | Set the latitude coordinate where devices are deployed within a floor. When looking at a
floor map, latitude lines specify the east-west position of a point on the Earth's surface.
The exact location of a device deployment can be ascertained by aligning the latitude
and longitude points on the earth's surface.

Longitude Set the longitude coordinate where devices are deployed within a floor. When looking at
Coordinate a floor map, longitude lines specify the north-south position of a point on the Earth's
surface. The exact location of a device deployment can be ascertained by aligning the
longitude and latitude points on the earth's surface.

4 Use the RF Domain drop-down menu to select an existing RF Domain for device membership.

If an RF Domain configuration does not exist suiting the deployment requirements of the target
device, select the Create icon to create a new RF Domain configuration, or select the Edit icon to
modify the configuration of a selected RF Domain.

For more information, see RF Domains on page 758 or Managing RF Domains on page 759.

5 Use the Profile drop-down menu to select an existing RF Domain for device membership.

6 If a profile configuration does not exist suiting the deployment requirements of the target device,
select the Create icon to create a new profile configuration, or select the Edit icon to modify the
configuration of a selected profile.

7 If necessary, select the Clear Overrides button to remove all existing overrides from the device.

8 Refer to the Set Clock parameter to update the system time of the target device.

9 Refer to the Device Time parameter to assess the device's current time, or whether the device time is
unavailable. Select Refresh as required to update the device's reported system time.

10 Use the New Time parameter to set the calendar day, hour and minute for the target device. Use the
AM and PM radio buttons to refine whether the updated time is for the morning or afternoon/
evening.

11 When completed, select Update Clock to commit the updated time to the target device.

12 Select OK to save the changes made to the device's basic configuration. Selecting Reset reverts the
screen to its last saved configuration.

Assigning Certificates

A certificate links identity information with a public key enclosed in the certificate.

A CA (certificate authority) is a network authority that issues and manages security credentials and
public keys for message encryption. The CA signs all digital certificates it issues with its own private key.
The corresponding public key is contained within the certificate and is called a CA certificate. A browser
must contain the CA certificate in its Trusted Root Library so it can trust certificates signed by the CA's
private key.

Depending on the public key infrastructure, the digital certificate includes the owner's public key, the
certificate expiration date, the owner's name and other public key owner information.

Each certificate is digitally signed by a trustpoint. The trustpoint signing the certificate can be a
certificate authority, corporation or individual. A trustpoint represents a CA/identity pair containing the
identity of the CA, CA-specific configuration parameters, and an association with an enrolled identity
certificate.
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SSH keys are a pair of cryptographic keys used to authenticate users instead of, or in addition to, a
username/password. One key is private and the other is public key. SSH (Secure Shell) public key
authentication can be used by a requesting client to access resources, if properly configured. A RSA key
pair must be generated on the client. The public portion of the key pair resides with the controller or
access point locally, while the private portion remains on a secure area of the client.

To configure certificate usage:

1 Select Configuration — Devices from the Web Ul. The Device Configuration screen displays a list of
managed devices or peers (other access points, controllers or service platforms).

2 Select a target device, from the displayed list, by double-clicking on the device name. The selected
device's configuration menu displays.

3 Select Certificates.
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Figure 20: Device Certificates Screen

4 Set the following Management Security certificate configuration:

SSH RSA Key Either use the default rsa key or select Stored to enable a drop-down menu

where an existing certificate can be used. To use an existing key, select Launch
Manager. For more information, see RSA Key Management on page 66.

Note
‘, == J Pending trustpoints and RSA keys are typically not verified as existing on a device.

5 Set the following RADIUS Security certificate configurations:
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RADIUS Certificate
Authority

Either use the default-trustpoint or select Stored to enable a drop-down
menu where an existing certificate can be used. To use an existing certificate, select
Launch Manager.

RADIUS Server
Certificate

Either use the default-trustpoint or select Stored to enable a drop-down
menu where an existing certificate/trustpoint can be used. To use an existing
trustpoint, select Launch Manager.

RADIUS Certificate
Authority LDAPS

Either use the LDAP server default-trustpoint or select Stored to enable a
drop-down menu where an existing certificate can be used. To use an existing
certificate, select Launch Manager.

RADIUS Server LDAPS
Trustpoint

Either use the LDAP server default-trustpoint or select Stored to enable a
drop-down menu where an existing certificate/trustpoint can be used. To use an
existing trustpoint, select Launch Manager.

6 Refer to the CMP Certificate field to optionally use CMP (Certificate Management Protocol as an
Internet protocol to obtain and manage digital certificates in a PKI (Public Key Infrastructure)
network. A CA (Certificate Authority) issues the certificates using the defined CMP. Using CMP, a
device can communicate to a CMP supported CA server, initiate a certificate request and download
the required certificates from the CA server. CMP supports multiple request options through for
device communicating to a CMP supported CA server. The device can initiate a request for getting
the certificates from the server. It can also auto update the certificates which are about to expire.

Either use the server default-trustpoint or select Stored to enable a drop-down menu where
an existing certificate/trustpoint can be used. To use an existing trustpoint, select Launch Manager.

7 Click OK to save the changes made to the certificate configurations. Click Reset to revert the screen
to its last saved configuration.

For more information on the certification activities supported, refer to the following:
e C(Certificate Management on page 57

e RSA Key Management on page 66

e C(Certificate Creation on page 72

e Generating a Certificate Signing Request on page 73

Certificate Management

A stored certificate can be used from a different managed device if you prefer not to use an existing
certificate or key. Device certificates can be imported and exported to and from the controller or service
platform to a secure remote location for archive and retrieval as required for other managed devices.

To configure trustpoints for use with certificates:
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1 Select Launch Manager from either the HTTPS Trustpoint, SSH RSA Key, RADIUS Certificate
Authority, or RADIUS Server Certificate parameters.

The Certificate Management screen displays with the Manage Certificates tab displayed by default.
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Figure 21: Certificate Management - Manage Certificates Screen

2 Select a device from among those displayed to review its certificate information.
Refer to All Certificate Details to review the certificate's properties, self-signed credentials, validity
duration, and CA information.

4 To optionally import a certificate, click the Import button at the bottom of the Manage Certificates
screen.
The Import New Trustpoint screen displays. You can use this screen to import CA certificates, CRLs
and signed certificates to the controller or service platform once the network credentials of the file
transfer have been defined.

5 Click OK to import the defined trustpoint.

Click Cancel to revert to the last saved configuration.

Import Certificates and Trustpoints

A certificate links identity information with a public key enclosed in the certificate. Each certificate is
digitally signed by a trustpoint. The trustpoint signing the certificate can be a certificate authority,
corporation or individual. A trustpoint represents a CA/identity pair containing the identity of the CA,
CA-specific configuration parameters and an association with an enrolled identity certificate.
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Figure 22: Import New Trustpoint Screen

1 To optionally import a CA certificate, select the Import CA button on the Import New Trustpoint
screen.

A CAis a network authority that issues and manages security credentials and public keys for
message encryption. The CA signs all digital certificates it issues with its own private key. The
corresponding public key is contained within the certificate and is called a CA certificate.
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2 Define the following configuration parameters required to import a CA certificate:

Trustpoint Name Enter the 32-character maximum name assigned to the target trustpoint. The
trustpoint signing the certificate can be a certificate authority, a corporation, or an
individual.

URL Provide the complete URL to the location of the trustpoint. If needed, click Advanced

to expand the dialog to display network address information to the location of the
target trustpoint. The number of additional fields that populate the screen is also
dependent on the selected protocol.

Protocol Select the protocol used for importing the target trustpoint. Available options
include:

o tftp

o ftp

o sftp

e hitp

o f

* usbl-4

Port Set the port. This option is not valid for c£ and usb1-4.
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Host Provide the hostname string or numeric IP address of the server used to import the
trustpoint. Hostnames cannot include an underscore character. This option is not
valid for c£ and usb1l-4.

Select IPv4 Address to use an IPv4 formatted address as the host. Select IPv6
Address to use an IPv6 formatted address as the host. IPv6 provides enhanced
identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four
hexadecimal digits separated by colons.

Path/File Specify the path to the trustpoint file. Enter the complete relative path to the file on
the server.

3 Select OK to import the defined CA certificate. Click Cancel to revert the screen to its last saved
configuration.

4 To optionally import a CA certificate, select Import CRL button on the Certificate Management
screen.

If a certificate displays in the Certificate Management screen with a CRL, that CRL can be imported.
A CRL (certificate revocation list) is a list of certificates that have been revoked or are no longer
valid. A certificate can be revoked if the CA had improperly issued a certificate, or if a private key is
compromised. The most common reason for revocation is the user no longer being in sole
possession of the private key.

For information on creating a CRL to use with a trustpoint, refer to Setting the Certificate Revocation
List (CRL) Configuration on page 689 .
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5 Define the following configuration parameters required to import a CRL:

Wireless Controller and Service Platform for version 5.9.4 / 61



Device Configuration

Trustpoint Name Enter the 32-character maximum name assigned to the target trustpoint signing the
certificate. A trustpoint represents a CA/identity pair containing the identity of the
CA, CA-specific configuration parameters, and an association with an enrolled
identity certificate.

From Network Select From Network to provide network address information to the location of the
target CRL. The number of additional fields that populate the screen is also
dependent on the selected protocol. This is the default setting.

URL Provide the complete URL to the location of the CRL. If needed, click Advanced to
expand the dialog to display network address information to the location of the CRL.
The number of additional fields populating the screen depends on the selected
protocol.

Advanced/Basic Click Advanced or Basic to switch between a basic URL and an advanced location to
specify trustpoint location.

Protocol Select the protocol used for importing the CRL. Available options include:

o (tftp

o ftp

o sftp

e http

o f

o usbl-4

Port Set the port. This option is not valid for c£ and usb1-4.

Host Provide the hostname string or numeric IP address of the server used to import the
CRL. Hostnames cannot include an underscore character. This option is not valid for
cf andusbl-4.

Select IPv4 Address to use an IPv4 formatted address as the host. Select IPv6
Address to use an IPv6 formatted address as the host. IPv6 provides enhanced
identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four
hexadecimal digits separated by colons.

Path/File Specify the path to the CRL file. Enter the complete relative path to the file on the
server.

Cut and Paste Select Cut and Paste to copy an existing CRL into the field. When pasting, no
additional network address information is required.

6 Select OK to import the CRL. Select Cancel to revert the screen to its last saved configuration.
7 To import a signed certificate, select the Import Signed Cert button on the Import New Trustpoint

screen.

Signed certificates (or root certificates) avoid the use of public or private CAs. A self-signed
certificate is an identity certificate signed by its own creator, thus the certificate creator also signs off
on its legitimacy. The lack of mistakes or corruption in the issuance of self signed certificates is

central.

Self-signed certificates cannot be revoked which may allow an attacker who has already gained
controller access to monitor and inject data into a connection to spoof an identity if a private key has
been compromised. However, CAs have the ability to revoke a compromised certificate, preventing

its further use.
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8 Define the following parameters required to Import a Signed Certificate:

Certificate Name Enter the 32-character maximum trustpoint name with which the certificate should
be associated.

From Network Select From Network to provide network address information to the location of the
signed certificate. The number of additional fields that populate the screen is also
dependent on the selected protocol. From Network is the default setting.

URL Provide the complete URL to the location of the signed certificate. If needed, click
Advanced to expand the dialog to display network address information to the
location of the signed certificate. The number of additional fields populating the
screen depends on the selected protocol.

Protocol Select the protocol used for importing the signed certificate. Available options
include:

o (tftp

o ftp

o sftp

e http

o f

* ushl-4

Port Set the port. This option is not valid for c£ and usb1-4.
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9

Host Provide the hostname string or numeric IP address of the server used to import the
signed certificate. Hostnames cannot include an underscore character. This option is
not valid for c£ and usb1-4.

Select IPv4 Address to use an IPv4 formatted address as the host. Select IPv6
Address to use an IPv6 formatted address as the host. IPv6 provides enhanced
identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four
hexadecimal digits separated by colons.

Path/File Specify the path to the signed certificate file. Enter the complete relative path to the
file on the server.

Cut and Paste Select Cut and Paste to copy an existing certificate into the field. When pasting, no
additional network address information is required.

Select OK to import the signed certificate. Select Cancel to revert the screen to its last saved
configuration.

Export Trustpoints

Each certificate is digitally signed by a trustpoint. The trustpoint signing the certificate can be a
certificate authority, corporation or individual. A trustpoint represents a CA/identity pair containing the
identity of the CA, CA-specific configuration parameters and an association with an enrolled identity
certificate.

The trustpoints utilized by a controller, service platform or access point can be exported to an external
resource for archive.

To export trustpoints:

l
2

Select Operations — Manage Certificates.

To optionally export a trustpoint to a remote location, select Export from the Certificate
Management screen.

Once a certificate has been generated on the local authentication server, export the self signed
certificate. A digital CA certificate is different from a self signed certificate. The CA certificate
contains the public and private key pairs. The self certificate only contains a public key. Export the
self certificate for publication on a Web server or file server for certificate deployment or export it in
to an active directory group policy for automatic root certificate deployment.

Additionally export the key to a redundant RADIUS server so it can be imported without generating
a second key. If there's more than one RADIUS authentication server, export the certificate and don't
generate a second key unless you want to deploy two root certificates.
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Figure 23: Certificate Management - Export Trustpoint Screen

4 Define the following configuration parameters required for the export of the trustpoint.

Trustpoint Name Enter the 32-character maximum name assigned to the trustpoint. The trustpoint
signing the certificate can be a certificate authority, a corporation, or an individual..

URL Provide the complete URL to the location of the trustpoint. If needed, click Advanced
to expand the dialog to display network address information to the location of the
trustpoint. The number of additional fields populating the screen depends on the
selected protocol.

Protocol Select the protocol used for exporting the target trustpoint. Available options
include:

o (tftp

o fip

o sftp

e http

o f

e ushl-4

Port Set the port. This option is not valid for c£ and usbl-4.

Host Provide the hostname string or numeric IP address of the server used to export the
trustpoint. Hostnames cannot include an underscore character. This option is not
valid for c£ and usb1l-4.

Select IPv4 Address to use an IPv4 formatted address as the host. Select IPv6
Address to use an IPv6 formatted address as the host. IPv6 provides enhanced
identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four
hexadecimal digits separated by colons.
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Path/File Specify the path to the signed trustpoint file. Enter the complete relative path to the
file on the server.

Cut and Paste Select Cut and Paste to copy an existing trustpoint into the field. When pasting, no
additional network address information is required.

5 Select OK to export the defined trustpoint. Select Cancel to revert the screen to its last saved
configuration.

Delete Trutpoints
To delete a trustpoint:
1 Select Operations — Manage Certificates
2 To optionally delete a trustpoint, click Delete in the Certificate Management screen.

Provide the trustpoint name in the Delete Trustpoint screen and optionally select Delete RSA Key to
remove the RSA key along with the trustpoint.

3 Click OK to proceed with the deletion.
Click Cancel to revert to the Certificate Management screen.

RSA Key Management

Refer to the RSA Keys screen to review existing RSA key configurations that have been applied to
managed devices. If an existing key does not meet the needs of a pending certificate request, generate
a new key or import/export an existing key to and from a remote location.

RSA (Rivest, Shamir, and Adleman) is an algorithm for public key cryptography. The algorithm can be
used for certificate signing and encryption. When a device trustpoint is created, the RSA key is the
private key used with the trustpoint.

To review existing device RSA key configurations, generate additional keys, or import/export keys to
and from remote locations:

1 In the Certificate Management screen, select Launch Manager from either the SSH RSA Key, RADIUS
Certificate Authority, or RADIUS Server Certificate parameters.
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2 Click RSA Keys from the Certificate Management screen.
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Figure 24: Certificate Management - RSA Keys Screen

Select a listed device to review its current RSA key configuration.

Each key can have its size and character syntax displayed. Once reviewed, optionally generate a new
RSA key, import a key from a selected device, export a key to a remote location, or delete a key from

a selected device.
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4 Click Generate Key to create a new key with a defined size.

Generate RSA Key (2]

RSA Key Details

Key Mame 4

(@) 2045 (bit=)@) 4096 (bits)

l OK Il Cancel ‘l
A

Figure 25: Certificate Management - Generate RSA Keys Screen

5 Define the following configuration parameters required for the Import of the key.

Key Name Enter the 32-character maximum name assigned to the RSA key.

Key Size Set the size of the key as either 2048 (bits) or 4096 (bits). Leaving this value at the
default setting of 2048 is recommended to ensure optimum functionality.

6 Click OK to generate the RSA key.

Click Cancel to revert to the last saved configuration.

Import an RSA Key
Controllers, service platforms and access point can import RSA keys utilized by other devices.
To Import an RSA Key:

1 Select RSA Keys tab from the Certificate Management screen.

2 To optionally import an RSA key, select Import from the Certificate Management — RSA Keys
screen.
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Figure 26: Certificate Management - Import New RSA Key Screen

3 Define the following parameters required for the Import of the RSA key:

Key Name Enter the 32-character maximum name assigned to identify the RSA key.

Key Passphrase Define the key used by both the controller or service platform and the server (or
repository) of the target RSA key. Click Show expose the actual characters used in
the passphrase. When Show is not selected, the passphrase displays as a series of
asterisks (***).

URL Provide the complete URL to the location of the RSA key. If needed, click Advanced
to expand the dialog to display network address information to the location of the
target key. The number of additional fields that populate the screen is dependent on
the selected protocol.

Advanced/Basic Select either Advanced or Basic to switch between a basic URL and an advanced
location to specify key location.

Protocol Select the protocol used for importing the target key. Available options include:
o (tftp

o ftp

o sftp

e http

o f

* ushl-4

Port Set the port. This option is not valid for c£ and usb1-4.
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Host Provide the hostname string or numeric IP address of the server used to import the
RSA key. Hostnames cannot include an underscore character. This option is not valid
forcf andusbl-4.

Select IPv4 Address to use an IPv4 formatted address as the host. Select IPv6
Address to use an IPv6 formatted address as the host. IPv6 provides enhanced
identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four
hexadecimal digits separated by colons.

Path/File Specify the path to the RSA key. Enter the complete relative path to the key on the
server.

4 Select OK to import the defined RSA key. Select Cancel to revert the screen to its last saved
configuration.

Export an RSA Key

The keys utilized by a controller, service platform or access point can be exported to an external
resource for archive and future use.

Export the key to a redundant RADIUS server to import it without generating a second key. If there’s
more than one RADIUS authentication server, export the certificate and don’t generate a second key
unless you want to deploy two root certificates.

To export an RSA Key:

1 Select Export from the Certificate Management — RSA Keys screen.
The Export RSA Key window displays.
Export RSA Key (2]
RSA Key Details
Hey Name &  defaul_rea_key
Key Passphrase L] shaw

Exproit Location

Protocol [ Port -]
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Figure 27: Certificate Management - Export RSA Key Screen
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Export the key to a redundant RADIUS server to import it without generating a second key. If there's
more than one RADIUS authentication server, export the certificate and don't generate a second key
unless you want to deploy two root certificates.

2 Define the following configuration parameters required for the Export of the RSA key.

Key Name Enter the 32-character maximum name assigned to the RSA key.

Key Passphrase Define the key used by both the controller or service platform and the server. Click
Show expose the actual characters used in the passphrase. When Show is not
selected, the passphrase displays as a series of asterisks (****).

URL Provide the complete URL to the location of the key. If needed, click Advanced to
expand the dialog to display network address information to the location of the
target key. The number of additional fields that populate the screen is dependent on
the selected protocol.

Protocol Select the protocol used for exporting the RSA key. Available options include:

o tftp

o ftp

o sftp

e http

o cf

* usbl-4

Port Set the port. This option is not valid for c€ and usbl-4.

Host Provide the hostname string or numeric IP address of the server used to export the
RSA key. Hostnames cannot include an underscore character. This option is not valid
for cf£ andusbl-4.

Select IPv4 Address to use an IPv4 formatted address as the host. Select IPv6
Address to use an IPv6 formatted address as the host. IPv6 provides enhanced
identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four
hexadecimal digits separated by colons.

Path/File Specify the path to the key. Enter the complete relative path to the key on the server.

3 Select OK to export the defined RSA key. Select Cancel to revert the screen to its last saved

configuration.

Delete an RSA Key

As keys become obsolete they can be deleted from their managing controller, service platform or

access point.

To delete an RSA Key:

1 Select RSA Keys tab from the Certificate Management screen.
Select the Delete button from within the RSA Keys tab.
Provide the key name within the Delete RSA Key screen and select Delete Certificates to remove

the certificate.

4 Select OK to proceed with the deletion, or Cancel to revert back to the Certificate Management

screen.
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Certificate Creation

Use the Certificate Management screen to create new self-signed certificates. Self-signed certificates
(often referred to as root certificates) do not use public or private CAs. A self-signed certificate is a
certificate signed by its own creator, with the certificate creator responsible for its legitimacy.

To create a self-signed certificate that can be applied to a managed device:

1 In the Certificate Management screen, select Launch Manager from either the SSH RSA Key, RADIUS
Certificate Authority, or RADIUS Server Certificate parameters.
2 Select Create Certificate from the upper, left-hand, side of the Certificate Management screen.

-
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Figure 28: Certificate Management - Create Certificate Screen

3 Define the following configuration parameters required to Create New Self-Signed Certificate:
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Certificate Name Enter the 32-character maximum name assigned to identify the name of the
trustpoint associated with the certificate. A trustpoint represents a CA/identity pair
containing the identity of the CA, CA-specific configuration parameters, and an
association with an enrolled identity certificate.

RSA Key Select Use Existing and use the drop-down menu to set the key used by both the
controller or service platform and the server (or repository) of the target RSA key
Optionally, select Create New to enter a 32-character maximum name used to
identify the RSA key. Set the size of the key to either 1,024 or 2,048 bits. We
recommend leaving this value at the default setting of 2,048 to ensure optimum
functionality.

4 Set the following Certificate Subject Name parameters required for the creation of the certificate:

Certificate Subject Select either auto-generate to automatically create the certificate's subject
Name credentials or user-configured to manually enter the credentials of the self-
signed certificate. The default setting is auto-generate.

Country (C) Define the country used in the certificate. The field can be modified by the user to
other values. This is a required field and must not exceed 2 characters.

State (ST) Enter the state or province name used in the certificate. This is a required field.

City (L) Enter a city to represent the city used in the certificate. This is a required field.

Organization (O) Define the organization represented in the certificate. This is a required field.

Organizational Unit Enter the organization unit represented in the certificate. This is a required field.

(V)

Common Name (CN) | If there is a common name (IP address) for the organizational unit issuing the
certificate, enter it here.

5 Select the following Additional Credentials required for the generation of the self-signed certificate:

Email Address Provide an email address used as the contact address for issues relating to this
certificate request.

Domain Name Enter a fully qualified domain name (FQDN): an unambiguous domain name that
absolutely specifies the node's position in the DNS tree hierarchy. To distinguish an
FQDN from a regular domain name, a trailing period is added - for example,
somehost.example.com. An FQDN differs from a regular domain name by its
absoluteness, as a suffix is not added.

IP Address Specify the IP address used as the destination for certificate requests. Only IPv4
formatted IP addresses are permitted. IPv6 formatted addresses are not permitted.

6 Click Generate Certificate at the bottom of the Certificate Management > Create Certificate screen
to produce the certificate.

Generating a Certificate Signing Request

A CSR (certificate signing request) is a message from a requester to a certificate authority to apply for a
digital certificate. The CSR is composed of a block of encrypted text generated on the server where the
certificate will be used. It contains the organization name, common name (domain name), locality, and
country.

An RSA key must be either created or applied to the certificate request before the certificate can be
generated. A private key is not included in the CSR, but it is used to digitally sign the completed
request. The certificate created with a particular CSR only works with the private key generated with it.
If the private key is lost, the certificate is no longer functional. The CSR can be accompanied by other
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identity credentials required by the certificate authority, and the certificate authority maintains the right
to contact the applicant for additional information.

If the request is successful, the CA sends an identity certificate digitally signed with the private key of
the CA.
To create a CSR:

1 In the Certificate Management screen, select Launch Manager from either the SSH RSA Key, RADIUS
Certificate Authority, or RADIUS Server Certificate parameters.

2 Select Create CSR from the upper, left-hand, side of the Certificate Management screen.
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Figure 29: Certificate Management - Create CSR Screen

3 Define the following configuration parameter required to Create New Certificate Signing Request
(CSR):
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RSA Key Select Use Existing and use the drop-down menu to set the key used by both the
controller or service platform and the server (or repository) of the target RSA key
Optionally, select Create New to enter a 32-character maximum name used to
identify the RSA key. Set the size of the key to either 1,024 or 2,048 bits. We
recommend leaving this value at the default setting of 2,048 to ensure optimum
functionality.

4  Set the following Certificate Subject Name parameters required for the creation of the certificate:

Certificate Subject Select either auto-generate to automatically create the certificate's subject
Name credentials or user-configured to manually enter the credentials of the self-
signed certificate. The default setting is auto-generate.

Country (C) Define the country used in the CSR. The field can be modified by the user to other
values. This is a required field and must not exceed 2 characters.

State (ST) Enter the state or province name represented in the CSR. This is a required field.

City (L) Enter a city represented in the CSR. This is a required field.

Organization (O) Define the organization represented in the CSR. This is a required field.

Organizational Unit Enter the organization unit represented in the CSR. This is a required field.

(0L)

Common Name (CN) If there is a common name (IP address) for the organizational unit issuing the
certificate, enter it here.

5 Select the following Additional Credentials required for the generation of the CSR:

Email Address Provide an email address used as the contact address for issues relating to this CSR.

Domain Name Enter a fully qualified domain name (FQDN): an unambiguous domain name that
absolutely specifies the node's position in the DNS tree hierarchy. To distinguish an
FQDN from a regular domain name, a trailing period is added - for example,
somehost.example.com. An FQDN differs from a regular domain name by its
absoluteness, as a suffix is not added.

I[P Address Specify the IP address used as the destination for certificate requests. Only IPv4
formatted IP addresses are permitted. IPv6 formatted addresses are not permitted.

6 Select Generate CSR to produce the CSR.

Wired 802.1x Configuration

802.1X is an IEEE standard for media-level (Layer 2) access control, providing the capability to permit or
deny connectivity based on user or device identity. 802.1X allows port based access using
authentication. An 802.1X enabled port can be dynamically enabled or disabled depending on user
identity or device connection.

Before authentication, the endpoint is unknown, and traffic is blocked. Upon authentication, the
endpoint is known and traffic is allowed. The controller or service platform uses source MAC filtering to
ensure that only the authenticated endpoint is allowed to send traffic.

To configure a device's wired 802.1x configuration:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.
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2 Select a target device in the lower left-hand side of the ULl

You can also select a target device by double-clicking it in the list in the Device Configuration screen.
3 Select Wired 802.1x from the Device menu options.

I Wired $021X Settings
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Dot Guest WLAN Control 7

AL Authentication S.2.4 Polcy |-w - o '|.::'..’
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Figure 30: Wired 802.1x Screen

4 Review the Wired 802.1x Settings area to configure the following parameters:

Dotlx Authentication Control | Select this option to globally enable 802.1x authentication. 802.1x
authentication is disabled by default.

Dotlx AAA Policy Select a AAA policy to associate with wired 802.1x traffic. If a suitable AAA
policy does not exist, click the Create icon to create a new policy or the Edit
icon to modify an existing policy.

Dotlx Guest VLAN Control Select this option to globally enable 802.1x guest VLANS for the selected
device. This setting is disabled by default.

MAC Authentication AAA Select a AAA authentication policy for MAC address authentication. If a
Policy suitable MAC AAA policy does not exist, click the Create icon to create a new
policy or the Edit icon to modify an existing policy.

5 Click OK to save the changes made to the 802.1x configuration.
Click Reset to revert to the last saved configuration.

RF Domain Overrides in Device Configuration

Use RF Domain Overrides to override the configurations set by the target device's original RF Domain
assignment.

RF Domains allow administrators to assign configuration data to multiple devices deployed in a
common coverage area (floor, building or site). In such instances, these devices share many
configuration attributes because their general client support roles are very similar. However, device
configurations may need periodic refinement from their original RF Domain administered design.
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A controller's or service platform's configuration contains at least one default RF Domain, but it can
optionally use additional user-defined RF Domains:

e Default RF Domain - Automatically assigned to each controller, service platform, and associated
access points by default. A default RF Domain is unigue to a specific model.

e User-Defined RF Domains - Created by administrators and manually assigned to individual
controllers, service platforms, or access points. Can be automatically assigned to access points using
adoption policies.

Each controller, service platform, and access point is assigned one RF Domain at a time. However, a
user-defined RF Domain can be assigned to multiple devices as required. User-defined RF Domains can
be manually assigned or automatically assigned to access points using an auto-provisioning policy. The
more devices assigned to a single RF Domain, the greater the likelihood one of the device's
configuration requiring an override changing that device's configuration from the original RF Domain
assignment shared by other devices of that model type.

To review the RF Domain's original configuration requirements and the options available for a target
device, refer to Managing RF Domains on page 759.

To define a device’s RF Domain override configuration, refer to the following sections:
e RF Domain Basic Configuration on page 77

e RF Domain Sensor Configuration on page 79

e RF Domain Client Name Configuration on page 82

e WLAN Override SSID Configuration on page 83

RF Domain Basic Configuration

To override a device's RF Domain basic configuration:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the ULl

You can also select a target device by double-clicking it in the list in the Device Configuration screen.
3 Expand the RF Domain Overrides menu option to display its sub-menu options.
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4 Select Basic.
The selected RF Domain's basic configuration screen displays.
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Figure 31: RF Domain Overrides - Basic Configuration Screen

Note
0 A blue override icon (to the left of a parameter) defines the parameter as having an
override applied. To remove an override go to the Basic Configuration section of the
device and click Clear Overrides. This removes all overrides from the device.

5 Refer to the Basic Configuration field to review the basic settings defined for the target device's RF
Domain configuration, and optionally assign or remove overrides to and from specific parameters.

Location Provide the 64-character maximum deployment location set for the controller or
service platform as part of its RF Domain configuration.

Contact Enter the 64-character maximum administrative contact for the controller or service
platform as part of its RF Domain configuration.

Time Zone Set the time zone set for the device as part of its RF Domain configuration.

Country Code Set the country code set for the device as part of its RF Domain configuration.
Selecting the correct country is central to legal operation. Each country has its own
regulatory restrictions concerning electromagnetic emissions and the maximum RF
signal strength that can be transmitted.

Wireless Controller and Service Platform for version 5.9.4 / 78

=1




Device Configuration

6 Refer to the Smart RF section to configure Smart RF policy and dynamic channel settings.

2.4 GHz Radios Select an override group of channels Smart RF can use for channel compensation
adjustments in the 2.4 GHz band.

5 GHz Radios Select an override group of channels Smart RF can use for channel compensation
adjustments in the 5 GHz band.

7 Refer to the Smart Scan section to configure Smart RF policy and dynamic channel settings.

Enable Dynamic Select this option to enable dynamic channel switching for Smart RF radios.
Channel
2.4 GHz Channels Select legal channels from the drop-down menu for 2.4 GHz Smart RF radios. (Device

radios transmit in specific channels unigue to their country of operation.)

5 GHz Channels Select legal channels from the drop-down menu for 5 GHz Smart RF radios. (Device
radios transmit in specific channels unigue to their country of operation.)

8 Use the WIPS Policy drop-down menu to apply a WIPS policy to the RF Domain.

The Wireless Intrusion Protection System (WIPS) provides continuous protection against wireless
threats and act as an additional layer of security complementing wireless VPNs and encryption and
authentication policies. Controllers and service platforms support WIPS through the use of
dedicated sensor devices, designed to actively detect and locate unauthorized AP devices. After
detection, they use mitigation technigues to block devices using manual termination, air lockdown
or port suppression.

Click the Create icon to define a new WIPS policy that can be applied to the RF Domain, or click the
Edit icon to modify or override an existing WIPS policy.

For an overview of WIPS and instructions on how to create a WIPS policy that can be used with a RF
Domain, see Intrusion Prevention on page 827.

9 Use the Licenses drop-down menu to obtain and leverage feature licenses from RF Domain member
devices.

10 Click OK to save the changes and overrides made to the RF Domain configuration.

Click Reset to revert to the last saved configuration.

RF Domain Sensor Configuration

Controllers and service platforms support dedicated sensor devices, designed to actively detect and
locate unauthorized AP devices. After detection, they use mitigation techniques to block devices using
manual termination, air lockdown or port suppression.

To define ADSP server credentials for WING controller or service platform data exchanges:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the left-hand side of the Ul.

You can also select a target device by double-clicking it in the list in the Device Configuration screen.
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3 Expand the RF Domain Overrides node and select Sensor.

The RF Domain's sensor appliance configuration screen displays.
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Figure 32: RF Domain Overrides - Wireless Controller/Service Platform - Sensor
Screen

4 Click + Add Row to populate the Sensor Appliance Configuration field with up to three rows for

WIPS server credentials:

Server Id Assign a numerical ID for up to three ADSP server resources. The server with the
lowest defined ID is the first reached by the controller or service platform. The default
IDis1.

IP Address/Hostname | Provide the numerical (non DNS) IP address or hostname of each server used as a
ADSP sensor server by RF Domain member devices. A hostname cannot exceed 64
characters or contain an underscore.

Port Specify the port of each ADSP sensor server utilized by RF member devices. The
default port is 443.

Wireless Controller and Service Platform for version 5.9.4 / 80



Device Configuration

5 If the device selected is an access point, configure the following settings in addition to the Sensor
Appliance Configuration.

i
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Figure 33: RF Domain Overrides - Access Point - Sensor screen

Sensor Policy Use the Sensor Policy drop-down menu to select a Sensor policy. If no Sensor policy
exists, use the Create icon to create a new Sensor policy. Or, use the Edit icon to edit
an existing Sensor policy if required.

Note: If a dedicated sensor is utilized with WIPS for rogue detection, any sensor
policy selected from the Sensor Policy drop-down menu is discarded and not utilized
by the sensor. To avoid this situation, use ADSP channel settings exclusively to
configure the sensor and not the WiNG interface.

6 Enter the Extremelocation Tenant’s account number in the Tenant Account field. Use this field to
configure your Extremelocation Tenant account number. Extremelocation Tenants, at the time of
registration, are communicated (via email) an account number uniquely identifying the Tenant.
Configure this account number in the RF Domain context. When configured, RF Domain AP reports,
pushed to the ExtremelLocation server, include the Tenant's account number along with the
reporting AP's MAC address.
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7 Select the + Add Row button to populate the Extremelocation Appliance Configuration field with
Extremel.ocation server details:

Server |d Policy Use the spinner control to assign a numerical ID for the Extremelocation server
resource.

Note: As of now only one server is supported.

IP Address/Hostname | Provide the hostname of the Extremelocation server used by RF Domain member
devices. A hostname cannot exceed 64 characters or contain an underscore.

Note: Enter the Extremelocation server’s hostname and not the IP address, as the IP
address is likely to periodically change in order to balance load across multiple
Location servers.

8 Select the Enable NSight Sensor checkbox to enable the NSight module.
9 Click OK to save the changes to the sensor configuration.

Click Reset to revert to the last saved configuration.

RF Domain Client Name Configuration
To override the device's RF Domain client name configuration:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the Ul

The selected device's configuration menu displays.
3 Expand the RF Domain Overrides node and select Client Name.

The Client Name Configuration screen displays.

Client NHame Cornfigur ation

Mac Acdress Hamme 'm‘
11-R-F-11-1-0 ol
00 - 00 - O - 00 - 00 - 0 i ]
4
4 Add Row

Figure 34: RF Domain Overrides - Client Name Configuration Screen
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4 Either select the + Add Row button to create a new client configuration or highlight an existing
configuration and select the Delete icon to remove it.

Enter the client's factory coded MAC address.

Assign a Name to the RF Domain member access point's connected client to assist in its easy
recognition.

7 Select OK to save the changes to the configuration.

Click Reset to revert to the last saved configuration.

WLAN Override SSID Configuration

To override an RF Domain's WLAN configurations:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the Ul
You can also select a target device by double-clicking it in the list in the Device Configuration screen.
3 Expand the RF Domain Overrides menu and select WLAN Override.

= Note

0 The WLAN Override option is available only for access points - not for controllers or
service platforms.

The WLAN Override screen displays with the Override SSID tab selected by default.

Owerride Owperride WLAN

S5ID Dwerrides
WLAN S50 i

ES21WLAN 101

23des w2 5 102

o Add Row

Figure 35: WLAN Override screen - Override SSID Tab
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Define up to three overrides for the listed WLAN SSID assignment:

WLAN Optionally use the drop-down menu to change the WLAN assignment for the listed
access point. Click the Create icon to define a new WLAN configuration, or click the
Edit icon to modify an existing WLAN configuration.

SSID Optionally change the SSID associated with the WLAN. The WLAN name is auto-
generated using the SSID until it is changed (overridden). The maximum number of
characters used for the SSID is 32.

Click + Add Row as needed to add additional WLAN SSID overrides.

Note

A blue override icon (to the left of a parameter) defines the parameter as having an
override applied. To remove an override go to the Basic Configuration section of the
device and click Clear Overrides. This removes all overrides from the device.

Click OK to save the changes and overrides.

Click Reset to revert to the last saved configuration.

WLAN Override VLAN Configuration

1

Select the Override VLAN tab.

The Override VLAN tab displays VLANSs assigned to the access point’s WLAN. Review existing VLAN
assignment overrides, add new configurations or edit existing configurations.

The Override VLAN main screen displays. This screen lists existing WLAN to VLAN assignments.

oversise s [TV
wiLAN ' VLANS
4 1iDtest 3
& 2dec 1
Type to search in lables Row Court 2

| i Add . [ Ect | | Deiete | Ext

Figure 36: WLAN Override - Override VLAN Screen
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2 Select Add to create a new WLAN to VLAN assigment. Or, select an existing configuration and click
Edit to modify it.
The VLAN Overrides screen diplays.

3 If creating a new WLAN to VLAN assignment, use the WLAN drop-down menu and select the
WLAN.

4 Inthe Override VLAN table, click + Add Row to create a new client limit for a specific WLAN and
VLAN, or click Edit to modify an existing configuration.

5 Optionally define a VLAN’s wireless client limit override configuration.

VLANS Set a virtual interface ID (1-4094).

Wireless Client Limit Set the number of users permitted on the VLAN. Set the value to O to have an
unlimited number of users.

Note
.
0 A blue override icon (to the left of a parameter) defines the parameter as having an
J override applied. To remove an override go to the Basic Configuration section of the
device and click Clear Overrides. This removes all overrides from the device.

6 Click OK to save the changes and overrides.

Click Reset to revert to the last saved configuration.

Device Profile Overrides

Profiles enable administrators to assign a common set of parameters and policies to controllers, service
platforms and access points. Profiles can be used to assign shared or unique network, wireless and
security parameters within a large, multi segment, site. The configuration parameters within a profile are
based on the hardware model the profile was created to support. Controllers and service platforms
support both default and user defined profiles implementing new features or updating existing
parameters to groups of controllers or access points. The central benefit of a profile is its ability to
update devices collectively without having to modify individual device configurations. Power and
Adoption overrides apply specifically to access points, while Cluster configuration overrides apply to
only controller configurations.

However, device profile configurations may need periodic refinement from their original administered
design. Consequently, a device profile could require modification from a profile configuration shared
amongst numerous devices deployed within a particular site.

Use Profile Overrides to define configurations overriding the parameters set by the target device's
original profile assignment.

General Overrides

To review a profile’s original configuration requirements and the options available for a target device,
refer to General Profile Configuration on page 542.

To override the selected device’s general profile configuration:
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1 Go to Configuration — Devices. The Device Configuration screen displays by default. This screen
lists the devices or peer controllers within the managed network. The listed devices can be other
controllers or access points.

2 Select a device, from the displayed list, by double-clicking on the device name. The selected device's
configuration menu displays.

B Note
Devices can also be selected directly from the device browser in the lower, left-hand side
of the Ul.

3 Expand the Profile Overrides node. The General configuration screen displays by default.

Statistics

NoC Update Interval @ 0 0,5-3600 seconds
Netw ork Time Protocol (NTF)

Server IP | Key Key Preferred Autokey Version Minimum Polling Maximum Polling @.
Number Interval Interval
g
|+ AddRow |

RF Domain Manager

Capable O]

Prioity o] = (110 255)
RAID Alarm

RAID Alarm Enable  (hd]

Figure 37: Configuration - Device Configuration - Profile Overrides - General
Configuration Screen

Note

-
A blue override icon (to the left of a parameter) defines the parameter as having an
override applied. To remove an override go to the Basic Configuration section of the
device and click the Clear Overrides button. This removes all overrides from the device.

4 Set a NoC Update Interval from 5-36500 seconds for updates from the RF Domain manager to the
controller. This is the interval at which the RF Domain manager sends updates to its adopting
controller.

The default value is O seconds, which indicates the auto mode. In the auto mode the controller
automatically adjusts the interval based on the information load.

5 Select + Add Row below the NTP (Network Time Protocol) table to define (or override) the
configurations of NTP server resources the controller uses it obtain its system time. Set the following
parameters to define the NTP configuration:
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Server IP Set the IP address of each server as a potential NTP resource.

Key Number Select the number of the associated Authentication Key for the NTP resource.

Key If an autokey is not being used, manually enter a 64 character maximum key the
controller or service platform and NTP resource share to securely interoperate.

Preferred Select the radio button to designate this particular NTP resource as preferred. If using
multiple NTP resources, preferred resources are given first opportunity to connect to
the controller and provide NTP calibration.

AutoKey Select the radio button to enable an Autokey configuration for the controller and NTP
resource. The default setting is disabled.

Version Use the spinner control to specify the version number used by this NTP server resource.
The default setting is O.

6 Refer to the RF Domain Manager field to elect RF Domain Manager devices and assign them a
priority in the election process

Capable

Select this option to elect this controller a RF Domain manager capable of storing and
provisioning configuration and firmware images for other members of the RF Domain.
The RF-domain-manager updates any state changes to the rest of the devices in the
RF Domain. This setting is enabled by default.

Priority

Select this option to set the priority of this device becoming the RF Domain Manager
versus other capable RF Domain members. The higher the value (1 - 255) the higher
priority assigned to the device in the RF Domain Manager election process.

7 Refer to the RAID Alarm field to either enable or disable the chassis alarm that sounds when events
are detected that degrade RAID support (drive content mirroring) on series service platform.

RAID controller drive arrays are available within the NX 95XX and NX 96XX series service platforms.

These service platforms include a single Intel MegaRAID controller (virtual drive) with RAID-1
mirroring support enabled. The online virtual drive supports up to two physical drives that could
require hot spare substitution if a drive were to fail. With the WING 5.5 release, an administrator can
manage the RAID controller event alarm and syslogs supporting the array hardware from the service
platform user interface and is not required to reboot the service platform BIOS.

8 Click OK to save the changes and overrides made to the general profile configuration.

Click Reset to revert to the last saved configuration.

Power Overrides (APs Only)

Use the Power screen to set one of two power modes (3af or Auto) for the access point profile. When
Automatic is selected, the access point safely operates within available power. Once the power
configuration is determined, the access point configures its operating power characteristics based on its
model and power configuration.

An access point uses a CPLD (complex programmable logic device) to manage power. The CPLD
determines proper supply sequencing, the maximum power available and other status information. One
of the primary functions of the CPLD is to determine the maximum power budget. When an access
point is powered on (or performing a cold reset), the CPLD determines the maximum power provided
by the POE device and the budget available to the access point. The CPLD also determines the access
point hardware SKU (model) and the number of radios.
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If the access point’s POE resource cannot provide sufficient power to run the access point (with all
intended interfaces enabled), some of the following interfaces could be disabled or modified:

e The access point’s transmit and receive algorithms could be negatively impacted.
e The access point’s transmit power could be reduced due to insufficient power.
e The access point’'s WAN port configuration could be changed (either enabled or disabled).

To define an access point’s power configuration:

1 Navigate to Configuration — Devices.

The Device Configuration screen displays. This screen lists devices or peer controllers service
platforms and access points within the managed network.

2 Select a target device (by double-clicking it) from amongst those displayed on the screen.

The selected device's configuration menu displays,

Note
Devices can also be selected directly from the Device Browser in the lower, left-hand, side
= of the Ul.

3 Expand the Profile Overrides node and select Power.

o Note

L j The Power option is available only for access points.

The selected access point's power mode configuration screen displays.

Power Mode Configuration on this AP

Pow er Mode g Automatic  w
| N

1 AP must be restarted for power-management change to take effect.

802.3af Power Mode

802.3af Mode ﬁIanoughput v |

802.3at Power Mode

802 3at Mode alanoughput v |

oK Resat M

Figure 38: Device Configuration - System Profile - Power Screen
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4  Use the Power Mode drop-down menu to set the Power Mode Configuration on this AP.

Note

-
a Single radio model access points always operate using a full power configuration. The
power management configurations described in this section do not apply to single radio
access point models.

When an access point is powered on for the first time, it determines the power budget available.
Using the Automatic setting, the access point automatically determines the best power
configuration based on the available power budget. Automatic is the default setting.

If 802.3af isselected, the access point assumes 12.95 watts are available. If the mode is changed,
the access point requires a reset to implement the change. If 802.3at is selected, the access point
assumes 23 - 26 watts are available.

5 Set the access point radio’s 802.3af Power Mode and the radio’s 802.3at Power Mode.
Use the drop-down menu for each power mode to define a mode of either Range or Throughput.

Select Throughput to transmit packets at the radio’s highest defined basic rate (based on the radio’s
current basic rate settings). This option is optimal in environments where the transmission range is
secondary to broadcast/multicast transmission performance.

Select Range when range is preferred over performance for broadcast/multicast (group) traffic. The
data rates used for range are the lowest defined basic rates. Throughput is the default setting for
both 802.3af and 802.3at.

6 Click OK to save the changes made to the access point power configuration.

Click Reset to revert to the last saved configuration.

Cluster Configuration Overrides (Controllers & Service Platforms Only)

A redundancy group (cluster) is a set of controllers or service platforms (nodes) uniquely defined by a
profile configuration. Within the redundancy group, members discover and establish connections to
other peers and provide wireless self-healing support in the event of cluster member failure.

A cluster’s AP load balance is typically distributed evenly amongst the controllers or service platforms
in the cluster. Define how often this profile is load balanced for AP radio distribution as often as you feel
required, as radios can come and go and members can join and exit the cluster. For information on
setting a profile’s original cluster configuration (before applying an override), see Profile Cluster
Configuration (Controllers Only) on page 544.

As cluster memberships increase or decrease and their load requirements change, a profile may need
an override applied to best suit a site’s cluster requirements.

To apply an override (if required) to a profile cluster configuration:

1 Navigate to Configuration — Devices.

The Device Configuration screen displays. This screen lists devices or peer controllers service
platforms and access points within the managed network.
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2 Select a target device (by double-clicking it) from amongst those displayed on the screen.

The selected device's configuration menu displays,

Note
Q Devices can also be selected directly from the Device Browser in the lower, left-hand, side
of the Ul.

3 Expand the Profile Overrides node and select Cluster.

The Cluster override configuration screen displays.

Cluster Settings
Cluster Mode +=® Active @ standby
Cluster Name s
Master Priority o 128 l_: | (110 255)

Handie STF Convergence o]

Force Configured State 0|
Force Configured Stale Delay @ 5 |i1 (3 1o 1,800 minutes)
Radius Counter DB Sync Time g 5 l:J {1 1o 1,440 minutes)
Ciuster Member
Custer VLAN o 7 |3 (10400
Member |P Address Routing Level il
(1]

Figure 39: Device Configuration - Profile Overrides - Cluster Configuration
Override Screen
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4 Define the following Cluster Settings overrides:

Cluster Mode

A member can be in either an Active or Standby mode. All active member
controllers or service platforms can adopt access points. Standby members only
adopt access points when an active member has failed or sees an access point
that’s not yet adopted. The default cluster mode is Active and enabled for use
with the profile.

Cluster Name

Define a name for the cluster name unique to its configuration or profile support
requirements. The name cannot exceed 64 characters.

Master Priority

Set a priority value from 1and 255 with the higher value being given higher
priority. This configuration is the device’s priority to become cluster master. In
cluster environment one device from cluster members is elected as cluster
master. This configuration is the device’s priority to become cluster master. The
default is 128.

Handle STP Convergence

Select the radio button to enable Spanning Tree Protocol (STP) convergence for
the controller or service platform. In general, this protocol is enabled in layer 2
networks to prevent network looping. Spanning Tree is a network layer protocol
that ensures a loop-free topology in a mesh network of inter-connected layer 2
controller or service platform. The spanning tree protocol disables redundant
connections and uses the least costly path to maintain a connection between any
two controllers or service platforms in the network. If enabled, the network
forwards data only after STP convergence. Enabling STP convergence delays the
redundancy state machine execution until the STP convergence is completed (the
standard protocol value for STP convergence is 50 seconds). Delaying the state
machine is important to load balance APs at startup. The default setting is
disabled.

Force Configured State

Select the radio button to allow this controller or service platform to take over for
an active member if it were to fail. A standby controller or service platform in the
cluster takes over APs adopted by the failed active member. If the failed active
member were to come back up, the active member starts a timer based on the
Auto Revert Delay interval. At the expiration of the Auto Revert Delay, the
standby member releases all adopted APs and goes back to a monitoring mode.
The Auto Revert Delay timer is stopped and restarted if the active member goes
down and comes up during the Auto Revert Delay interval. The default value is
disabled.

Force Configured State
Delay

Specify a delay interval in minutes (3 - 1,800). This is the interval a standby
member waits before releasing adopted APs and goes back to a monitoring
mode when an active cluster member becomes active again after a failure. The
default interval is 5 minutes.

Radius Counter DB Sync
Time

Specify a sync time (from 1- 1,440 minutes) a RADIUS counter database uses as
its synchronization interval with the dedicated NTP server resource. The default
interval is 5 minutes.

5 Within the Cluster Member field, select Cluster VLAN to enable a spinner control to designate the
VLAN where cluster members are reachable. Specify a VLAN from 1- 4094.

Specify the IP addresses of the VLAN'’s cluster members using the Member IP Address table.

6 Select Restore Configured State to restore this cluster member back into role of taking over for an
active member if it were to fail.

7 Select Force Active to revert this cluster member back into its default active state and provide the
ability to adopt access points.

8 Select Force Standby to only adopt access points when an active member has failed or sees an
access point that’s not yet adopted
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9 Select OK to save the changes and overrides made to the profile’s cluster configuration.

Select Reset to revert to the last saved configuration.

Controller Adoption Overrides (Controllers Only)

Adoption is the process a controller or service platform uses to discover available access points and/or
peer controllers/service platforms, establish an association and provision the requesting device.
Adoption settings are configurable and supported within a profile and applied to other access points
supported by the profile.

To define a controller or service platform’s adoption capabilities:

1 Select Configuration — Devices from the Web Ul.

The Device Configuration screen displays in the right-hand Ul. This screen lists all devices within the
managed network.

2 Select a controller or service platform from the list. The selected device's configuration menu
displays.

3 Go to Profile Overrides — Adoption. A screen displays, where the selected controller or service
platform’s adoption configuration can be set or overridden for a profile.
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Figure 40: Configuration - Device - Profile Overrides - Adoption

4 Within the Controller Group field, use the Group item to provide the controller group this controller
or service platform belongs to. A preferred group can also be selected for the adoption of this
controller or service platform. The name of the preferred group cannot exceed 64 characters.

5 Set the following Auto Provision Policy parameters:
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Use NOC Auto-
Provisioning Policy

Select this option to use the NOC’s auto provisioning policy instead of the policy local
to the controller or service platform. The NOC is an elected controller or service
platform capable of provisioning all of its peer controllers, service platforms and
adopted devices. This setting is disabled by default.

Auto-Provisioning
Policy

Select an auto provisioning policy from the drop-down menu. To create a new auto
provisioning policy, select the Create icon or modify an existing one by selecting the
Edit icon.

Learn and Save

Select this option to enable allow the controller tor service platform to maintain a

Network Configuration | local configuration records of devices requesting adoption and provisioning. This

feature is enabled by default.

6 Set the following Controller Adoption Settings:

Allow Adoption of
Devices

Select either access points, Controllers or both to refine whether this

controller or service platform can adopt networked access points or peer controller
devices as well.

Allow Adoption of
this Controller

Select this option to enable this controller or service platform to be capable of adoption
by other controllers or service platforms. This setting is disabled by default and must be
selected to allow peer adoptions.

Preferred Group

IfAllow Adoption of this Controller is selected, provide the controller
group preferred as the adopting entity for this controller or service platform. If utilizing
this feature, ensure the appropriate group is provided within the Controller Group field.

Hello Interval

Select this option to define the hello packet exchange interval (from 1-120 seconds)
between the controller or service platform and an adoption requesting access point.

Adjacency Hold
Time

Select this option to set a hold time interval (from 2 - 600 seconds) for the transmission
of hello packets.

7 In the Controller Hostnames field, select + Add Row and populate the table with IP addresses or
hostnames used as access point adoption resources into the managed network.

Host Use the drop-down menu to specify whether the adoption resource is defined as a
(non DNS) IP Address or a Hostname. Once defined, provide the numerical IP or
Hostname. A Hostname cannot exceed 64 characters.

Pool Use the spinner control to set a pool of either 1 or 2. This is the pool the target

controller or service platform belongs to.

Routing Level

Define a routing level (either 1 or 2) for the link between adopting devices. The
default setting is 1.

IPSec Secure

Enable this option to provide IPSec secure peer authentication on the connection
(link) between the adopting devices. This option is disabled by default.

IPSec GW Select the numerical IP address or administrator defined hostname of the adopting
controller resource.
Force Enable this setting to create a forced link between an access point and adopting

controller, even when not necessarily needed. This setting is disabled by default.

Remote VPN Client

Displays whether a secure controller link has been established using a remote VPN
client.

8 Select OK to save the changes to the controller or service platform profile adoption configuration.
Select Reset to revert to the last saved configuration.
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Overriding a Profile’s Interface Configuration

A profile’s interface configuration can be defined to support separate physical Ethernet configurations
both unigue and specific to RFS 4000 controllers and NX 5500 and NX 7500 series service platforms.
Ports vary depending on platform, but controller or service platform models do have some of the same
physical interfaces.

A controller or service platform requires its Virtual Interface be configured for layer 3 (IP) access or layer
3 service on a VLAN. A Virtual Interface defines which IP address is associated with each connected
VLAN ID.

If the profile is configured to support an access point radio, an additional radios option is available,
unigue to the access point's radio configuration.

Each profile interface configuration can have overrides applied to customize the configuration to a
unigue deployment. However, once an override is applied to this configuration it becomes independent
from the profile that may be shared by a group of devices in a specific deployment and my need careful
administration until a profile can be re-applied to the target device. For more information, refer to the
following:

e Ethernet Port Override Configuration on page 95

e \Virtual Interface Override Configuration on page 108

e Port Channel Override Configuration on page 125

e Qverriding VM Interface Configuration on page 133

e Radio Override Configuration on page 138

e Overriding WAN Backhaul Configuration on page 157

e Qverriding PPPoE Configuration on page 159

e Overriding Bluetooth Configuration on page 162

Ethernet Port Override Configuration

Use an Ethernet port override to modify a device's Ethernet port configuration.
The following ports are available on RFS 4000 model controllers: gel, ge2, ge3, ge4, geb, upl.

The following ports are available to NX series service platform models:
e NX5500: gel, ge2
e NX 7500: gel-gel0, xgel-xge?

GE ports are RJ-45 ports supporting 10/100/1000Mbps.

UP ports supports either RJ-45 or fiber. The UP port is the preferred means to connect to the backbone
because it has a non-blocking 1gbps connection unlike the GE ports.

The following ports are available on access points:
e AP 6522: GEI/POE (LAN)

¢ AP 6562: GE1/POE (LAN)

* AP 7161: GE1/POE (LAN), GE2 (WAN)

o AP 7502: GEI, fel, fe2, fe3

o AP-7522: GE1/POE (LAN), GE2 (WAN)
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* AP 7562: GEI/POE (LAN), GE2 (WAN)
* AP 7602: GE1/POE (LAN), GE2 (WAN)
* AP-7612: GE1/POE (LAN), GE2 (WAN)

* AP 7622: GE1/POE (LAN)
* AP7632: GE1/POE (LAN)

* AP7662: GE1/POE (LAN), GE2 (WAN)
* AP-8163: GE1/POE (LAN), GE2 (WAN)

T5 controllers have the following Ethernet port designations:

e T5-gel-ge2. (T5 controller managed CPE devices have ports fel - fe2).

To set an Ethernet port configuration and potentially apply overrides to the profile's configuration:

1 Select Configuration — Devices from the web UI.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device by double-clicking on the device name.

The selected device's configuration menu displays.
3 Got to Profile Overrides — Interface.

Select Ethernet Ports.

Note

override applied. To remove an override go to the Basic Configuration section of the

-
A blue override icon (to the left of a parameter) defines the parameter as having an

device and click Clear Overrides. This removes all overrides from the device.
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Figure 41: Device Overrides - Ethernet Ports Screen
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5 Refer to the following to review port status and assess whether an override is warranted:

Name

The name of the physical port reporting runtime data and statistics. Supported ports
vary by model.

e RFS4000: gel, ge2, ge3, ged, ge5, upl
e NX5500: gel, ge?
e NX 7500: gel-gel0, xgel-xge2

Type

The physical port type. Cooper is used on RJ45 Ethernet ports, and Optical
materials are used on fiber optic gigabit Ethernet ports.

Description

Displays an administrator defined description for each listed port.

Admin Status

A green check mark means the port is active and currently enabled with the profile. A
red "X" means the port is currently disabled and not available for use. The interface
status can be modified with the port configuration as needed.

Mode

The profile's switching mode: either Access or Trunk (as defined on the Ethernet
Port Basic Configuration screen).

If Access is selected, the port accepts packets only from the native VLAN. Frames
are forwarded untagged with no 802.1Q header. All frames received on the port are
expected as untagged and mapped to the native VLAN.

If Trunk is selected, the port allows packets from a list of VLANs added to the
trunk. The port supports multiple 802.1Q tagged VLANs and one native VLAN which
can be tagged or untagged.

Native VLAN

The VLAN ID (1 - 4094) for the native VLAN. The native VLAN allows an Ethernet
device to associate untagged frames to a VLAN when no 802.1Q frame is included in
the frame. Additionally, the native VLAN is the VLAN over which untagged traffic is
directed when using a port in Trunk mode.

Tag Native VLAN

A green check mark means the native VLAN is tagged. A red "X" means the native
VLAN is untagged.

When a frame is tagged, the 12-bit frame VLAN ID is added to the 802.1Q header so
upstream Ethernet devices know which VLAN ID the frame belongs to. The device
reads the 12-bit VLAN ID and forwards the frame to the appropriate VLAN. When a
frame is received with no 802.1Q header, the upstream device classifies the frame
using the default or native VLAN assigned to the Trunk port. A native VLAN allows an
Ethernet device to associate untagged frames to a VLAN when no 802.1Q frame is
included in the frame.

Allowed VLANs

The VLANSs allowed to send packets over the listed port. Allowed VLANSs are listed
only when the port is in Trunk mode.

Overrides

If overrides have been applied to the port configuration, click Clear to clear the
overrides and revert to the configuration originally defined by the administrator for
this interface.

Overriding Basic Configuration

To edit or override the configuration of an existing port:
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1 Select the port from those displayed on the screen and click Edit.
The Ethernet Port Basic Configuration screen displays.

| Name ge1 (7]
S LT Security | Spanning Tres
Properties Ethernet_port captive_portal enforcement
Descrigion ° Enforce Captive Portal 0 None ¥
Switching Mode
Aamin Status 438 Disabled @ Enabled
Speed O Automatic Mode 48 Access @ Trunk
Dupiex O |Automatic | v Maive VLAN ool 1
Tag Mative VLAN 42
COPILLDP
Alowed VLANS g (1-4004) (24.7-12,..)
Csco Discovery Frolocol Receve [ 115%4]
Cisco Discovery Profocol Transmit 0 Fabric Attach
Link Layer Discovery Profocol Recelve IIH VLAN ISiD m

Link Layer Discovery Profocod Transmit nu

o
Dynamic Link Aggregation (LACP)
For Channel H:l 1 - M
Port Mode Active L4
) Port Chaninel Membership
Fort Priority 5 i | {11065535) Eo—

Port Channel o N -1 (1le2)

LOK Rewt el

Figure 42: Ethernet Ports - Basic Configuration Screen

2 Set or override the following Ethernet port Properties:

Description Enter a brief description for the port (64 characters maximum). The description
should reflect the port’s intended function to differentiate it from others with similar
configurations, or it simply can be the name of the physical port.

Admin Status Select Enabled to define this port as active to the profile it supports. Select Disabled
to disable this physical port in the profile. It can be activated at any time when
needed. Admin status is enabled by default.
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Speed

Select the speed at which the port can receive and transmit data, to establish a 10,
100, or 1000 Mbps data transfer rate for the selected half-duplex or full-duplex
transmission.

These options are not available if Automatic is selected. Select Automatic to
enable the port to automatically exchange information about data transmission
speed and duplex capabilities. Auto negotiation is helpful when in an environment
where different devices are connected and disconnected on a regular basis.
Automatic is the default setting.

Duplex

Select either Half, Full, or Automatic as the duplex option.

Select Half duplex to send data over the port, then immediately receive data from the
same direction in which the data was transmitted. Like a full-duplex transmission, a
half-duplex transmission can carry data in both directions, just not at the same time.
Select Full duplex to transmit data to and from the port at the same time. Using full
duplex, the port can send data while receiving data as well.

Select Automatic to enable to the controller or service platform to dynamically
duplex as port performance needs dictate. Automatic is the default setting.

3 Enable or disable the following CDP/LLDP parameters used to configure CDP (Cisco Discovery

Protocol) and LLDP (Link Layer Discovery Protocol) for this profile’s Ethernet port configuration:

Cisco Discovery Protocol
Receive

Select this option to allow the Cisco discovery protocol for receiving data on this
port. If enabled, the port sends out periodic interface updates to a multicast
address to advertise its presence to neighbors.

Cisco Discovery Protocol
Transmit

Select this option to allow the Cisco discovery protocol for transmitting data on
this port. If enabled, the port sends out periodic interface updates to a multicast
address to advertise its presence to neighbors.

Link Layer Discovery
Protocol Receive

Select this option to allow the Link Layer discovery protocol to be received on this
port. If enabled, the port sends out periodic interface updates to a multicast
address to advertise its presence to neighbors. This option is enabled by default.

Link Layer Discovery
Protocol Transmit

Select this option to allow the Link Layer discovery protocol to be transmitted on
this port. If enabled, the port sends out periodic interface updates to a multicast
address to advertise its presence to neighbors.

4 Set or override the following Power Over Ethernet (PoE) parameters (if supported and applicable):

Enable PoE

Select this option to configure the selected controller or service platform port to
use PoE (Power over Ethernet). To disable PoE on a port, uncheck this option.
PoE is supported on RFS 4000 model controllers. When enabled, the controller
or service platform supports 802.3af PoE on each of its ge ports. PoE allows
users to monitor port power consumption and configure power usage limits and
priorities for each ge port.

Power Limit

Use the spinner control to set the total watts available for PoE on the ge port.
Set a value from O - 40 watts.

Power Priority

Set the power priority for the listed port to either to either Critical, High,
or Low. This is the priority assigned to this port versus the power requirements
of the other supports available on the controller or service platform.
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5 Select Enforce Captive Portal to automatically apply captive portal access permission rules to data
transmitted over this specific Ethernet port.

This setting is disabled by default.

A captive portal is an access policy for providing temporary and restrictive access using a standard
Web browser. Captive portals provides authenticated access by capturing and re-directing a wireless
user's Web browser session to a captive portal login page where the user must enter valid
credentials to access to the network. Once logged into the captive portal, additional Terms and
Agreement, Welcome, Fail, and No Service pages provide the administrator with a number of
options on captive portal screen flow and user appearance.

Captive portal enforcement allows wired network users to pass traffic through the captive portal
without being redirected to an authentication page. Authentication instead takes place when the
RADIUS server is queried against the wired user's MAC address. If the MAC address is in the RADIUS
server's user database, the user can pass traffic on the captive portal. If None is selected, captive
portal policies are not enforced on the wired interface. If Authentication Failure is selected,
captive portal policies are enforced only when RADIUS authentication of the client’'s MAC address is
not successful. If Always is selected, captive portal policies are enforced regardless of whether the
client's MAC address is in the RADIUS server's user database.

For information on configuring a captive portal policy, see Captive Portal Policies on page 845.

6 Set or override the following Switching Mode parameters to apply to the Ethernet port
configuration:

Mode Set the VLAN switching mode over the port: either Access or Trunk.

If you select Access, the port accepts packets only from the native VLAN. Frames are
forwarded untagged with no 802.1Q header. All frames received on the port are
expected as untagged and mapped to the native VLAN.

If you select Trunk, the port allows packets from a list of VLANSs you add to the trunk.
The port supports multiple 802.1Q tagged VLANs and one native VLAN which can be
tagged or untagged.

Access is the default mode.

Native VLAN Define a VLAN ID (1 - 4094) for the native VLAN. The native VLAN allows an Ethernet
device to associate untagged frames to a VLAN when no 802.1Q frame is included in
the frame. Additionally, the native VLAN is the VLAN over which untagged traffic is
directed when using a port in Trunk mode. The default VLAN is 1.

Tag Native VLAN Select this option to tag the native VLAN. Controller and service platforms support
the IEEE 802.1Q specification for tagging frames and coordinating VLANs between
devices. IEEE 802.1Q adds four bytes to each frame identifying the VLAN ID for
upstream devices that the frame belongs. If the upstream Ethernet device does not
support IEEE 802.1Q tagging, it does not interpret the tagged frames. When VLAN
tagging is required between devices, both devices must support tagging and be
configured to accept tagged VLANSs. When a frame is tagged, the 12 -bit frame VLAN
ID is added to the 802.1Q header so upstream Ethernet devices know which VLAN ID
the frame belongs to. The device reads the 12 bit VLAN ID and forwards the frame to
the appropriate VLAN. When a frame is received with no 802.1Q header, the
upstream device classifies the frame using the default or native VLAN assigned to the
Trunk port. The native VLAN allows an Ethernet device to associate untagged frames
to a VLAN when no 802.1Q frame is included in the frame. This feature is disabled by
default.

Allowed VLANSs Selecting Trunk as the mode enables the Allowed VLANs parameter. Add VLANs
that exclusively send packets over the listed port.
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7 In the Dynamic Link Aggregation (LACP) area, set the following parameters to enable link
aggregation on the selected GE port:

Port Channel

Select to configure the selected port as a member of a LAG (link aggregation
group). Link aggregation is supported only on the following platforms:

AP 7562, AP 7602, AP-7612, AP-8432, AP-8533, NX 5500, NX 7500, NX 95XX, NX
96XX and VX 9000.

LACP enables combining and managing multiple physical connections like
Ethernet ports as a single logical channel as defined in the IEEE 802.1ax standard.
LACP provides redundancy and increase in throughput for connections between
two peers. It also provides automatic recovery in cases where one or more of the
physical links - making up the aggregation - fail. Similarly, LACP also provides a
theoretical boost in speed compared to an individual physical link.

Note:

If enabling LACP, disable or physically disconnect interfaces that do not use
spanning tree to prevent loop formation until LACP is fully configured on both the
local and remote devices.

Port Mode

Set the port mode as Active or Passive. If setting the port as a LAG
member, specify whether the port is an active or passive member within the
group.

An active member initiates and participates in LACP negotiations. It is the active
port that always transmits LACPDU irrespective of the remote device’s port mode.
The passive port only responds to LACPDU received from its corresponding active
port.

At least one port within a LAG, on either of the two negotiating peers, should be
in the active mode. LACP negotiations are not initiated if all LAG member ports
are passive. Further, the peer-to-peer LACP negotiations are always initiated by
the peer with the lower system-priority value.

Port Priority

Select this option and set the selected Ethernet Port’s priority value, within the
LAG, from 1-65535.

The selected port’s actual priority within the LAG is determined by the port-
priority value specified here along with the port’s number. Higher the value, lower
is the priority. Use this option to manipulate a port’s priority. For example, in a LAG
having five physical ports, four active and one standby, manually increasing the
standby port’s priority ensures that if one of the active port fails, the standby port
is included in the LAG during re-negotiation.

8 Click + Add Row and set or override the Fabric Attach parameters. This option enables WING
devices (access points and controllers) as FA (Fabric Attach) clients.

=

Note
‘ J To enable FA Client feature, the Ethernet port’s switching mode should be set to trunk.
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VLAN Set the VLAN from 1- 4094.

ISID User the spinner control to specify the ISID from 1-16777214. This is the ISID
(Individual Service Identifier) associated with the VLAN interface specified above.
Configuring a VLAN to ISID assignment, enables FA client operation on the selected
Ethernet port.

The FA Client requests acceptance of the VLAN to ISID mapping from the FAS
within the FC (Fabric Connect) network. Once acceptance is achieved, the FC edge
switch applies the ISID to the VLAN traffic from the device (AP or controller), and
uses this ISID inside the Fabric.

Note:

A maximum of 94 pairs of I-SID to VLAN mappings can be configured per Ethernet
port.

FA-enabled switches, in the FC network, send out LLDP messages with TLV extensions of
Organization-specific TLV with OUI, to discover FA clients and advertise capabilities.

The FA-enabled client associates with the FAS (FA Server), and obtains provisioning information
(management VLAN interface details, and whether the interface is tagged or not) that allows the
client to be configured with parameters that allow traffic to flow through the Fabric to the WLAN
controller. Use this option to configure the ISID to VLAN mapping that the FA Client uses to
negotiate with the FAS.

You can configure FA Client capability on a device’s profile as well as device contexts.

9 Optionally select Port Channel in the Port Channel Membership area, and define or override a
setting from 1 - 8 using the spinner control.

This sets the channel group for the port.
10 Click OK to save the changes and overrides made to the Ethernet port's basic configuration.

Click Reset to revert to the last saved configuration.

Overriding Security Configuration

To edit or override security configuration of a port:
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1 Select the Security tab.

The selected port's security configuration screen displays.

Name ge1 o
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Figure 43: Ethernet Ports - Security Screen
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2 Refer to the Access Control field. As part of the Ethernet port’s security configuration, Inbound IP
and MAC address firewall rules are required.

Use the MAC Inbound Firewall Rules drop-down menus to select the firewall rules to apply to
this profile’s Ethernet port configuration.

The firewall inspects MAC traffic flows and detects attacks typically not visible to traditional
wired firewall appliances.

Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific firewall rules to
apply to this profile’s Ethernet port configuration.

IPv4 is a connectionless protocol for packet switched networking. IPv4 operates as a best effort
delivery method, as it does not guarantee delivery, and does not ensure proper sequencing or
duplicate delivery (unlike (TCP). IPv4 hosts can use link local addressing to provide local
connectivity.

Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific firewall rules to
apply to this profile’s Ethernet port configuration.

IPv6 is the latest revision of the Internet Protocol designed to replace IPv4. IPV6 provides
enhanced identification and location information for computers on networks routing traffic
across the Internet. IPv6 addresses are composed of eight groups of four hexadecimal digits
separated by colons.

If no firewall rules meet the data protection needs of the target port configuration, select the
Create icon to define a new firewall rule or the Edit icon to modify an existing firewall rule.

For more information, see Configuring IP Firewall Rules on page 800 or Wireless Firewall on page
782.

3 Refer to the Trust field to define or override the following:

Trust ARP Responses | Select this option to enable ARP trust on this port. ARP packets received on this port

are considered trusted, and the information from these packets is used to identify
rogue devices within the network. This option is disabled by default.

Trust DHCP Responses | Select this option to enable DHCP trust on this port. If enabled, only DHCP responses

are trusted and forwarded on this port, and a DHCP server can be connected only to
a DHCP trusted port. This option is enabled by default.

ARP header Mismatch | Select this option to enable a mismatch check for the source MAC in both the ARP

r

Validation and Ethernet header. This option is disabled by default.
Trust 802.1p COS Select this option to enable 802.1p COS values on this port. This option is enabled by
values default.
Trust IP DSCP Select this option to enable IP DSCP values on this port. This option is enabled by
default.
Note

physical MAC and inner ARP SMAC as VRRP MAC. If this configuration is enabled, a packet

‘ Some vendor solutions with VRRP enabled send ARP packets with Ethernet SMAC as a

is allowed, even when a conflict exists.
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4  Set the following IPv6 Settings:

6

Trust ND Requests

Select this option to enable the trust of neighbor discovery requests required on an
IPv6 network on this Ethernet port. This option is disabled by default.

Trust DHCPv6
Responses

Select this option to trust all DHCPv6 responses on this Ethernet port. DHCPv6 is a
networking protocol for configuring IPv6 hosts with IP addresses, IP prefixes, or other
configuration attributes required on an IPv6 network. This option is enabled by
default.

ND Header Mismatch
Validation

Select this option to enable a mismatch check for the source MAC within the ND
header and Link Layer Option. This option is disabled by default.

RA Guard

Select this option to enable router advertisements or ICMPV6 redirects from this
Ethernet port. This option is enabled by default.

Set the following 802.1X Settings:

Host Mode Select the port mode for 802.1X authentication. Select single-host to bridge
traffic from a single authenticated host. Select multi-host to bridge traffic from
any host to this port. The default setting is single-host.

Guest VLAN Specify a guest VLAN for this port from 1- 4094. This is the VLAN traffic is bridged

on if this port is unauthorized and the guest VLAN is globally enabled.

Port Control

Set the way in which the port bridges traffic. Select one of the following options:

e Automatic - The portis set to the state as received from the
authentication server.

¢ force-authorized - Any traffic on the port is considered
authenticated and is bridged as configured.

¢ force-unauthorized - Any traffic on the port is considered
unauthenticated and is not bridged.

The default setting is force—authorized.

Reauthenticate

Select this setting to force clients to reauthenticate on this port. The default setting is
disabled, thus clients do not need to reauthenticate for connection over this port until
this setting is enabled.

Max Reauthenticate
Count

Set the number of reauthentication attempts (1-10) when a port tries to
reauthenticate and fails. Once this count exceeds, the port is considered
unauthorized. The default setting is 2.

Quiet Period

Set the quiet period for this port from 1- 65,535 seconds. This is the maximum wait
time 802.1x waits upon a failed authentication attempt. The default setting is 60
seconds.

Reauthenticate Period

Set the duration after which a controlled port is forced to reauthenticate. Set a value
from O - 65535 seconds. The default setting is 3600 seconds.

Port MAC
Authentication

Enables MAC address authentication on the selected port. When enabled, a port’s
MAC address is authenticated, as only one MAC address is supported per wired port.
When successfully authenticated, packets from the source are processed. Packets
from all other sources are dropped. Port MAC authentication is supported on RFS
4000 model controllers. Port MAC authentication may be enabled on ports in
conjunction with Wired 802.1x settings for a MAC Authentication AAA policy. This
option is disabled by default.

In the 802.1x supplicant (client) feature field, select Enable to enable a username and password
pair used when authenticating users on this port.

This setting is disabled by default. The password cannot exceed 32 characters.

7 Click OK to save the changes and overrides made to the Ethernet port's security configuration.
Click Reset to revert to the last saved configuration.
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Overriding Spanning Tree Configuration

STP (Spanning Tree Protocol) (IEEE 802.1D standard) configures a meshed network for robustness by
eliminating loops within the network and calculating and storing alternate paths to provide fault
tolerance.

As the port comes up and STP calculation takes place, the port is set to Blocked state. In this state, no
traffic can pass through the port. Since STP calculations take up to a minute to complete, the port is not
operational thereby effecting the network behind the port. When the STP calculation is complete, the
port’s state is changed to Forwarding and traffic is allowed.

RSTP (Rapid Spanning Tree Protocol) (IEEE 802.1w standard) is an evolution over the standard STP. The
primary aim is to reduce the time taken to respond to topology changes while being backward
compatible with STP. PortFast enables quickly changing the state of a port from Blocked to Forwarding
to enable the port to allow traffic while the STP calculation happens.

MSTP (Multiple Spanning Tree Protocol) provides an extension to RSTP to optimize the usefulness of
VLANSs. MSTOP allows for a separate spanning tree for each VLAN group, and blocks all but one of the
possible alternate paths within each spanning tree topology.

If there is only one VLAN in the access point managed network, a single spanning tree works fine.
However, if the network contains more than one VLAN, the network topology defined by single STP
would work, but it is possible to make better use of the alternate paths available by using an alternate
spanning tree for different VLANs or groups of VLANS.

An MSTP supported deployment uses multiple MST regions with multiple MSTIs (MST instances).
Multiple regions and other STP bridges are interconnected using one single CST (common spanning
tree). MSTP includes all of its spanning tree information in a single BPDU (Bridge Protocol Data Unit)
format. BPDUs are used to exchange information bridge IDs and root path costs. Not only does this
reduce the number of BPDUs required to communicate spanning tree information for each VLAN, but it
also ensures backward compatibility with RSTP.

MSTP encodes additional region information after the standard RSTP BPDU as well as a number of MSTI
messages. Each MSTI message conveys spanning tree information for each instance. Each instance can
be assigned a number of configured VLANSs. The frames assigned to these VLANSs operate in this
spanning tree instance whenever they are inside the MST region. To avoid conveying their entire VLAN
to spanning tree mapping in each BPDU, the access point encodes an MD5 digest of their VLAN to an
instance table in the MSTP BPDU. This digest is used by other MSTP supported devices to determine if
the neighboring device is in the same MST region as itself.

To edit or override spanning tree configuration of the selected port:
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1 Select Spanning Tree tab.

Name ge1 (7]

Basic Configuration  Security _Spanning 'n:gg

PortFast Spanning Tree Port Cost
Enable PortFast oL Instance index Cost i}
Enable PortFast BFOU Fiter @ Detaull v
i ]
Enable PortFast BFOU Guard ) Delaul -
MSTP Configuration
& Add Fow
Link Type 0@ Point-to-Point & Shared
Spanning Tree Port Priority
Qsco MSTP Interoperabiity @@ Enable @ Deable
Instance Index Priority il
Force Protocol Version @ 37P(0)
& Not Supported (1)
@ RrsP(2) o
® MsTP(3)
Guard 0@ nNone & Root
& Add Row

Figure 44: Ethernet Ports - Spanning Tree Screen

2 Set the following MSTP Configuration settings:

Enable as Edge Port Select this option to define this port as an edge port. Using an edge (private) port,
you can isolate devices to prevent connectivity over this port.

Link Type Select either Point-to-Point or Shared. \When Point-to-Point is selected, the
port is treated as connected to a point-to-point link. When Shared is selected, the
port is shared between multiple devices.

An example of a Point-to-Point connection is a port that is connected to a
controller or service platform.

An example of a Shared connection is a port that is connected to a hub.

Cisco MSTP Enable or Disable interoperability with Cisco’s version of MSTP over the port.
Interoperability Cisco's version of MSTP is incompatible with standard MSTP.

Force Protocol Version | Select STP to use the standard Spanning Tree Protocol. Select RSTP to use Rapid
Spanning Tree Protocol. Select MSTP to use Multiple Spanning Tree Protocol.
Select Not Supported to disable spanning tree protocol for this interface.
MSTP is the default setting.

Guard Select Root radio to ensure that the port is a designated port. Typically, each guard
root port is a designated port, unless two or more ports (within the root bridge) are
connected together. If the bridge receives superior BPDUs on a guard root-enabled
port, the guard root moves the port to a root-inconsistent STP state. This state is
equivalent to a listening state. No data is forwarded across the port. Thus, the guard
root enforces the root bridge position. Select None to disable this feature.
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Enable PortFast Select this option to enable drop-down menus for both the Enable PortFast
BPDU Filter and Enable PortFast BPDU Guard options for the port.

Enable PortFast BPDU | Select this option to invoke a BPDU filter for this PortFast enabled port. Enabling the
Filter BPDU filter feature ensures this PortFast enabled port does not transmit or receive
BPDUs.

Enable PortFast BPDU | Select this option to invoke a BPDU guard for this PortFast enabled port. Enabling
Guard the BPDU guard feature means that this PortFast enabled port will shut down when it
receives BPDU messages.

3 Refer to the Spanning Tree Port Cost table.

Define or override an Instance Index using the spinner control, and set its corresponding cost in the
Cost column.

The default path cost depends on the user-defined speed of the port. The cost helps determine the
role of the port in the MSTP network. The designated cost is the cost for a packet to travel from this
port to the root in the MSTP configuration. The slower the media, the higher the cost.

Table 3: Spanning Tree Port Cost

Speed Default Path Cost
<=100,000 bits/sec 200000000
<=1,000,000 bits/sec 20000000
<=10,000,000 bits/sec 2000000
<=100,000,000 bits/sec 200000
<=1,000,000,000 bits/sec 20000
<=10,000,000,000 bits/sec 2000
<=100,000,000,000 bits/sec 200
<=1,000,000,000,000 bits/sec 20
>1,000,000,000,000 bits/sec 2

Select + Add Row as needed to include additional indexes.
4 Refer to the Spanning Tree Port Priority table.

Define or override an Instance Index using the spinner control, and set its corresponding priority in
the Priority column.

The lower the priority, the greater likelihood of the port becoming a designated port. Applying a
higher override value impacts the port’s likelihood of becoming a designated port..

Select + Add Row as needed to include additional indexes.

5 Click OK to save the changes and overrides made to the Ethernet port's Spanning Tree
configuration.

Click Reset to revert to the last saved configuration.
Virtual Interface Override Configuration

A virtual interface is required for layer 3 (IP) access to a controller or service platform or provide to layer
3 service on a VLAN. The virtual interface defines which IP address is associated with each VLAN ID the
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controller or service platform is connected to. A virtual interface is created for the default VLAN (VLAN
1) to enable remote administration. A virtual interface is also used to map VLANS to IP address ranges.
This mapping determines the destination for routing.

To review existing virtual interface configurations and create a new virtual interface configuration,
modify (override) an existing configuration or delete an existing configuration:
1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the UL

You can also select a target device by double-clicking it in the list in the Device Configuration screen.

The selected device's configuration menu displays.
3 Select Profile Overrides — Interface.
Select Virtual Interfaces.

Note

A blue override icon (to the left of a parameter) defines the parameter as having an
override applied. To remove overrides from a device, go to the Basic Configuration screen
for the device and select Clear Overrides.

Hame a)  Type Description Shatdown VILAN IF Adcdress
& viand WLAN o Enabled 1 10762813524
T Lo Salarchy i (akbas Fow Court: 1

Add | Ecit [ Dweiete [ Ext

Figure 45: Profile Overrides - Virtual Interfaces Screen

5 Review the following parameters unique to each virtual interface configuration to determine
whether a parameter override is warranted:

Name The name of each listed virtual interface assigned when it was created. The name is
between 1- 4094, and cannot be modified as part of a virtual interface edit.

Type The type of virtual interface for each listed interface.
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Description The description defined for the virtual interface, either when it was created or when it
was edited.
Admin Status A green check mark means the listed virtual interface configuration is active and

enabled with its supported profile. A red “X” means the virtual interface is currently
shut down. The interface status can be modified when a new virtual interface is
created or an existing one modified.

VLAN The numerical VLAN ID associated with each listed interface.

IP Address Whether DHCP was used to obtain the primary IP address used by the virtual
interface configuration.

After reviewing the configurations of existing virtual interfaces, determine whether a new interface
needs to be created, an existing virtual interface needs to be edited (overridden), or an existing
virtual interface needs to be deleted.

Overriding General Configuration

To override the VLAN's basic configurations:

1 Select Add to define a new virtual interface configuration, Edit to modify or override the
configuration of an existing virtual interface, or Delete to permanently remove a selected virtual
interface.

The Basic Configuration screen displays by default, regardless of a whether a new virtual interface is
being created or an existing one is being modified. Select the General tab if it is not selected by

default.
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Figure 46: Profile Overrides - Virtual Interfaces Basic Configuration Screen

2 If you are creating a new virtual interface, use the VLAN ID spinner control to define a numeric VLAN
ID from 1- 4094,
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3 Define or override the following parameters in the Properties field:

Description Provide or edit a description (up to 64 characters) for the virtual interface that helps
differentiate it from others with similar configurations.

Admin Status Select Disabled or Enabled to define this interface’s current status within the
managed network. When set to Enabled, the virtual interface is operational and
available to the controller or service platform. The default value is enabled.

4  Define or override the Network Address Translation (NAT) direction.

Select one of the following options:

Inside  The inside network is transmitting data over the network its intended destination. On the way out,
the source IP address is changed in the header and replaced by the (public) IP address.

Outside Packets passing through the NAT on the way back to the managed LAN are searched against to the
records kept by the NAT engine. There the destination IP address is changed back to the specific
internal private class IP address in order to reach the LAN over the switch managed network.

None  No NAT activity takes place. This is the default setting.

E Note

6 Refer to Setting the Profile's NAT Configuration on page 709 for instructions on creating a
profile’s NAT configuration.

5 Set the following DHCPv6 Client Configuration.

The DHCPv6 (Dynamic Host Configuration Protocol for IPv6) provides a framework for passing
configuration information.

Stateless DHCPv6 Client | Select this option to request information from the DHCPv6 server using stateless
DHCPv6. DHCPv6 is a networking protocol for configuring IPv6 hosts with IP
addresses, IP prefixes or other configuration attributes required on an IPv6
network. This setting is disabled by default.

Prefix Delegation Client Specify a 32-character maximum request prefix for prefix delegation from a
DHCPv6 server over this virtual interface. Devices use prefixes to distinguish
destinations that reside on-link from those reachable using a router.

Request DHCPv6 Options | Select this option to request DHCPv6 options on this virtual interface. DHCPv6
options provide configuration information for a node that must be booted using
the network rather than locally. This setting is disabled by default.

6 Define the Bonjour Gateway settings.

Bonjour is Apple’s implementation of zeroconfiguration networking (Zeroconf). Zeroconf is a group
of technologies that include service discovery, address assignment and hostname resolution.
Bonjour locates devices such as printers, other computers, and services that these computers offer
over a local network.

Bonjour provides a general method to discover services on a local area network (LAN). It allows
users to set up a network without any configuration. Services such as printers, scanners and file-
sharing servers can be found using Bonjour. Bonjour works within a single broadcast domain.
However, with special DNS configuration, it can be extended to find services across broadcast
domains.

Select the Bonjour Gateway Discover policy from the drop-down menu. Click the Create icon to
define a new Bonjour Gateway policy configuration, or click the Edit icon to modify an existing
Bonjour Gateway policy configuration.
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7 Define the following MTU settings for the virtual interface:

Maximum Transmission

Set the PPPoE client MTU from 500 - 1,492. The MTU is the largest physical packet

Unit (MTU) size in bytes a network can transmit. Any messages larger than the MTU are divided
into smaller packets before being sent. A PPPoE client should be able to maintain its
point-to-point connection for this defined MTU size. The default MTU is 1,492.

IPve MTU Set an IPve MTU for this virtual interface from 1,280 - 1,500. A larger MTU provides

greater efficiency because each packet carries more user data while protocol
overheads, such as headers or underlying per-packet delays, remain fixed; the
resulting higher efficiency means a slight improvement in bulk protocol throughput.
A larger MTU results in the processing of fewer packets for the same amount of data.
The default is 1,500.

8 In the ICMP field, define whether ICMPvV6 redirect messages are sent. Redirect requests data packets
be sent on an alternative route.

This setting is enabled by default.

9 In the Address Autoconfiguration field, define whether to configure IPv6 addresses on this virtual
interface based on the prefixes received in router advertisement messages. Router advertisements
contain prefixes used for link determination, address configuration and maximum hop limits.

This setting is enabled by default.
10 Set the following Router Advertisement Processing settings for the virtual interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.

Accept RA

Enable this option to allow router advertisements over this virtual interface. IPv6
hosts can configure themselves automatically when connected to an IPv6
network using the neighbor discovery protocol via ICMPv6 router discovery
messages. When first connected to a network, a host sends a link-local router
solicitation multicast request for its configuration parameters; routers respond
to such a request with a router advertisement packet that contains Internet
layer configuration parameters. This setting is enabled by default.

No Default Router

Select this option to consider routers unavailable on this interface for default
router selection. This setting is disabled by default.

No MTU

Select this option to not use the existing MTU setting for router advertisements
on this virtual interface. If the value is set to zero, no MTU options are sent. This
setting is disabled by default.

No Hop Count

Select this option to not use the hop count advertisement setting for router
advertisements on this virtual interface. This setting is disabled by default.

11 Click OK to save the changes.

Click Reset to revert to the last saved configuration.

Overriding IPv4 Configuration

To override the VLAN IPv4 configuration:
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1 Select the IPv4 tab.

IPv4 is a connectionless protocol. It operates on a best effort delivery model that does not guarantee
delivery or assures proper sequencing or avoidance of duplicate delivery (unlike TCP).

VLAN ID vian1 (2]

"Basic{:onﬂguratinn ‘Security Dynamic Routing

General m IPv6é  IPv6 RA Prefixes

| IPv4 Addresses
| Enable Zero Configuration ® nNone @ Primary @ Secondary
Primary IP Address 192, 168. 13, 12!‘ 24U

a
[ ] use DHCP 1o Obtain IP

Use DHCP 1o obiain Gatew ay/DNS Servers (B (Allow ed on 1 virtual interface)

Second Addresses -1 T 1
| X - b
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Figure 47: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv4
Tab

2 Set the following network information in the IPv4 Addresses field:

Enable Zero Zero configuration can be a means of providing a primary or secondary IP addresses
Configuration for the virtual interface. Zero configuration (or zero config) is a wireless connection
utility included with Microsoft Windows XP and later as a service dynamically
selecting a network to connect based on a user's preferences and various default
settings. Zero config can be used instead of a wireless network utility from the
manufacturer of a computer's wireless networking device. This value is set to None
by default.

Primary IP Address Define the IP address for the VLAN associated virtual interface.

Use DHCP to Obtain IP | Select this option to allow DHCP to provide the IP address for the virtual interface.
Selecting this option disables the Primary IP Address field.
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Use DHCP to Obtain
Gateway/DNS Servers

Select this option to allow DHCP to obtain a default gateway address and DNS
resource for one virtual interface. This setting is disabled by default and only available
when the Use DHCP to Obtain IP option is selected.

Secondary Addresses

Use this parameter to define additional IP addresses to associate with VLAN IDs. The
address provided in this field is used if the primary IP address is unreachable.

3 Refer to the DHCP Relay field to set the DHCP relay server configuration used with the virtual

interface.

Respond to DHCP
Relay Packets

Select this option to allow the onboard DHCP server to respond to relayed DHCP
packets on this interface. This setting is disabled by default.

DHCP Relay

Provide IP addresses for DHCP server relay resources. DHCP relays exchange
messages between a DHCPv6 server and client. A client and relay agent exist on the
same link. When A DHCP request is received from the client, the relay agent creates a
relay forward message and sends it to a specified server address. If no addresses are
specified, the relay agent forwards the message to all DHCP server relay multicast
addresses. The server creates a relay reply and sends it back to the relay agent. The
relay agent then sends back the response to the client.

4 Click OK to save the changes to the IPv4 configuration.

Click Reset to revert to the last saved configuration.

Overriding IPv6 Configuration

IPv6 is the latest revision of the IP (Internet Protocol), designed to replace IPv4. IPV6 provides
enhanced identification and location information for computers on networks routing traffic across the
Internet. IPv6 addresses are composed of eight groups of four hexadecimal digits separated by colons.
IPv6 hosts can configure themselves automatically when connected to an IPv6 network using the
neighbor discovery protocol via ICMPV6 router discovery messages. When first connected to a network,
a host sends a link-local router solicitation multicast request for its configuration parameters; routers
respond to such a request with a router advertisement packet that contains Internet layer configuration

parameters.

To override the VLAN IPv6 configuration:
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1 Select the IPv6 tab.
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Figure 48: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab

2 Refer to the IPv6 Addresses field to define how IP6 addresses are created and utilized:

IPv6 Mode Select this option to enable IPv6 support on this virtual interface. IPv6 is disabled
by default.

IPv6 Address Static Define up to 15 global IPv6 IP addresses that can created statically. IPv6
addresses are represented as eight groups of four hexadecimal digits separated
by colons.

IPv6 Address Static using | Optionally, set up to 15 global IPv6 IP addresses (in the EUI-64 format) that can
EUI64 created statically. The IPv6 EUI-64 format address is obtained through a 48-bit
MAC address. The MAC is initially separated into two 24- bits, with one being an
OUI (Organizationally Unique Identifier) and the other being client specific. A 16-
bit OXFFFE is then inserted between the two 24-bits for the 64-bit EUI address.
IEEE has chosen FFFE as a reserved value which can only appear in EUI-64
generated from the an EUI-48 MAC address.

IPv6 Address Link Local Provide the IPv6 local link address. IPv6 requires a link local address assigned to
every interface the IPv6 protocol is enabled, even when one or more routable
addresses are assigned.

3 Enable the Enforce Duplicate Address option to enforce duplicate address protection when any
wired port is connected and in a forwarding state.
This option is enabled by default.

4 Refer to the IPv6 Address Prefix from Provider table to create IPv6 format prefix shortcuts as
supplied by an ISP.
Select + Add Row to launch a screen in which a new delegated prefix name and host ID can be
defined.
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Figure 49: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add Address Prefix from Provider

Designated Prefix Name | Enter a 32-character maximum name for the IPv6 address prefix from your
provider.

Host ID Define the subnet ID, host ID, and prefix length.

5 Click OK to save the changes to the IPv6 configuration.

Click Exit to close the screen without saving any updates.

6 Refer to the IPv6 Address Prefix from Provider EUI64 table to set an (abbreviated) IP address prefix
in EUI64 format.

Select + Add Row to launch a screen in which a new delegated prefix name and host ID can be
defined in EUI64 format.
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IPvé Address Prefix from Provider EU164

Delegated Prefx Name

Figure 50: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add Address Prefix from Provider EUI64

Designated Prefix Enter a 32-character maximum name for the IPv6 prefix from your provider in EUI
Name format. Using EUI64, a host can automatically assign itself a unique 64-bit IPv6
interface identifier without manual configuration or DHCP.

Host ID Define the subnet ID and prefix length.

7 Click OK to save the changes to the new IPv6 prefix from provider in EUI64 format.

Click Exit to close the screen without saving any updates.
8 Refer to the DHCPv6 Relay table to set the address and interface of the DHCPV6 relay.

The DHCPv6 relay enhances an extended DHCP relay agent by providing support in IPv6. DHCP
relays exchange messages between a DHCPV6 server and client. A client and relay agent exist on the
same link. When A DHCP request is received from the client, the relay agent creates a relay forward
message and sends it to a specified server address. If no addresses are specified, the relay agent
forwards the message to all DHCP server relay multicast addresses. The server creates a relay reply
and sends it back to the relay agent. The relay agent then sends back the response to the client.

Select + Add Row to launch a screen in which a new DHCPv6 relay address and interface VLAN ID
can be set.
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Figure 51: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add DHCPv6 Relay

Address Enter an address for the DHCPv6 relay. These DHCPV6 relay receive messages from
DHCPv6 clients and forward them to DHCPv6 servers. The DHCPv6 server sends
responses back to the relay, and the relay then sends these responses to the client on
the local network.

Interface Select this option to enable a spinner control to define a VLAN ID from 1- 4,094 used
as the virtual interface for the DHCPVG6 relay. The interface designation is only
required for link local and multicast addresses. A local link address is a locally derived
address designed for addressing on a single link for automatic address configuration,
neighbor discovery or when no routing resources are available.

9 Click OK to save the changes to the DHCPv6 relay configuration.
Click Exit to close the screen without saving any updates.

Overriding IPv6 RA Prefixes

To override the VLAN IPv6 RA Prefixes configuration:
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1 Select the IPv6 RA Prefixes tab.
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Figure 52: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
RA Prefixes Tab

2 Use the Router Advertisement Policy drop-down menu to select and apply a policy to the virtual
interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.
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3 Review the configurations of existing IPv6 advertisement policies.

If necessary, select + Add Row to define the configuration for an additional IPv6 RA prefix.
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Figure 53: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
RA Prefix

4 Define the following IPv6 RA Prefix settings:

Prefix Type Set the prefix delegation type used with this configuration. Options include
Prefix and prefix-from-provider. The default setting is Prefix. A
prefix allows an administrator to associate a user defined name to an IPv6 prefix. A
provider assigned prefix is made available from an ISP (Internet Service Provider) to
automate the process of providing and informing the prefixes used.

Prefix or ID Set the actual prefix or ID used with the IPv6 router advertisement.

Site Prefix The site prefix is added into a router advertisement prefix. The site address prefix
signifies the address is only on the local link.
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Valid Lifetime Type

Set the lifetime for the prefix's validity. Options include External (fixed),
decrementing, and infinite. If set to External (fixed), only the Valid
Lifetime Sec setting is enabled to define the exact time interval for prefix validity. If
set to decrementing,, use the lifetime date and time settings to refine the prefix
expiry period. If set to infinite, no additional date or time settings are required
for the prefix and the prefix will not expire. The default setting is External (fixed).

Valid Lifetime Sec

If the lifetime type is set to External (fixed), set the Seconds, Minutes, Hours, or
Days values used to measure the prefix's expiration. 30 days, O hours, O minutes, and
0 seconds is the default lifetime.

Valid Lifetime Date

If the lifetime type is set to External (fixed), set the date in MM/DD/YYYY format
for the expiration of the prefix.

Valid Lifetime Time

If the lifetime type is set to decrementing, set the time for the prefix's validity.

Preferred Lifetime
Type

Set the administrator preferred lifetime for the prefix's validity. Options include
External (fixed), decrementing, and infinite. |f set to External
(fixed), only the Preferred Lifetime Sec setting is enabled to define the exact time
interval for prefix validity. If set to decrementing,, use the lifetime date and time
settings to refine the prefix expiry period. If set to infinite, no additional date or
time settings are required for the prefix and the prefix will not expire. The default
setting is External (fixed).

Preferred Lifetime Sec

If the administrator preferred lifetime type is set to External (fixed), set the
Seconds, Minutes, Hours, or Days values used to measure the prefix's expiration. 30
days, O hours, O minutes, and O seconds is the default lifetime.

Preferred Lifetime Date

If the administrator preferred lifetime type is set to External (fixed), set the date
in MM/DD/YYYY format for the expiration of the prefix.

Preferred Lifetime

If the administrator preferred lifetime type is set to decrementing, set the time

Time for the prefix's validity.

Autoconfig Autoconfiguration includes generating a link-local address, global addresses via
stateless address autoconfiguration and duplicate address detection to verify the
uniqueness of the addresses on a link. This setting is enabled by default.

On Link Select this option to keep the IPv6 RA prefix on the local link. The default setting is

enabled.

5 Click OK to save the changes to the IPv6 RA prefix configuration.

Click Exit to close the screen without saving any updates. Or, click Reset to revert to the last saved

configuration.

Overriding Security Configuration

To override the VLAN security configuration:

Use this screen to configure firewalls. The firewall inspects packet traffic to and from connected clients.
If there is no firewall rule that meets the data protection needs of this virtual interface, select the Create
icon to define a new firewall rule configuration or the Edit icon to modify or override an existing
configuration. For more information, see Wireless Firewall on page 782.
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1 Select the Security tab.
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Figure 54: Profile Overrides - Virtual Interfaces Security Screen

2 Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific inbound firewall
rules to apply to this profile’s virtual interface configuration.

Click the Create icon to define a new IPv4 firewall rule configuration, or click the Edit icon to modify
an existing configuration.

IPv4 is a connectionless protocol for packet switched networking. IPv4 operates as a best effort
delivery method, since it does not guarantee delivery, and does not ensure proper sequencing or
duplicate delivery (unlike (TCP).

IPv4 and IPv6 are different enough to warrant separate protocols. IPv6 devices can alternatively use
stateless address autoconfiguration. IPv4 hosts can use link local addressing to provide local
connectivity.
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3 Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific inbound firewall
rules to apply to this profile’s virtual interface configuration.

Click the Create icon to define a new IPv6 firewall rule configuration, or click the Edit icon to modify
an existing configuration.

IPv6 is the latest revision of the IP (Internet Protocol) replacing IPv4. IPV6 provides enhanced
identification and location information for systems routing traffic across the Internet. IPv6 addresses
are composed of eight groups of four hexadecimal digits separated by colons. For more information
on creating IPv6 firewall rules, see Configuring IP Firewall Rules on page 800.

4 Use the VPN Crypto Map drop-down menu to select or override the Crypto Map configuration
applied to this virtual interface.

Crypto Map entries are sets of configuration parameters for encrypting packets that pass through
the VPN Tunnel. If there is no Crypto Map configuration that meets the needs of this virtual interface,
click the Create icon to define a new Crypto Map configuration or click the Edit icon to modify an
existing configuration. For more information, see Overriding VPN Configuration on page 259.

5 Use the URL Filter drop-down menu to select or override the URL Filter configuration applied to this
virtual interface.

URL filtering is used to restrict access to undesirable resources on the internet.
6 Click OK to save the changes and overrides to the Security screen.

Click Reset to revert to the last saved configuration.

Overriding Dynamic Routing Configuration

To override the VLAN Dynamic Routing configuration:
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1 Select the Dynamic Routing tab.

Note
g} The Dynamic Routing tab is not available for controllers or service platfrorms.
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Figure 55: Profile Overrides - Virtual Interfaces Dynamic Routing Screen

2 Define or override the following parameters in the OSPF Settings field:

Priority Select this option to set the OSPF priority used to select the network designated
route. Use the spinner control to set the value from O - 255.

Cost Select this option to set the cost of the OSPF interface. Use the spinner control to set
the value from1- 65,535.

Bandwidth Set the OSPF bandwidth from 1-10,000,000 KBps.

3 From the Chosen Authentication Type drop-down list, select the authentication type used to
validate credentials within the OSPF dynamic route.

The available options are None, null, simple-password, and message-digest. The default
value is None.
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4 Select + Add Row at the bottom of the MD5 Authentication table to add the Key ID and Password
used for an MD5 validation of authenticator credentials.

Use the spinner control to set the OSPF message digest authentication key ID. The available range is
from 1- 255. The password is the OSPF key either displayed as series or asterisks or in plain text (by
selecting Show).

5 Click OK to save the changes and overrides to the Security screen.
Click Reset to revert to the last saved configuration.

Port Channel Override Configuration

Profiles can utilize customized port channel configurations as part of their interface settings. Existing
port channel profile configurations can be overridden as they become obsolete for specific device
deployments.

To define or override a port channel configuration on a profile:

1 Select Configuration — Devices from the web UI.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the Ul
You can also select a target device by double-clicking it in the list in the Device Configuration screen.
The selected device's configuration menu displays.

3 Select Port Channels.
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Figure 56: Device Overrides - Port Channels Screen

Note
-
e A blue override icon (to the left of a parameter) defines the parameter as having an
override applied. To remove an override go to the Basic Configuration section of the
device and click Clear Overrides. This removes all overrides from the device.
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4 Refer to the following to review existing port channel configurations and their status to determine
whether a parameter requires an override:

Name The port channel's numerical identifier assigned when it was created. The numerical
name cannot be modified as part of the edit process.

Type Whether the type is port channel.

Description A short description (64 characters maximum) describing the port channel or

differentiating it from others with similar configurations.

Admin Status

A green check mark means the listed port channel is active and currently enabled
with the profile. A red “X” means the port channel is currently disabled and not
available for use. The interface status can be modified with the port channel
configuration as required.

After reviewing the configurations of existing port channel interfaces, determine whether a new
interface needs to be created, an existing interface needs to be edited (overridden), or an existing
interface needs to be deleted.

Overriding Basic Configuration

You can add a new port channel configuration or edit an existing configuration.

1 Select Add to add a new port channel. Select Edit to edit an existing port channel configuration.

The Basic Configuration screen displays by default.
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Figure 57: Device Overrides - Port Channels - Basic Configuration Screen
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2 Set or override the following port channel Properties:

Description

Enter a brief description for the port channel (64 characters maximum). The
description should reflect the port channel’s intended function.

Admin Status

Select Enabled to define this port channel as active to the profile it supports. Select
Disabled to disable this port channel configuration in the profile. It can be activated
at any future time when needed.

The default setting is enabled.

Speed

Select the speed at which the port channel can receive and transmit data. Select
either 10 Mbps, 100 Mbps, or 1000 Mbps to establish a 10, 100, or 1000 Mbps
data transfer rate for the selected half duplex or full duplex transmission. Select
Automatic to allow the port channel to automatically exchange information about
data transmission speeds and duplex capabilities. Auto negotiation is helpful in an
environment where different devices are connected and disconnected on a regular
basis. Automatic is the default setting.

Duplex

Selecthalf, full, or automatic. Select Half duplex to send data over the port
channel, then immediately receive data from the same direction in which the data
was transmitted. Like a full-duplex transmission, a half-duplex transmission can carry
data in both directions, just not at the same time. Select Full duplex to transmit data
to and from the port channel at the same time. Using full duplex, the port channel
can send data while receiving data as well. Select Automatic to enable the controller
or service platform to dynamically duplex as port channel performance needs dictate.
Automatic is the default setting.

3 Use the Port Channel Load Balance drop-down menu in the Client Load Balancing section to
define whether port channel load balancing is conducted using a Source/Destination IPora
Source/Destination MAC.

The Source/Destination IP option is the default setting.
4 Set or override the following Switching Mode parameters to apply to the port channel configuration:

Mode

Select either Access or Trunk to set the VLAN switching mode over the port
channel. If Access is selected, the port channel accepts packets only from the native
VLAN. Frames are forwarded untagged with no 802.1Q header. All frames received
on the port are expected as untagged and are mapped to the native VLAN. If the
mode is set to Trunk, the port channel allows packets from a list of VLANs you add to
the trunk. A port channel configured as Trunk supports multiple 802.1Q tagged
VLANSs and one Native VLAN which can be tagged or untagged. Access is the default
setting.

Native VLAN

Use the spinner control to define a numerical Native VLAN ID from 1-4094. The
native VLAN allows an Ethernet device to associate untagged frames to a VLAN
when no 802.1Q frame is included in the frame. Additionally, the native VLAN is the
VLAN untagged traffic will be directed over when using trunk mode. The default
value is 1.
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Tag Native VLAN

Select this option to tag the native VLAN. Controllers and service platforms support
the IEEE 802.1Q specification for tagging frames and coordinating VLANs between
devices. IEEE 802.1Q adds four bytes to each frame identifying the VLAN ID for
upstream devices that the frame belongs. If the upstream Ethernet device does not
support IEEE 802.1Q tagging, it does not interpret the tagged frames. When VLAN
tagging is required between devices, both devices must support tagging and be
configured to accept tagged VLANSs. When a frame is tagged, a 12-bit frame VLAN ID
is added to the 802.1Q header, so upstream Ethernet devices know which VLAN ID
the frame belongs to. The device reads the 12-bit VLAN ID and forwards the frame to
the appropriate VLAN. When a frame is received with no 802.1Q header, the
upstream device classifies the frame using the default or native VLAN assigned to the
Trunk port. The native VLAN allows an Ethernet device to associate untagged frames
to a VLAN when no 802.1Q frame is included in the frame. This setting is disabled by
default.

Note:
This option is enabled when the switching mode is set as Trunk.

Allowed VLANs

Add VLANSs that exclusively send packets over the port channel.

Note:
This option is enabled when the switching mode is set as Trunk.

5 Click OK to save the ch
Click Reset to revert to

Overriding Security Configuration

To configure the port chan

Wireless Controller and Service

anges and overrides to the port channel Basic Configuration.

the last saved configuration.

nel's security configuration:
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1 Select the Security tab.

Name port-channel1 (7]

Access Control —
IPv4 Inbound Frewal Ries @ <none> v | ® &
Inbound MAC Frewal Rues g <none> vJ L
IPv6 Inbourd Frewal Rues @ .J ° &
Trust
Trust ARP Responses o]
Trust DHCP Responses o)

ARP header Msmatch Validation @[_]

Trust 802.1p COS valies o

TrustIPDSCP o
IPVE Settings

Trust ND Requests o

Trust DHCPVG Res ponses o

ND Header Mismatc h Vaidaton @[ |

RA Guard Q)

Figure 58: Device Overrides - Port Channels - Security Screen

2 Refer to the Access Control section.

As part of the port channel’s security configuration, Inbound IPv4 IP, IPv6 IP, and MAC address
firewall rules are required.

Use the drop-down menus to select the firewall rules to apply to this profile’s Ethernet port
configuration. The firewall inspects IP and MAC traffic flows and detects attacks typically not visible
to traditional wired firewall appliances

3 Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific firewall rules to
apply to this profile’s port channel configuration.

IPv4 is a connectionless protocol for packet switched networking. IPv4 operates as a best effort
delivery method, as it does not guarantee delivery, and does not ensure proper sequencing or
duplicate delivery (unlike (TCP). IPv4 hosts can use link local addressing to provide local
connectivity.
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Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific firewall rules to
apply to this profile’s port channel configuration.

IPv6 is the latest revision of the IP (Internet Protocol) designed to replace IPv4. IPV6 provides
enhanced identification and location information for computers on networks routing traffic across
the Internet. IPv6 addresses are composed of eight groups of four hexadecimal digits separated by

colons.

If there is no firewall rule that meets the data protection needs of the target port channel
configuration, click the Create icon to define a new rule configuration, or click the Edit icon to
modify an existing firewall rule configuration.

Refer to the Trust field to define or override the following:

Trust ARP Responses

Select this option to enable ARP trust on this port. ARP packets received on this port
are considered trusted, and the information from these packets is used to identify
rogue devices within the network. This option is disabled by default.

Trust DHCP Responses

Select this option to enable DHCP trust on this port. If enabled, only DHCP responses
are trusted and forwarded on this port, and a DHCP server can be connected only to
a DHCP trusted port. This option is enabled by default.

ARP Header Mismatch
Validation

Select this option to enable a mismatch check for the source MAC in both the ARP
and Ethernet header. This option is enabled by default.

Trust 802.1p COS
values

Select this option to enable 802.1p COS values on this port. This option is enabled by
default.

Trust IP DSCP

Select this option to enable IP DSCP values on this port. This option is disabled by
default.

Set the following IPv6

Settings:

Trust ND Requests

Select this option to enable neighbor discovery (ND) request trust on this port
channel (neighbor discovery requests received on this port are considered trusted).
Neighbor discovery allows the discovery of an adjacent device’s MAC addresses,
similar to Address Resolution Protocol (ARP) on Ethernet in IPv4. The default value is
disabled.

Trust DHCPv6
Responses

Select this option to enable DHCPv6 trust. If enabled, only DHCPV6 responses are
trusted and forwarded on this port channel, and a DHCPv6 server can be connected
only to a trusted port. The default value is enabled.

ND Header Mismatch
Validation

Select this option to enable a mismatch check for the source MAC within the ND
header and Link Layer Option. This option is disabled by default.

RA Guard

Select this option to enable router advertisements or ICMPVv6 redirects from this
Ethernet port. Router advertisements are periodically sent to hosts or sends in
response to solicitation requests. The advertisement includes IPv6 prefixes and other
subnet and host information. This option is disabled by default.

8 Click OK to save the changes and overrides to the security configuration.
Click Reset to revert to the last saved configuration.

Overriding Spanning Tree Configuration

To configure the port channel's spanning tree configuration:
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1 Select the Spanning Tree tab.

Name port-channel1

Forc e Prolocol Version

Guard

PortFast Spanning Tree Port Cost
Enable PortFast ﬂ[:l Instance Cost ﬁ
Index
Enable PortFast BFDU Fiter ) Defaull v
i ]
Enable PortFast BFDU Guard § Default -
MSTP Configuration —_—
Link Type 0® ront-to-Point & Shared

Cisco MSTPInteroperabiity @@ Enabie @ Disable

Spanning Tree Port Priority
Instance Priority i
0@ Not Supported (1)
B
@ rRsTP(2) o
® wsTP(3)

O® nNone @ Root

on reset |l

E

!

Figure 59: Port Channels - Spanning Tree Screen

2 Define or override the following PortFast parameters for the port channel’s MSTP configuration:

Enable PortFast

Select this option to enable drop-down menus for the Enable PortFast
BPDU Filter and Enable PortFast BPDU Guard options. This setting
is disabled by default.

Enable PortFast BPDU
Filter

Enable PortFast to invoke a BPDU filter for this portfast enabled port channel.

Enabling the BPDU filter feature ensures this port channel does not transmit or

receive any BPDUs. The options are: Default, Enable and Disable.

e Default — This is the default setting. This option makes the bridge BPDU
filter value to take effect.

¢ Enable — Enables BPDU filtering.

¢ Disable — Disables BPDU filtering.

Enable PortFast BPDU
Guard

Enable PortFast to invoke a BPDU guard for this portfast enabled port channel.
Enabling the BPDU guard feature means this port will shutdown on receiving a BPDU.
Hence no BPDUs are processed. The options are:

e Default — This is the default setting. This option makes the bridge BPDU
guard value to take effect.

e Enable — Enables shutting down of port.
¢ Disable — Disables shutting down of port.

Wireless Controller and Service
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3 Set or override the following MSTP Configuration parameters for the port channel:

Enable as Edge Port

Select this option to define this port as an edge port. Using an edge (private) port,
you can isolate devices to prevent connectivity over this port channel. This setting is
disabled by default.

Link Type

Select either Point-to-Point or Shared. When Point-to-Point is selected,
the port is treated as connected to a point-to-point link. Selecting Shared means this
port should be treated as having a shared connection.

Note:

A port connected to a hub is on a Shared link. Whereas, a port connected to a
controller or service platform is a Point-to-Point link.

Point-to-Point is the default setting.

Cisco MSTP
Interoperability

Enable or Disable interoperability with Cisco’s version of MSTP over the port.
Cisco's version of MSTP is incompatible with standard MSTP. This setting is disabled
by default.

Force Protocol Version

Set the protocol version to either STP (0), Not Supported (1), RSTP (2),or
MSTP (3) . MSTP(3) is the default setting.

Guard

Determines whether the port channel enforces root bridge placement. Setting the
guard to Root ensures the port is a designated port. Typically, each guard root port
is a designated port, unless two or more ports (within the root bridge) are connected
together. If the bridge receives superior (BPDUs) on a guard root-enabled port, the
guard root moves the port to a root-inconsistent STP state. This state is equivalent to
a listening state. No data is forwarded across the port. Thus, the guard root enforces
the root bridge position.

4 Refer to the Spanning Tree Port Cost table.

Define or override an Instance Index using the spinner control, and set its corresponding cost in the
Cost column. The default path cost depends on the user defined port speed. The cost helps
determine the role of the port channel in the MSTP network.

The designated cost is the cost for a packet to travel from this port to the root in the MSTP
configuration. The slower the media, higher the cost.

Table 4: Spanning Tree Port Cost

Speed Default Path Cost
<=100,000 bits/sec 200000000
<=1,000,000 bits/sec 20000000
<=10,000,000 bits/sec 2000000
<=100,000,000 bits/sec 200000
<=1,000,000,000 bits/sec 20000
<=10,000,000,000 bits/sec 2000
<=100,000,000,000 bits/sec 200
<=1,000,000,000,000 bits/sec 20
>1,000,000,000,000 bits/sec 2

Select + Add Row as needed to include additional indexes.
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5 Refer to the Spanning Tree Port Priority table.

Define or override an Instance Index using the spinner control, then set the Priority. The lower the
priority, the greater likelihood of the port becoming a designated port.

Select + Add Row as needed to include additional indexes.
6 Click OK to save the changes and overrides made to the Ethernet port's Spanning Tree
configuration.

Click Reset to revert to the last saved configuration.

Overriding VM Interface Configuration

WING provides a dataplane bridge for external network connectivity for VMs (virtual machines). VM
Interfaces define which IP address is associated with each VLAN ID the service platform is connected to
and enable remote service platform administration. Each custom VM can have up to a maximum of two
VM interfaces. Each VM interface can be mapped to one of 16 VMF ports on the dataplane bridge. This
mapping determines the destination for service platform routing.

By default, VM interfaces are internally connected to the dataplane bridge via VMIF1. VMIF1, by default,
is an untagged port providing access to VLAN 1to support the capability to connect the VM interfaces
to any of the VMIF ports. This provides the flexibility to move a VM interface onto different VLANSs as
well as configure specific firewall and QOS rules.

To define or override a VM interface configuration:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the Ul.
You can also select a target device by double-clicking it in the list in the Device Configuration screen.
The selected device's configuration menu displays.

3 Go to Profile Overrides — Interface.
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4 Select VM Interfaces.
The VM Interfaces screen displays.
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Figure 60: Profile Overrides - VM Interfaces Screen

Note

override applied. To remove an override go to the Basic Configuration section of the

e A blue override icon (to the left of a parameter) defines the parameter as having an

device and click Clear Overrides. This removes all overrides from the device.

5 Refer to the following to review existing configurations and status to determine whether a
parameter requires an override:

Name The VM interface numerical identifier assigned when the VM interface was created.
The numerical name cannot be modified as part of the edit process.

Type Whether the type is VM interface.

Description A short description (64 characters maximum) describing the VM interface or

differentiating it from others with similar configurations.

Admin Status

A green check mark means the listed VM interface is active and currently enabled
with the profile. A red “X” means the VM interface is currently disabled and not
available for use. The interface status can be modified with the VM Interface Basic
Configuration screen as required.

Mode

The layer 3 mode of the VM interface: either Access or Trunk (as defined within
the VM Interfaces Basic Configuration screen). If Access is selected, the listed VM
interface accepts packets only from the native VLAN. Frames are forwarded
untagged with no 802.1Q header. All frames received on the port are expected as
untagged and mapped to the native VLAN. If set to Trunk, the port allows packets
from a list of VLANs added to the trunk. A VM interface configured as Trunk
supports multiple 802.1Q tagged VLANs and one native VLAN which can be tagged
or untagged.
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Native VLAN

The numerical VLAN ID (1-4094) set for the native VLAN. The native VLAN allows a
VM interface to associate untagged frames to a VLAN when no 802.1Q frame is
included in the frame. Additionally, the native VLAN is the VLAN untagged traffic is
directed over when using a VM interface in trunk mode.

Tag Native VLAN

A green check mark means the native VLAN is tagged. A red “X” means the native
VLAN is untagged. When a frame is tagged, the 12-bit frame VLAN ID is added to the
802.1Q header so upstream VM interface ports know which VLAN ID the frame
belongs to. The device reads the 12-bit VLAN ID and forwards the frame to the
appropriate VLAN. When a frame is received with no 802.1Q header, the upstream
VM interface classifies the frame using the default or native VLAN assigned to the
Trunk port. A native VLAN allows a VM interface to associate untagged frames to a
VLAN when no 802.1Q frame is included in the frame.

Allowed VLANs

The VLANSs allowed to send packets over the listed VM interface. Allowed VLANS are
listed only when the mode has been set to Trunk.

Overriding Basic Configuration

You can add a new VM interface configuration or edit an existing configuration.

1 To edit or override the configuration of an existing VM interface, select it from among those
displayed and click Edit.

The VM Interface Basic Configuration screen displays by default.

Name 4 wmis

Properties

Desc rption

Admin Status 08 Dsabled ® Enabled

e

Basic Configuration Security
Switching Mode
Mode O® Access @ Trunk
Hathe VLAMN 01 {1 -4094)
Tag Native VLAN

Alow & VLANS (@ {1-4004) (247-12,_)

e OK | Reset Ext |

Figure 61: Profile Overrides - VM Interfaces Basic Configuration Screen
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2 Set or override the following VM interface Properties:

Description

Enter a description for the controller or service platform VM interface (64 characters
maximum).

Admin Status

Select Enabled to define this VM interface as active to the profile it supports. Select
Disabled to disable this VM interface in the profile. It can be activated at any time
when needed. This option is disabled by default.

Mode

Select either Access or Trunk to set the VLAN switching mode over the VM
interface. If Access is selected, the VM interface accepts packets only from the native
VLAN. Frames are forwarded untagged with no 802.1Q header. All frames received
on the VMF port are expected as untagged and mapped to the native VLAN. If set to
Trunk, the port allows packets from a list of VLANs you add to the trunk. A VM
interface configured as Trunk supports multiple 802.1Q tagged VLANs and one native
VLAN which can be tagged or untagged. Access is the default setting.

Native VLAN

Define the numerical VLAN ID (1 - 4094) for the native VLAN. The native The native
VLAN allows an Ethernet device to associate untagged frames to a VLAN when no
802.1Q frame is included in the frame. Additionally, the native VLAN is the VLAN
untagged traffic will be directed over when using trunk mode. The default value is 1.

Tag Native VLAN

Select this option to tag the native VLAN. Service platforms support the IEEE 802.1Q
specification for tagging frames and coordinating VLANs between devices. IEEE
802.1Q adds four bytes to each frame identifying the VLAN ID for upstream VMIF
that the frame belongs. If the upstream VMIF does not support IEEE 802.1Q tagging,
it does not interpret the tagged frames. When VLAN tagging is required between VM
interface ports, both VM interfaces must support tagging and be configured to
accept tagged VLANSs. When a frame is tagged, a 12-bit frame VLAN ID is added to
the 802.1Q header, so upstream VM interfaces know which VLAN ID the frame
belongs to. The 12-bit VLAN ID is read and the frame is forwarded to the appropriate
VLAN. When a frame is received with no 802.1Q header, the upstream VMIF classifies
the frame using the default or native VLAN assigned to the Trunk port. The native
VLAN allows a VM interface to associate untagged frames to a VLAN when no 802.1Q
frame is included in the frame. This setting is disabled by default.

Allowed VLANs

Selecting Trunk as the mode enables the Allowed VLANs parameter. Add VLANs
that exclusively send packets over the VM interface. The available range is from 1 -
4094. The maximum number of entries is 256.

3 Click OK to save the ch
Click Reset to revert to

Overriding Security Configuration

anges and overrides made to the VM interface basic configuration.

the last saved configuration.

To override the VM interface security configuration:
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1 Select Security.
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Figure 62: Profile Overrides - VM Interfaces Security Screen

2 Refer to the Access Control field.

As part of the VM interface’s security configuration, IPv4 and IPv6 Inbound and MAC Inbound
address firewall rules are required.

You will use the drop-down menus to select the firewall rules to apply to this profile’s VM interface
configuration. The firewall inspects IP and MAC traffic flows and detects attacks typically not visible
to traditional wired firewall appliances.

3 Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific firewall rules to
apply to this profile’s VM interface configuration.

IPv4 is a connectionless protocol for packet switched networking. IPv4 operates as a best effort
delivery method, as it does not guarantee delivery, and does not ensure proper sequencing or
duplicate delivery (unlike (TCP). IPv4 hosts can use link local addressing to provide local
connectivity.

4 Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific firewall rules to
apply to this profile’s VM interface configuration.

IPv6 is the latest revision of the IP (Internet Protocol) designed to replace IPv4. IPV6 provides
enhanced identification and location information for computers on networks routing traffic across
the Internet. IPv6 addresses are composed of eight groups of four hexadecimal digits separated by
colons.

5 If thereis no firewall rule that meets the data protection needs of the target VM interface
configuration, click the Create icon to define a new rule configuration, or click the Edit icon to
modify an existing firewall rule configuration.
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6 Refer to the Trust field to define or override the following:

Trust ARP Responses

Select this option to enable ARP trust on this VM interface. ARP packets received on
this port are considered trusted, and the information from these packets is used to
identify rogue devices. This option is disabled by default.

Trust DHCP Responses

Select this option to enable DHCP trust on this VM interface. If enabled, only DHCP
responses are trusted and forwarded on this port, and a DHCP server can be
connected only to a DHCP trusted port. This option is enabled by default.

ARP Header Mismatch
Validation

Select this option to enable a mismatch check for the source MAC in both the ARP
and Ethernet header. This option is enabled by default.

Trust 802.1p COS
values

Select this option to enable 802.1p COS values on this VM interface. This option is
enabled by default.

Trust IP DSCP

Select this option to enable IP DSCP values on this VM interface. This option is
disabled by default.

Set the following IPv6

Settings:

Trust ND Requests

Select this option to enable the trust of neighbor discovery requests required on an
IPv6 network on this VM interface. This option is disabled by default.

Trust DHCPv6
Responses

Select this option to trust all DHCPv6 responses on this VM interface. DHCPv6 is a
networking protocol for configuring IPv6 hosts with IP addresses, IP prefixes, or other
configuration attributes required on an IPv6 network. DHCPV6 relay agents receive
messages from clients and forward them a DHCPv6 server. The server sends
responses back to the relay agent, and the relay agent sends the responses to the
client on the local link. This option is enabled by default.

ND Header Mismatch
Validation

Select this option to enable a mismatch check for the source MAC within the ND
header and Link Layer Option. This option is disabled by default.

RA Guard

Select this option to enable router advertisements or ICMPVv6 redirects from this VM
interface. Router advertisements are periodically sent to hosts or sent in response to
neighbor solicitation requests. The advertisement includes IPv6 prefixes and other
subnet and host information. This option is disabled by default.

8 Click OK to save the changes and overrides made to the VM interface configuration.

Click Reset to revert to the last saved configuration.

Radio Override Configuration

An access point can have its radio profile configuration overridden after its radios have successfully
associated to the network.

To define a radio configuration override from the access point’s associated controller or service
platform:

1

Wireless Controller and Service Platform for version 5.9.4

Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

Select a target device in the lower left-hand side of the Ul.

You can also select a target device by double-clicking it in the list in the Device Configuration screen.

The selected device's configuration menu displays.
3 Go to Profile Overrides — Interface.
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4  Select Radios.
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Figure 63: Device Overrides - Radios Screen

Note
-
e A blue override icon (to the left of a parameter) defines the parameter as having an
J override applied. To remove an override go to the Basic Configuration section of the
device and click Clear Overrides. This removes all overrides from the device.

5 Review the following radio configuration data to determine whether a radio configuration needs to
be modified or overridden to better support the managed network:

Name Displays whether the reporting radio is the access point's radiol, radio2 or radio3.

Type Displays whether the radio has been designated as a typical WLAN radio or if the
radio has been designated as a sensor.

Description A brief description provided by the administrator when the radio’s configuration was
added or modified.

Admin Status A green check mark means the radio is enabled for client or sensor support. A red “X”
means the radio is currently disabled.

RF Mode Displays whether each listed radio is operating in the 802.11a/n or 802.11b/g/n radio
band. If the radio is a dedicated sensor, it will be listed as a sensor to define the radio
as not providing typical WLAN support. If the radio is a client bridge, it provides a
typical bridging function and does not provide WLAN support. The radio band is set
in the Radio Settings tab.

Channel Lists the channel setting for the radio. Smaxrt is the default setting. Smart indicates
the acces spoint is set for dynamic Smart RF support. If set to Smart, the access
point scans non-overlapping channels listening for beacons from other access points.
After the channels are scanned, it selects the channel with the fewest access points.
In the case of multiple access points on the same channel, it selects the channel with
the lowest average power level.
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Transmit Power Lists the transmit power for each radio displayed as a value in milliwatts. Selecting
smart allows the radio to perform power adjustments to compensate for failed

neighboring radios.

Overrides A Clear option appears for each radio configuration that has an override applied to
the profile’s configuration. Select Clear to revert this specific radio configuration to

the profile configuration originally defined by the administrator for this radio.

Overriding Radio Settings

If required, you can modify or override a radio’s basic configurations at the device level.

1 Select aradio and click Edit.
The Radio Settings tab displays by default.
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perties
Description radiot Beacon Interval 100 millisec ond:
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Figure 64: Access Point Radio - Radio Settings Tab
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2 Define or override the

following radio configuration Properties:

Description

Provide or edit a description (1 - 64 characters in length) for the radio that helps
differentiate it from others with similar configurations.

Admin Status

Select Enabled or Disabled to define this radio’s current status within the
network. When enabled, the access point is operational and available for client
support within the network. The radio is enabled by default and must be shut down
manually.

Radio QoS Policy

Use the drop-down menu to specify an existing QoS policy to apply to the access
point radio in respect to its intended radio traffic. If no existing policy is suitable for
this radio’s intended operation, select the Create icon to define a new QoS policy. For
more information, see Radio QoS Policies on page 407.

Association ACL

Specify an existing Association ACL policy to apply to the access point radio. An
Association ACL is a policy-based Access Control List (ACL) that either prevents or
allows wireless clients from connecting to a managed Access Point radio. An ACL is a
sequential collection of permit and deny conditions that apply to controller or service
platform packets. When a packet is received on an interface, the controller or service
platform compares the fields in the packet against any applied ACLs to verify the
packet has the required permissions to be forwarded, based on the criteria specified
in the access lists. If a packet does not meet any of the criteria specified in the ACL,
the packet is dropped. Select the Create icon to define a new Association ACL that
can be applied to this profile.

3 Set or override the foll

owing Radio Settings for the selected access point radio:

RF Mode

Set the mode to either 2.4 GHz WLAN or 5 GHz WLAN depending on the radio’s
intended client support requirement. Set the mode to sensor if you are using the
radio for rogue device detection. To set a radio as a detector, disable sensor support
on the other access point radio. Set the mode to scan-ahead in DFS-aware
countries to allow a mesh point's secondary radio to scan for an alternative channel
for backhaul transmission in the event of a radar event on the principal radio. The
secondary radio is continually monitoring the alternate channel, which means the
principal radio can switch channels and transmit data immediately without waiting
for the channel availability check.

Lock RF Mode

Select this option to lock Smart RF calibration functions for this radio. The default
setting is disabled.

Channel

Select the channel of operation for the radio. Only a trained installation professional
should define the radio channel. Select Smaxrt for the radio to scan non-overlapping
channels to listen for beacons from other access points. After channels are scanned,
the radio selects the channel with the fewest access points. In case of multiple access
points on the same channel, it selects the channel with the lowest average power
level. The default value is Smart.

Channels with a “w” appended to them are unique to the 40 MHz band.

DFS Revert Home

Select this option to enable a radio to return to its original channel. DFS (Dynamic
Frequency Selection) prevents a radio from operating in a channel where radar
signals are present. When radar signals are detected in a channel, the radio changes
its channel of operation to another channel. The radio cannot use the channel it has
moved from for the next 30 minutes. When DFS Revert Home is selected, the radio
can return back to its original channel of operation when the 30-minute period is
over. When not selected, the radio cannot return back to its original channel of
operation ever after the mandatory 30-minute evacuation period is over.

Note:
This option is enabled only if the RF Mode is set to 5GH-wlan.
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DFS Duration

Set the DFS duration between 30 and 3,600 minutes. This is the duration for which
the radio stays in the new channel. The default value is 90 minutes.

Transmit Power

Set the transmit power of the selected access point radio. If the access point has two
radios, each radio should be configured with a unique transmit power in respect to its
intended client support function.

Select the smart option to let Smart RF determine the transmit power. Or else, select
the other option and manually enter the radio’s transmit power.

The default setting is smart.

Note:
This option is enabled only if the RF Mode is set to 2.5GHZ-wlan or 5GH-wlan.

Antenna Gain

Set the antenna between 0.00 - 15.00 dBm. The access point’s PMACF (Power
Management Antenna Configuration File) automatically configures the access point’s
radio transmit power based on the antenna type, its antenna gain (provided here)
and the deployed country’s regulatory domain restrictions. Once provided, the access
point calculates the power range. Antenna gain relates the intensity of an antenna in
a given direction to the intensity that would be produced ideally by an antenna that
radiates equally in all directions (isotropically), and has no losses. Although the gain
of an antenna is directly related to its directivity, its gain is a measure that takes into
account the efficiency of the antenna as well as its directional capabilities. Only a
professional installer should set the antenna gain. The default value is 0.00.

Antenna Mode

Set the number of transmit and receive antennas on the access point. 1x1is used for
transmissions over just the single “A” antenna, 1x3 is used for transmissions over the
“A” antenna and all three antennas for receiving. 2x2 is used for transmissions and
receipts over two antennas for dual antenna models. The default setting is dynamic,
based on the access point model and its transmit power settings.

Enable Antenna
Diversity

Select this option to enable antenna diversity on supported antennas. Antenna
diversity uses two or more antennas to increase signal quality and strength. This
option is disabled by default.

Adaptivity Recovery

Select this option to switch channels when an access point’s radio is in adaptivity
mode. In adaptivity mode, an access point monitors interference on its set channel
and stops functioning when the radio’s defined interference tolerance level is
exceeded. When the defined adaptivity timeout is exceeded, the radio resumes
functionality on a different channel. This option is enabled by default.

Adaptivity Timeout

Set the adaptivity timeout from 30 to 3,600 minutes. The default setting is 90
minutes.

Wireless Client Power

Select this option to enable a spinner control for client radio power transmissions in
dBm. The available range is O - 20 dBm. This option is disabled by default.

Dynamic Chain
Selection

Select this option to allow the access point radio to dynamically change the number
of transmit chains. The radio uses a single chain/antenna for frames at non 802.11n
data rates. This setting is disabled by default.
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Data Rate

Once the radio band is provided, the Rate drop-down menu populates with rate
options depending on the 2.4 or 5.0 GHz band selected.

Note:
The Data Rates drop-down menu is disabled for radios running as sensors.

If 2.4 GHz is selected as the radio band, select separate 802.11b, 802.11g and 802.11n
rates and define how they are used in combination. If 5.0 GHz is selected as the radio
band, select separate 802.11a and 802.11n rates define how they are used together.
When using 802.11n (in either the 2.4 or 5.0 GHz band), Set a MCS (modulation and
coding scheme) in respect to the radio’s channel width and guard interval. An MCS
defines (based on RF channel conditions) an optimal combination of 8 data rates,
bonded channels, multiple spatial streams, different guard intervals, and modulation
types. Clients can associate as long as they support basic MCS (as well as non-11n
basic rates).

If you are dedicating the radio to either 2.4 or 5 Ghz support, a Custom Rates
option is available to set a modulation and coding scheme (MCS) in respect to the
radio’s channel width and guard interval. An MCS defines (based on RF channel
conditions) an optimal combination of rates, bonded channels, multiple spatial
streams, different guard intervals and modulation types. Clients can associate as long
as they support basic MCS (as well as non-11n basic rates). If Basic is selected
within the 802.11n Rates field, the MCSO-7 option is auto selected as a supported rate
and that option is grayed out. If Basic is not selected, any combination of MCSO-7,
MCS8-15 and MCS16-23 can be supported, including a case where MCS0O-7 and
MCS16-23 are selected and not MCS8-15. The MCS0-7 and MCS8-15 options are
available to each support Access Point.

Radio Placement

Specify whether the radio is located Indooxr or Outdooxr. The placement should

depend on the country of operation selected and its regulatory domain requirements
for radio emissions. The default setting is Indoors.

Max Clients

Set the maximum permissible client connections for this radio. Set a value from O -
256. The default value is 256.

Note:
Most access point models can support up to 256 clients per access point radio.

Rate Selection
Methods

Specify a radio selection method for the radio. The selection methods are:

Standard Standard monotonic radio selection method will be used.

Opportunistic Sets ORLA (opportunistic radio link adaptation) as the radio
selection method. This mode uses opportunistic data rate selection
to provide the best throughput. The ORLA rate selection mode is
supported only on the AP 7161 and AP-8163 model access points.

Wireless Controller and Service Platform for version 5.9.4 / 143



Device Configuration

4 Set or override the following WLAN Properties for the selected access point radio:

Beacon Interval

Set the interval between radio beacons in milliseconds (either 50, 100 or 200).
A beacon is a packet broadcast by adopted radios to keep the network
synchronized. Included in a beacon is the WLAN service area, radio address,
broadcast destination addresses, a time stamp, and indicators about traffic and
delivery (such as a DTIM). Increase the DTIM/ beacon settings (lengthening the
time) to let nodes sleep longer and preserve battery life. Decrease these
settings (shortening the time) to support streaming-multicast audio and video
applications that are jittersensitive. The default value is 100 milliseconds.

DTIM Interval

Set a DTIM Interval to specify a period for DTIM (Delivery Traffic Indication
Messages). A DTIM is periodically included in a beacon frame transmitted from
adopted radios. The DTIM indicates broadcast and multicast frames (buffered
at the access point) are soon to arrive. These are simple data frames that
require no acknowledgment, so nodes sometimes miss them. Increase the
DTIM/ beacon settings (lengthening the time) to let nodes sleep longer and
preserve their battery life. Decrease these settings (shortening the time) to
support streaming multicast audio and video applications that are jitter-
sensitive.

RTS Threshold

Specify a RTS (Request To Send) threshold (from 1- 65,536 bytes) for use by
the WLAN's adopted access point radios. RTS is a transmitting station's signal
that requests a CTS (Clear To Send) response from a receiving client. This
RTS/CTS procedure clears the air where clients are contending for
transmission time. Benefits include fewer data collisions and better
communication with nodes that are hard to find (or hidden) because of other
active nodes in the transmission path. The default value is 65,536 bytes.
Control RTS/CTS by setting an RTS threshold. This setting initiates an RTS/
CTS exchange for data frames larger than the threshold, and sends (without
RTS/CTS) any data frames smaller than the threshold.

Consider the tradeoffs when setting an appropriate RTS threshold for the
WLAN's access point radios. A lower RTS threshold causes more frequent
RTS/CTS exchanges. This consumes more bandwidth because of additional
latency (RTS/CTS exchanges) before transmissions can commence. A
disadvantage is the reduction in data-frame throughput. An advantage is
quicker system recovery from electromagnetic interference and data collisions.
Environments with more wireless traffic and contention for transmission make
the best use of a lower RTS threshold.

A higher RTS threshold minimizes RTS/CTS exchanges, consuming less
bandwidth for data transmissions. A disadvantage is less help to nodes that
encounter interference and collisions. An advantage is faster data-frame
throughput. Environments with less wireless traffic and contention for
transmission make the best use of a higher RTS threshold.

Short Preamble

If you are using an 802.11bg radio, select this option for the radio to transmit
using a short preamble. Short preambles improve throughput. However, some
devices (SpectralLink phones) require long preambles. This option is disabled
by default.

Guard Interval

Specify a Long or Any guard interval. The guard interval is the space
between characters being transmitted. The guard interval eliminates IS (inter-
symbol interference). IS occurs when echoes or reflections from one character
interfere with another character. Adding time between transmissions allows
echo's and reflections to settle before the next character is transmitted. A
shorter guard interval results in shorter character times which reduces
overhead and increases data rates by up to 10%. The default value is Any.
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Probe Response Rate

Specify the data rate used for the transmission of probe responses. Options
include highest-basic, lowest-basic, and follow-probe-
request. The default value is follow-probe-request.

Probe Response Retry

Select this option to retry probe responses if they are not acknowledged by
the target wireless client. This option is enabled by default.

5 Use the Feed WLAN Packets to Sensor drop-down menu to allow the radio to send WLAN packets

to the sensor radio.

This feature can be enabled in two modes:

¢ |n Inline mode, the WIPS sensor receives the packets from the radios with each radio
operating in normal mode.

¢ |n Promiscuous mode, the radio is configured to a mode where it receives all packets on the
channel whether the destination address is the radio or not, and the WIPS module can analyze

the packets.

In both Inline and Promiscuous modes, the packets the radio is switching can also be used by

the WIPS analysis module.

6 Click OK to save the changes and overrides to the Radio Settings screen.

Click Reset to revert to the last saved configuration.

Overriding WLAN / Mesh Mapping

To override the radio’'s WLAN or Mesh assignment:

1 Select the WLAN Mapping / Mesh Mapping tab.
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Figure 65: Access Point Radio - WLAN Mapping / Mesh Mapping Tab
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2 Refer to the WLAN/BSS Mappings field to set or override WLAN BSSID assignments for an existing
access point deployment.

Use the ‘<" or >’ buttons to assign WLANs and mesh points to the available BSSIDs.

Administrators can assign each WLAN its own BSSID. If using a single-radio access point, there are 8
BSSIDs available. If using a dual-radio access point there are 8 BSSIDs for the 802.11b/g/n radio and
8 BSSIDs for the 802.11a/n radio. Each supported access point model can support up to 8 BSS IDs.

Administrators can assign each WLAN its own BSSID. For dual-radio access points, there are sixteen
BSSIDs for the 802.11b/g/n radio and sixteen BSSIDs for the 802.11a/n radio.

3 Click OK to save the changes and overrides to the Radio Settings screen.

Click Reset to revert to the last saved configuration.

Overriding Legacy Mesh Settings

To override the selected radio’s mesh configuration:

1 Select the Legacy Mesh tab.
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Figure 66: Access Point Radio - Legacy Mesh Tab

Use the Mesh Legacy screen to define or override how mesh connections are established and the
number of links available among access points within the Mesh network.
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2 Define the following legacy mesh Settings:

Mesh

Set the mesh mode for this radio - either Client, Portal, or Disabled.
Setting the mesh mode to Client enables the radio to operate as a mesh client that
scans and connects to mesh portals or nodes connected to portals. Setting the mesh
mode to Portal turns the radio into a mesh portal. This starts the radio beaconing
immediately and will accept connections from other mesh nodes. Setting the mesh
mode to Disabled deactivates all mesh activity on this radio.

Mesh Links

Specify the number of mesh links allowed by the radio. The radio can have from 1- 6
mesh links when the radio is configured as a portal.

Mesh PSK

Provide the encryption key in either ASCII or Hex format. Administrators must ensure
that this key is configured on the access point when staged for mesh, added to both
the mesh client and the portal access point’s configuration on the controller or
service platform. Select Show to display the characters used in the PSK.

0 Note
Only single-hop mesh links are supported at this time.

3 Refer to the Preferred Peer Devices table to add mesh peers.

For each peer being added, enter its MAC address and a priority from 1- 6. The lower the priority
number assigned, the higher the priority the peer is given when it connects to the mesh

infrastructure.

Click + Add Row to add preferred peer devices for the radio to connect to in mesh mode.
4 Click OK to save the changes and overrides to the Mesh configuration.

Click Reset to revert to the last saved configuration.

Overriding Client Bridge Settings

To override the selected radio’s client bridge settings:
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1 Select the Client Bridge Settings tab to configure the selected radio as a client-bridge.
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Figure 67: Access Point Radio - Client Bridge Settings Tab

2 Define the following General settings:

An access point's radio can be configured to form a bridge between its wireless/wired clients and an
infrastructure WLAN. The bridge radio authenticates and associates with an infrastructure WLAN
access point. After successful association, the access point switches frames between its bridge radio
and wired/wireless client(s) connected either to its GE port(s) or to the other radio, thereby
providing the clients access to the infrastructure WLAN resources. This feature is supported only on
the AP 6522, AP 6562, AP-7522, AP 7532, AP 7562, AP 7602, AP 7622.
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Before configuring the client-bridge parameters, set the radio's rf-mode to bridge.

SSID

Set the infrastructure WLAN'’s SSID, with which the client-bridge access point
associates.

VLAN

Set the VLAN to which the bridged clients’ sessions are mapped after successful
association with the infrastructure WLAN. Once mapped, the client bridge
communicates with permitted hosts over the infrastructure WLAN. Specify the VLAN
from 1to 4095.

Max Clients

Set the maximum number of client-bridge access points that can associate with the
infrastructure WLAN. Specify a value from 1to 64. The default value is 64.

Connect through
Bridges

Select this option to enable the client-bridge access point radio to associate with the
infrastructure WLAN through another client-bridge radio thereby forming a chain.
This is referred to as daisy chaining of client-bridge radios. This option is disabled by
default.

Channel Dwell Time

Set the channel-dwell time from 50 to 2000 milliseconds. This is the time the client-
bridge radio dwells on each channel (configured in the list of channels) when
scanning for an infrastructure WLAN. The default is 150 milliseconds.

Authentication

Set the mode of authentication with the infrastructure WLAN. The authentication
mode specified here should be the same as that configured on the infrastructure
WLAN. The options are None and EAP. If you select EAP, specify the EAP
authentication parameters. The default setting is None.

For information on WLAN authentication, see Configuring WLAN Security on page
349,

Encryption

Set the packet encryption mode. The encryption mode specified here should be the
same as that configured on the infrastructure WLAN. The options are None, CCMP,
and TKIP. The default setting is None.

For information on WLAN encryption, see Configuring WLAN Security on page 349.

3 Refer to the EAP Parameters field and define the following EAP authentication parameters:

Type Select the EAP authentication method used by the supplicant. The options are TLS
and PEAP-MS-CHAPv2. The default EAP type is PEAP-MS-CHAPV2.

Username Set the 32-character maximum user name for an EAP authentication credential
exchange.

Password Set the 32-character maximum password for the specified EAP user name.

Pre-shared Key

Set the PSK (pre-shared key) used with EAP. Note that the authenticating algorithm
and PSK should be the same as on the infrastructure WLAN.

Handshake Basic Rate

Set the basic rate of exchange of handshake packets between the client-bridge and
infrastructure WLAN access points. The options are highest and normal. The
default value is highest.

Trustpoint CA

Set the Trustpoint CA name (this is the trustpoint installed on the RADIUS server
host). This parameter is applicable to both EAP-TLS and PEAP-MS-CHAPv2
authentication modes.

In case of both EAP-TLS and PEAP-MS-CHAPvV2 authentication, provide the RADIUS
server TP name to enable RADIUS server certificate validation at the client end. This
parameter is not mandatory for enabling TP-based authentication of CB (Client-
Bridge) AP.
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Trustpoint Client

Set the Trustpoint Client name (this is the TP installed on the CB AP). This parameter
is applicable only for EAP-TLS authentication mode. When configured, this client
certificate is sent across a TLS tunnel and matched for authentication at the RADIUS
server host. This configuration is mandatory for enabling TP-based authentication of
CB AP.

Trustpoint Expiry

Use the drop-down menu to specify whether the wireless client-bridge is to be
continued or discontinued in case of certificate expiry.

In EAP-TLS authentication, a CA-signed certificate is used to authenticate the CB AP
and RADIUS server host to establish the wireless CB. Use this option to specify
whether the wireless CB is to be continued or terminated on expiration of this
certificate.

continue - Enables continuation of the CB even after the certificate (CA/client) has
expired. When selected, this option enables automatic CA certificate deployment as
and when new CA certificates are available. This is the default setting.

discontinue - Terminates the CB once the certificate (CA/client) has expired.

Note:

Configure this parameter only if the CB AP and the RADIUS server host are using a
crypto CMP policy for automatic certificate renewal. For more information, see
Crypto CMP Policy on page 473.

4 Refer to the Channel Lists field and define the list of channels the client-bridge radio scans when

scanning for an infrast

ructure WLAN.

Band A Define a list of channels for scanning across all the channels in the 5.0 GHz radio
band.
Band BG Define a list of channels for scanning across all the channels in the 2.4 GHz radio

band.

5 Refer to the Keepalive Parameters field and define the following configurations:

Keepalive Type

Set the keepalive frame type exchanged between the client-bridge and infrastructure
access points. This is the type of packets exchanged between the client-bridge and
infrastructure access points, at specified intervals, to keep the client-bridge link up
and active. The options are null-data and WNMP packets. The default value is
null-data.

Keepalive Interval

Set the keepalive interval from O to 86,400 seconds. This is the interval between two
successive keepalive frames exchanged between the client-bridge and infrastructure
access points. The default value is 300 seconds.

Inactivity Timeout

Set the inactivity timeout for each bridge MAC address from O to 864,000 seconds.
This is the time for which the client-bridge access point waits before deleting a
wired/wireless client's MAC address from which a frame has not been received for
more than the time specified here. For example, if the inactivity time is set at 120
seconds, and if no frames are received from a client (MAC address) for 120 seconds, it
is deleted. The default value is 600 seconds.
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6 Refer to the Radio Link Behaviour field and define the following configurations:

Shutdown Other Radio
when Link Goes Down

Select this option to enable shutting down of the non-client bridge radio (this is the
radio to which wireless clients associate) when the link between the client-bridge and
infrastructure access points is lost. When enabled, wireless clients associated with the
non-client bridge radio are pushed to search for and associate with other access
points having backhaul connectivity. This option is disabled by default.

If you enable this option, specify the time for which the non-client bridge radio is shut
down. Use the spinner to specify a time from 1- 1,800 seconds.

Refresh VLAN
Interface when Link
Comes Up

Select this option to enable the SVI to refresh on re-establishing client bridge link to
the infrastructure access point. If you are using a DHCP assigned IP address, this
option also causes a DHCP renew. This option is enabled by default.

7 Refer to the Roam Criteria field and define the following configurations:

Seconds for Missed
Beacons

Set this interval from O to 60 seconds. This is the time for which the client-bridge
access point waits, after missing a beacon from the associated infrastructure WLAN
access point, before roaming to another infrastructure access point. For example, if
Seconds for Missed Beacon is set to 30 seconds, and if more than 30 seconds have
passed since the last beacon received from the infrastructure access point, the client-
bridge access point resumes scanning for another infrastructure access point. The
default value s 20 seconds.

Minimum Signal
Strength

Set the minimum signal-strength threshold for signals received from the
infrastructure access point. Specify a value from -128 to -40 dBm. If the RSSI value of
signals received from the infrastructure access point falls below the value specified
here, the client-bridge access point resumes scanning for another infrastructure
access point. The default is -75 dBm.

8 Click OK to save the changes and overrides to the client bridge settings screen.

Click Reset to revert to the last saved configuration.

Overriding Advanced Settings

To override the selected radio’s advanced settings:
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1 Select the Advanced Settings tab.
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2 Refer to the Radio Settings field to define or override how MAC service frames are aggregated by
the access point radio.

A-MPDU Modes Specify the A-MPDU mode. Options include Transmit Only, Receive Only,
Transmit and Receive, and None. The default value is Transmit and
Receive. Using the default value, long frames can be both sent and received (up to 64
KB). When this option is enabled, define a transmit limit, a receive limit, or both.

Minimum Gap Between | Use the drop-down menu to define, in microseconds, the minimum gap between
Frames consecutive A-MPDU frames. The options include:

e 0 - Configures the minimum gap as O microseconds
e 1 - Configures the minimum gap as 1 microseconds
e 2 - Configures the minimum gap as 2 microseconds
e 4 - Configures the minimum gap as 4 microseconds
e 8 - Configures the minimum gap as 8 microseconds
e 16 - Configures the minimum gap as 16 microseconds

e auto - Auto configures the minimum gap depending on the platform
and radio type (default setting)
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Received Frame Size If the A-MPDU mode is set to Receive Only or Transmit and Receive, use this option to
Limit define an advertised maximum limit for received A-MPDU aggregated frame size. The
options include:

e 8191 - Advertises the maximum received frame size limit as 8191 bytes.

e 16383 - Advertises the maximum received frame size limit as 16383 bytes.

e 32767 - Advertises the maximum received frame size limit as 32767 bytes.

e 65535 - Advertises the maximum received frame size limit as 65535 bytes.

e 128000 - Advertises the maximum received frame size limit as 128000 bytes.

e 256000 - Advertises the maximum received frame size limit as 256000 bytes.

e 512000 - Advertises the maximum received frame size limit as 512000 bytes.

e 1024000 - Advertises the maximum received frame size limit as 1024000 bytes.

e default - This option auto configures the maximum received frame size based
on the platform and radio type. This is the default setting.

Transmit Frame Size If the A-MPDU mode is set to Transmit Only or Transmit and Receive, use the spinner

Limit control to set limit on transmitted A-MPDU aggregated frame size.

The range depends on the AP type and the radio selected.

For 802.11ac capable APs, the range is as follows:

e 2000 - 65,535 bytes - Forradiol, the range is 2000 - 65,535 bytes. The
default value is 65,535 bytes.

Note:

The WING AP7662 and AP7632 access points are an exception to the above rule.
For the AP7662 and AP7632 access point models, the radio 1range is 2000 -
1024,000 bytes. And the default value is 1,024,000 bytes.

e 2000 - 1,024,000 bytes -Forradio 2, the range is 2000 - 1,024,000
bytes. The default value is 1,024,000 bytes.

Note:
The WING 802.11ac capable APs are: AP7522, AP7532, AP7562, AP7602, AP7612,
AP7632, AP7662, AP8432, and AP8533.

For non 802.11ac capable APs the range is as follows:
* 2000 - 65,535 bytes - For both radio 1and radio 2 the range is
2000 - 65,535 bytes. The default value is 65,535 bytes.

3 Use the A-MSDU Modes drop-down menu in the Aggregate MAC Service Data Unit (A-MSDU)
section to set or override the supported A-MSDU mode.
Available modes are Receive Only and Transmit and Receive. Use Transmit and Receive to
send and receive frames up to 4 KB. The buffer limit is not configurable. The default value is Transmit
and Receive.

4 Use the Airtime Fairness fields to optionally prioritize wireless access to devices.
Select Enable Fair Access to enable this feature and provide equal access client access to radio
resources. Select Prefer High Throughput Clients to prioritize clients with higher throughput
(802.11n clients) over clients with slower throughput (802.11 a/b/g) clients. Use the spinner control to
set a weight for the higher throughput clients.

5 Use the Rx Sensitivity Reduction drop-down menu to set the selected radio's receive sensitivity
reduction threshold level.

This threshold determines the RSSI (in dBm) at which the radio acknowledges the SOP (Start of
Packet) frames received from the client, and begins to demodulate and decode the packets.
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In highly dense environments, or single-channel networks, having two or more radios sharing a
channel, CCl (co-channel interference) adversely impacts network performance. By setting this
threshold, you can control the radio’s receive sensitivity to interference and noise, thereby reducing
the impact of CCI. You are basically configuring the AP to not decode packets that have a signal
strength below the specified threshold level.

The available rx-sensitivity-reduction threshold levels are: High, Low, Medium and None. Set the
threshold level as High, to force your radio to ignore all traffic having a signal strength below the
high threshold level value. This results in fewer traffic interruptions due to collision and Wi-Fi
interference. Note, the default setting is None.

The following table provides the rx-sensitivity-reduction threshold level to RSS! mapping for the 2.4
GHz and 5 GHz bands:

802.11 Bands High Threshold Medium Threshold Low Threshold
2.4 GHz -79 dBm -82 dBm -85 dBm
5GHz -76 dBm -78 dBm -80 dBm

E Note

9 This feature is supported only on the following access points: AP-7522, AP 7532, AP 7562,
AP-8432, AP-8533

6 Set or override the following Miscellaneous advanced radio settings:

RIFS Mode Define an RIFS mode to determine whether interframe spacing is applied to access
point transmissions or received packets, both, or neither The default mode is
Transmit and Receive. Interframe spacing is an interval between two
consecutive Ethernet frames to enable a brief recovery between packets and allow
target devices to prepare for the reception of the next packet. Consider setting this
value to None for high priority traffic to reduce packet delay.

STBC Mode Select a STBC (space-time block coding) option to transmit multiple data stream
copies across access point antennas to improve signal reliability. An access point’s
transmitted signal traverses a problematic environment, with scattering, reflection
and refraction all prevalent. The signal can be further corrupted by noise at the
receiver. Consequently, some of the received data copies are less corrupt and better
than others. This redundancy means there’s a greater chance of using one, or more,
of the received copies to successfully decode the signal. STBC effectively combines
all the signal copies to extract as much information from each as possible.

Transmit Beamforming | Enable beamforming to steer signals to peers in a specific direction to enhance signal
strength and improve throughput among meshed devices (not clients). Each access
point radio support up to 16 beamforming capable mesh peers. When enabled, a
beamformer steers its wireless signals to its peers. A beamformee device assists the
beamformer with channel estimation by providing a feedback matrix. The feedback
matrix is a set of values sent by the beamformee to assist the beamformer in
computing a steering matrix. A steering matrix is an additional set of values used to
steer wireless signals at the beamformer so constructive signals arrive at the
beamformee for better SNR and throughput. Any beamforming capable mesh peer
connecting to a radio whose capacity is exhausted cannot enable beamforming itself.
Transmit beamforming is available only on the AP-8163) model access point, and it is
disabled by default.
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7 Set or override the following Aeroscout Properties for the selected access point radio.

Forwarding Host Specify the Aeroscout engine’s IP address. When specified, the AP forwards
Aeroscout beacons directly to the Aeroscout locationing engine without proxying
through the controller or RF Domain manager.

Note:

Aeroscout beacon forwarding is supported only on theAP 6532, AP 7502, AP-7522,
AP 7532, AP 7562, AP-8432, and AP-8533 model access points.

Forwarding Port Set the port on which the Aeroscout engine is reachable.

MAC to be forwarded | Specify the MAC address to be forwarded.

8 Set or override the following Ekahau Properties for the selected access point radio.

Forwarding Host Specify the Ekahau engine IP address. Using Ekahau small, battery powered Wi-Fi
tags are attached to tracked assets or carried by people. Ekahau processes locations,
rules, messages and environmental data and turns the information into locationing
maps, alerts, and reports.

Forwarding Port Set the Ekahau TZSP port used for processing information from locationing tags.

MAC to be forwarded | Specify the MAC address to be forwarded with location data requests.

9 Set or override the following Non-Unicast Traffic values for the profile’s supported access point
radio and its connected wireless clients:

Non-Unicast Transmit | Use the Select drop-down menu to launch a sub-screen to define the data rate for
Rate broadcast and multicast frame transmissions. If you are not using the same rate for
each BSSID, seven different rates are available - each with a separate menu.

Non-Unicast Define whether client broadcast and multicast packets should always follow DTIM, or
Forwarding only follow DTIM when using Power Save Aware mode. The default setting is
Follow DTIM

10 Refer to the Sniffer Redirect (Packet Capture) field to define or override the radio’s captured
packet configuration.

Host for Redirected If packets are redirected from a controller or service platform’s connected access
Packets point radio, specify the IP address of a resource (additional host system) used to
capture the redirected packets. This address is the numerical (non DNS) address of
the host used to capture the redirected packets.

Channel to Capture Specify the channel used to capture redirected packets. The default value is channel 1.
Packets

11 Refer to the Channel Scanning field to define or override the radio’s captured packet configuration.

Enable Off-Channel Enable this option to scan across all channels using this radio. Channel scans use
Scan access point resources and can be time consuming, so only enable when your sure
the radio can afford the bandwidth be directed toward the channel scan and does
not negatively impact client support.

Off Channel Scan list Select the list of channels for off-channel scans using the access point's 5GHz radio.
for 5GHz Restricting off-channel scans to specific channels frees bandwidth otherwise utilized
for scanning across all the channels in the 5GHz radio band.

Off Channel Scan list Select the list of channels for off-channel scans using the access point's 2.4GHz radio.
for 2.4GHz Restricting off-channel scans to specific channels frees bandwidth otherwise utilized
for scanning across all the channels in the 2.4GHz radio band.
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Max Multicast

Set the maximum number (from O - 100) of multicast/broadcast messages used to
perform off-channel scanning. The default setting is 4.

Scan Interval

Set the interval (from 2 - 100 dtims) between off-channel scans. The default setting is
20 dtims.

Sniffer Redirect

Specify the IP address of the host to which captured off-channel scan packets are
redirected.

12 If an AP 7161 access point is deployed, set an Extended Range (from 1- 25 kilometers) to allow AP
7161 access points to transmit and receive with their clients at greater distances without being timed

Out.

13 Click OK to save the changes and overrides to the Advanced Settings screen.

Click Reset to revert to the last saved configuration.

MCS Data Rates

The following tables define 802.11n MCS rates for with and without short guard intervals (SGI):

Table 5: 802.11n MCS rates: No of Streams 1

MCS Index Number of 20 MHz no SGI 20 MHz with SGI [ 40 MHz no SGI | 40 MHz with SGI
Streams

0 1 6.5 72 13.5 15

1 1 13 14.4 27 30
2 1 19.5 217 40.5 45
3 1 26 28.9 54 60
4 1 39 43.4 81 90
5 1 52 57.8 108 120
6 1 585 65 1215 135
7 1 65 72.2 135 150
Table 6: 802.11n MCS rates: No of Streams 2

MCS Index Number of 20 MHz no SGI 20 MHz with SGI [ 40 MHz no SGI | 40 MHz with SGI

Streams

0 2 13 14.4 27 30

1 2 26 28.9 54 60
2 2 39 43.4 81 90
3 2 52 57.8 108 120
4 2 78 86.7 162 180
5 2 104 115.6 216 240
6 2 n7 130 243 270
7 2 130 144.4 270 300
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Table 7: 802.11n MCS rates: No of Streams 3

MCS Index Number of 20 MHz no SGI | 20 MHz with SGI | 40 MHz no SGI | 40 MHz with SGI
Streams

0 3 19.5 217 40.5 45

1 3 39 433 81 90

2 3 58.5 65 121.5 135

3 3 78 86.7 162 180

4 3 17 130.7 243 270

5 3 156 173.3 324 360

6 3 1755 195 364.7 405

7 3 195 216.7 405 450

The following table defines 802.11ac MCS rates for both with and without SGI:

Table 8: 802.11ac MCS rates, with and without SGI

MCS Index 20 MHz no SGI | 20 MHz with | 40 MHz no SGI | 40 MHz with | 80 MHz no SGI | 80 MHz with
SGl SGI SGl

0 6.5 72 13.5 15 293 325

1 13 14.4 27 30 58.5 65

2 19.5 217 40.5 45 87.8 975

3 26 28.9 54 60 17 130

4 39 43.3 81 90 175.5 195

5 52 57.8 108 120 234 260

6 585 65 1215 135 263.3 2925

7 65 72.2 135 150 292.5 325

8 78 86.7 162 180 35] 390

9 n/a n/a 180 200 390 4333

Overriding WAN Backhaul Configuration

A WWAN (Wireless Wide Area Network) card is a specialized network interface card that allows a
device to connect, transmit and receive data over a Cellular Wide Area Network.

The RFS 4000 controller has a PCl Express card slot that supports 3G WWAN cards.

The WWAN card uses PPP (point to point protocol) to connect to the ISP (Internet Service Provider)
and gain access to the internet. PPP is the protocol used for establishing internet links over dial-up
modems, DSL connections, and many other types of point-to-point communications. PPP packages
your system's TCP/IP packets and forwards them to the serial device where they can be put on the
network. PPP is a full-duplex protocol that can be used on various physical media, including twisted-pair
or fiber optic lines or satellite transmission. It uses a variation of HDLC (High Speed Data Link Control)
for packet encapsulation.
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To define a WAN Backhaul configuration override:

1 Select Configuration — Devices from the web UI.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the Ul

You can also select a target device by double-clicking it in the list in the Device Configuration screen.
3 Select Profile Overrides — Interface.
Select WAN Backhaul.

WAN (3G) Back haul

WAN Inderface Mame WA
Erabde Witk (360 O (@ Cizabied (5 Enabled feset ViEN Cerd
Basic Settings
Liserrmime 0
Password 0 i Show
Access Pord Mame (AFN) g
Authentication Typs 0 |CHAP -
letwork Address Translation (AT)
HAT Direction 0 & nside & Cutsice @ nore
Security Settings
F inbound Firewsll Fdes o | orones v | © &
VPN Cryplo Map 0 |mone | @

Defaull Route Prionity

WAAAN Detaull Roube Prionty @ 3000 |£J {1 o &,000)

Figure 68: Profile Overrides - WAN Backhaul Screen

Note
e A blue override icon (to the left of a parameter) defines the parameter as having an
| override applied. To remove an override go to the Basic Configuration section of the
device and click Clear Overrides. This removes all overrides from the device.

5 Refer to the WAN (3G) Backhaul configuration to specify WAN card settings:

WAN Interface Name | The WAN Interface name for the WAN 3G Backhaul card.

Reset WAN Card If the WAN Card becomes unresponsive or experiences other errors, click Reset WAN
Card to power cycle and reboot the WAN card.

Enable WAN (3G) Select to enable 3G WAN card support on the device. A supported 3G card must be
connected to the device for this feature to work properly.
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6 Define or override the following authentication parameters in the Basic Settings field:

Username Provide a username for authentication support by the cellular data carrier.

Password Provide a password for authentication support by the cellular data carrier.

Access Point Name Enter the name of the cellular data provider if necessary. This setting is needed in

(APN) areas with multiple cellular data providers using the same protocols, such as Europe
and Asia.

Authentication Type Specify the authentication type used by the cellular data provider. Supported
authentication types are None, PAP, CHAP, MSCHAP, and MSCHAP-v2.

7 Define or override the following NAT parameter in the Network Address Translation (NAT) field:

NAT Direction Define the NAT (Network Address Translation) direction. Options include:

Inside  The inside network is transmitting data over the network its intended
destination. On the way out, the source IP address is changed in the
header and replaced by the (public) IP address.

Outside Packets passing through the NAT on the way back to the controller or
service platform managed LAN are searched against to the records kept
by the NAT engine. There, the destination IP address is changed back to
the specific internal private class IP address in order to reach the LAN
over the network.

None No NAT activity takes place. This is the default setting.

8 Define or override the following security parameters in the Security Settings field:

IP Inbound Firewall Select an inbound IPv4 ACL to associate with traffic on the WAN backhaul. This
Rules setting pertains to IPv4 inbound traffic only and not IPv6. IPv4 operates as a best
effort delivery method, as it does not guarantee delivery, and does not ensure proper
sequencing or duplicate delivery (unlike (TCP). IPv4 hosts can use link local
addressing to provide local connectivity. If an appropriate IP ACL does not exist, click
Add to create a new one.

VPN Crypto Map If necessary, specify a crypto map for the wireless WAN. A crypto map can be up to
256 characters long. If a suitable crypto map is not available, click Create button to
configure a new one.

9 Define or override the following route parameter in the Default Route Priority field:

WWAN Default Route | Use the spinner control to define a priority from 1- 8,000 for the default route
Priority learned by the wireless WAN. The default value is 3000.

10 Click OK to save the changes and overrides made to the WAN Backhaul screen.

Click Reset to revert to the last saved configuration.

Overriding PPPoE Configuration

PPPoE (PPP over Ethernet) is a data-link protocol for dialup connections. PPPoE allows the access point
to use a broadband modem (DSL, cable modem, etc.) for access to high-speed data and broadband
networks. Most DSL providers support (or deploy) the PPPoE protocol. PPPoE uses standard
encryption, authentication, and compression methods as specified by the PPPoOE protocol. PPPoE
enables controllers, service platforms, and access points to establish a point-to-point connection to an
ISP over existing Ethernet interface.

To provide this point-to-point connection, each PPPOE session learns the Ethernet address of a remote
PPPOE client, and establishes a session. PPPoE uses both a discover and session phase to identify a

Wireless Controller and Service Platform for version 5.9.4 / 159



Device Configuration

client and establish a point-to-point connection. By using such a connection, a Wireless WAN failover is
available to maintain seamless network access if the access point's Wired WAN should fail.

Note

e Devices with PPPoE enabled continue to support VPN, NAT, PBR, and 3G failover on the
PPPoE interface. Multiple PPPoE sessions are supported using a single user account user
account if RADIUS is configured to allow simultaneous access.

When PPPoE client operation is enabled, it discovers an available server and establishes a PPPoE link for
traffic slow. When a wired WAN connection failure is detected, traffic flows through the WWAN
interface in fail-over mode (if the WWAN network is configured and available). When the PPPOE link
becomes accessible again, traffic is redirected back through the access point's wired WAN link.

When the access point initiates a PPPoE session, it first performs a discovery to identify the Ethernet
MAC address of the PPPOE client and establish a PPPoE session ID. In discovery, the PPPOE client
discovers a server to host the PPPoE connection.

To create a PPPOE point-to-point configuration:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device in the lower left-hand side of the Ul.
Select Profile Profile Overrides — Interface.
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4  Select PPPoOE.

Basic Settings

Erabsle PPRoE 0 (& Dizabded &) Enabled
Service 0

DEL Miodseem Metwork (VLAN) o 1 ‘_:J (1 to4,054)
Chent IP Adddress 0[]

Aurthanitication

Userninme 0
Password O [ shaw
Authentication Type D |Pap Eal

Connection

Mancamm Tramsmissan Lind (MTLD 0 -1492 i :.-I (500 im 1 452
L

Cherid bl Timexud a 10 Mirutes y | [1161093)
|

Hsap Alvs o L]

letwork Address Translation (AT}

MAT Direction 0 & inside @ Outside & None
Security Settings
P inbound Firewall Rules o .m’ \ o ‘_E‘,.?
VN Crypto Mop @ | anones L

Default Route Priority
PPPoE Defaull Route Priorty 0 00 .:‘J (1 o &,000)

Figure 69: Device Overrides - PPPOE Screen

Note

A blue override icon (to the left of a parameter) defines the parameter as having an
= override applied. To remove an override go to the Basic Configuration section of the

device and click Clear Overrides. This removes all overrides from the device.

5 Use the Basic Settings field to enable PPPoE and define a PPPoE client.

Admin Status Select this option to support a high speed client mode point-to-point connection
using the PPPoE protocol. The default setting is disabled.

Service Enter the 128-character maximum PPPoE client service name provided by the service
provider.

DSL Modem Network | Set the PPPoE VLAN (client local network) connected to the DSL modem. This is the

(VLAN) local network connected to the DSL modem. The available range is 1- 4,094. The

default value is 1.

Client IP Address Provide the numerical (non hostname) IP address of the PPPoE client.
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6

7

8

Define the following Authentication parameters for PPPoE client interoperation:

Username Provide the 64 character maximum username used for authentication support by the
PPPOE client.
Password Provide the 64 character maximum password used for authentication by the PPPoE

client. Click Show to display the characters that make up the password.

Authentication Type Specify the authentication type used by the PPPOE client, and whose credentials
must be shared by its peer access point. Supported authentication options include
None, PAP, CHAP, MSCHAP, and MSCHAP-Vv2.

Define the following Connection settings for the PPPoE point-to-point connection with the PPPoE
client:

Maximum Transmission | Set the PPPoE client maximum transmission unit (MTU) from 500 - 1,492. The MTU is
Unit (MTU) the largest physical packet size in bytes a network can transmit. Any messages larger
than the MTU are divided into smaller packets before being sent. A PPPoE client
should be able to maintain its point-to-point connection for this defined MTU size.
The default MTU is 1,492.

Client Idle Timeout Set a timeout in either Seconds (1 - 65,535), Minutes (1-1,093) or Hours
(1-18). The access point uses the defined timeout so it does not sit idle waiting for
input from the PPPoE client and server that may never come. The default setting is 10
minutes.

Keep Alive Select this option to ensure that the point-to-point connection to the PPPOE client is
continuously maintained and not timed out. This setting is disabled by default.

Set the Network Address Translation (NAT) direction for the PPPoE configuration.

NAT converts an IP address in one network to a different IP address or set of IP addresses in another
network. The access point router maps its local (Inside) network addresses to WAN (Outside) IP
addresses, and translates the WAN IP addresses on incoming packets to local IP addresses. NAT is
useful because it allows the authentication of incoming and outgoing requests, and minimizes the
number of WAN IP addresses needed when a range of local IP addresses is mapped to each WAN IP
address. The default setting is None (neither inside nor outside).

Define the following Security Settings for the PPPoE configuration:

Inbound IP Firewall Select a firewall (set of IP access connection rules) to apply to the PPPoE client
Rules connection. If there is no firewall rule that meets the data protection needs of the
PPPoE client connection, select the Create icon to define a new rule configuration or
the Edit icon to modify an existing rule. For more information, see Wireless Firewall
on page 782.

VPN Crypto Map Use the drop-down menu to apply an existing crypto map configuration to this
PPPoE interface.

Set the Default Route Priority for the default route learned using PPPoE.
Select from 1-8,000. The default setting is 2,000.
Click OK to save the changes and overrides made to the PPPOE screen.

Click Reset to revert to the last saved configuration. Saved configurations are persistent across
reloads.

Overriding Bluetooth Configuration

AP-8432 and AP-8533 model access points utilize a built in Bluetooth chip for specific Bluetooth
functional behaviors in a WING managed network. AP-8432 and AP-8533 models support both
Bluetooth classic and Bluetooth low energy technology. These platforms can use their Bluetooth classic
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enabled radio to sense other Bluetooth enabled devices and report device data (MAC address, RSSI and
device calls) to an ADSP server for intrusion detection. If the device presence varies in an unexpected
manner, ADSP can raise an alarm.

AP-8432 and AP-8533 model access points support Bluetooth beaconing to emit either iBeacon or
Eddystone- URL beacons. The access point’s Bluetooth radio sends non-connectable, undirected low-
energy (LE) advertisement packets on a periodic basis. These advertisement packets are short, and
they are sent on Bluetooth advertising channels that conform to already-established iBeacon and
Eddystone-URL standards. Portions of the advertising packet are still customizable, however.

To define a Bluetooth radio interface configuration:

1 Select Configuration — Devicesfrom the web Ul.

The Device Configuration screen displays in the right-hand Ul. This screen lists managed devices or
peer controllers, service platforms, or access points.

2 Select a target access point in the lower left-hand side of the UI.

You can also select a target device by double-clicking it in the list in the Device Configuration screen.
3 Select Profile Overrides — Interface.
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4  Select Bluetooth.

Bluetooth Radio Configuration
Admin Status @ @) Disabled & Enabled

Description g

I Warning: Enabling Bluetooth may cause interference on 2.4 GHz radio in wian mode.

Eddystone Settings

Eddystone Beacon Calibration Signal Strength @19 (12710127 dBm)
URL-1 fo Transmit Eddystone-URL a

URL-2 to Transmit Eddystone-URL a

iBeacon Settings

iBeacon Calibration Signal Strength @ 0 * (12710127 dBm)
iBeacon Major Number 9 1111 : {010 65,539)
iBeacon Minor Number @ 2222  * (01065535)
iBeacon UUID @ 01F101F101F101F101F101F1(

Basic Settings
Bluetooth Radio Funtional Mode i bt-sensor v
Beacon Transmission Period @ 1000 : (100 to 10,000 milisec onds )
Beac on Transmission Pattern | eddystone-url1 v

Figure 70: Profile Overrides - Bluetooth Screen

5 Set the following Bluetooth Radio Configuration parameters:

model access point radio transmissions.
The default value is disabled.

Admin Status Enable or Disable Bluetooth support capabilities for AP-8432 or AP-8533

members of the same RF Domain.

Description Define a 64 character maximum description for the access point’s Bluetooth radio to
differentiate this radio interface from other Bluetooth supported radio’s that might be
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6 Set the following Basic Settings:

Bluetooth Radio
Functional Mode

Set the access point’s Bluetooth radio functional mode to either bt-sensor, le-
beacon, le-tracking or le-sensor. Use bt-sensor mode for ADSP
Bluetooth classic sensing. Use le-beacon mode to have the access point transmit
both ibeacon and Eddystone-URL low energy beacons. The bt-sensor option is the
default setting.

Beacon Transmission
Period

Set the Bluetooth radio’s beacon transmission period from 100 - 10,000 milliseconds.
The default setting is 1,000 milliseconds.

Beacon Transmission
Pattern

When the Bluetooth radio’s mode is set to 1le-beacon, use the enabled drop-
down menu to set the beacon’s emitted transmission pattern to
eddystone_urll eddystone url2, or ibeacon.

An eddystone-URL frame broadcasts a URL using a compressed encoding scheme to
better fit within a limited advertisement packet. Once decoded, the URL can be used
by a client for internet access.

iBeacon was created by Apple for use in iOS devices (beginning with iOS version
7.0). Apple has made three data fields available to iOS applications: a UUID for device
identification, a Major value for device class, and a Minor value for more refined
information like product category.

Define the following Eddystone Settings if you have set the Beacon Transmission Pattern to either
eddystone_urll or eddystone url2:

Eddystone Beacon
Calibration Signal
Strength

Set the Eddystone Beacon measured calibration signal strength, from -127 dBm to 127
dBm, at O meters. Mobile devices can approximate their distance to beacons based
on received signal strength. However, distance readings can fluctuate since they
depend on several external factors. The closer you are to a beacon, the more accurate
the reported distance. This setting is the projected calibration signal strength at O
meters. The default setting is -19 dBm.

URL-Tto Transmit
Eddystone-URL

Enter a 64-character maximum eddystone-URL1. The URL must be 18 characters or
less once auto-encoding is applied. The encoding process is for getting the URL to fit
within the beacon’s payload.

URL-2 to Transmit
Eddystone-URL

Enter a 64-character maximum eddystone-URL2. The URL must be 18 characters or
less once auto-encoding is applied. The encoding process is for getting the URL to fit
within the beacon’s payload.

Define the following iBeacon Settings if you have set the Beacon Transmission Pattern to ibeacon:

Beacon Calibration
Signal Strength

Set the iBeacon measured calibration signal strength, from -127 dBm to 127 dBm, at 1
meter. Mobile devices can approximate their distance to beacons based on received
signal strength. However, distance readings can fluctuate since they depend on
several external factors. The closer you are to a beacon, the more accurate the
reported distance. This setting is the projected calibration signal strength at 1 meter.
The default setting is -60 dBm.

iBeacon Major Number

Set the iBeacon major value from O - 65, 535. Major values identify and distinguish
groups. For example, each beacon on a specific floor in a building could be assigned
a unique major value. The default value is 1,111.

iBeacon Minor Number

Set the iBeacon minor value from O - 65, 535. Minor values identify and distinguish
individual beacons. Minor values help identify individual beacons within a group of
beacons assigned a major value. The default setting is 2,222.

iBeacon UUID

Define a 32 hex character maximum UUID. The UUID classification contains 32
hexadecimal digits The UUID distinguishes iBeacons in the network from all other
beacons in networks outside of your direct administration.

9 Click OK to save the changes made to the Bluetooth configuration.

Click Reset to revert to the last saved configuration.
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Profile Overrides - Network Overview

Refer to the following for overriding the selected device's profile network configurations.
e  Profile Overrides - DNS Configuration on page 166

e Profile Overrides - ARP Configuration on page 168

e Profile Overrides - L2TPv3 General Settings on page 169
e GRE Tunnel Configuration on page 180

e |GMP Snooping Configuration on page 184

e MLD Snooping Configuration on page 186

e (Q0S Traffic Shaping Basic Configuration on page 188

e Profile Overrides - [Pv4 Routing on page 193

e BGP Configuration on page 215

e Forwarding Database Configuration on page 228

¢ Profile Overrides - Bridge VLAN on page 229

e CDP Configuration on page 236

e [ LDP Configuration on page 237

e Miscellaneous Network Configurations on page 238

e Network Basic Alias on page 241

e |Pv6 Neighbor Configuration on page 249

Profile Overrides - DNS Configuration

DNS (Domain Name System) is a hierarchical naming system for resources connected to the Internet or
a private network. Primarily, DNS resources translate domain names into IP addresses. If one DNS server
doesn't know how to translate a particular domain name, it asks another one until the correct IP address
is returned. DNS enables access to resources using human friendly notations. DNS converts human
friendly domain names into notations used by different networking equipment for locating resources.

As a resource is accessed (using human-friendly hostnames), it's possible to access the resource even if
the underlying machine friendly notation name changes. Without DNS, in the simplest terms, you would
need to remember a series of numbers (123.123.123.123) instead of an easy to remember domain name
(for example, www.domainname.com).

To override DNS configuration:

1 Select Configuration — Devices from the web UI.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device by double-clicking on the device name.
You can also select a target device from the lower, left-hand pane of the Web Ul

The selected device's configuration menu displays.
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3 Expand Profile Overrides — Network and select DNS.

The selected device's DNS configuration screen displays.

Dom ain Name System (DNS)

Domain Name [}

Enable Domain Lookup @]

DNS Server Forw arding @[]

IPv6 DNS Server Forw ard @[]

DNS Servers
Name Servers IP Address
0. 0. 0 0 Clear M
i
o. 0,0 0 Clear
c. 0.0 0 Clear
DNS Servers IPv6
IPv6 DNS Name Server I
i ]

oK Reset  |ounlitiie

Figure 71: Profile Overrides - Network DNS Configuration Screen

4 In the Domain Name System (DNS) field set the following configurations:

Domain Name

Provide the default Domain Name used to resolve DNS names. The
name cannot exceed 64 characters.

Enable Domain Lookup

Select the check box to enable DNS. When enabled, human friendly
domain names are converted into numerical IP destination addresses.
The radio button is selected by default.

DNS Server Forwarding

Select this option to enable the forwarding DNS queries to external DNS
servers if a DNS query cannot be processed by local DNS resources. This

feature is disabled by default.

5 Inthe DNS Servers field, provide the IP addresses of up to three Name Server resources available to

the access point.

6 Inthe DNS Servers IPv6 field, set the following configurations:

IPv6 DNS Name Server

Provide the default domain name used to resolve IPv6 DNS names. When
an IPv6 host is configured with the address of a DNS server, the host
sends DNS name queries to the server for resolution. A maximum of three
entries are permitted.

IPv6 DNS Server Forward

Select the check box to enable IPv6 DNS domain names to be converted

into numerical IP destination addresses. The setting is disabled by default.
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7 Click OK to save the DNS configuration changes.
Click Reset to revert to the last saved configuration.

Profile Overrides - ARP Configuration

ARP (Address Resolution Protocol) is a protocol for mapping an IP address to a hardware MAC address
recognized on the network. ARP provides protocol rules for making this correlation and providing
address conversion in both directions.

When an incoming packet destined for a host arrives, ARP is used to find a physical host or MAC
address that matches the IP address. ARP looks in its ARP cache and, if it finds the address, provides it
so the packet can be converted to the right packet length and format and sent to its destination. If no
entry is found for the IP address, ARP broadcasts a request packet in a special format on the LAN to see
if a device knows it has that IP address associated with it. A device that recognizes the IP address as its
own returns a reply indicating it. ARP updates the ARP cache for future reference and then sends the
packet to the MAC address that replied.

To configure or override ARP configuration:

1 Select Configuration — Devices from the web UI.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device by double-clicking on the device name.
You can also select a target device from the lower, left-hand pane of the Web Ul

The selected device's configuration menu displays.
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3 Expand Profile Overrides — Network and select DNS.
The selected device's DNS configuration screen displays.

Adilress Besohrtion Protocoel (ARF) -
Switch VLAN 1P Address MAC Address Device Type o
L) FE
1 - e v . @y D0-00-00-00-00-00 gy [Host
#
o A oo I_-|
| kO || Reset | Et |
Figure 72: ARP Configuration Screen
4 Set the following ARP configurations:
Switch VLAN Use the spinner control to select a virtual interface for an address requiring resolution
Interface with the controller, service platform or access point.
I[P Address Define the IP address used to fetch a MAC Address recognized on the wireless network.
MAC Address Displays the target MAC address subject to resolution. This is the MAC used for mapping
an IP address to a MAC address recognized on the network.
Device Type Specify the device type the ARP entry supports. Host is the default setting.

5 To add additional ARP settings select + Add Row and enter the configuration information.

6 Click the OK button located at the bottom right of the screen to save the changes to the ARP
configuration.

Click Reset to revert to the last saved configuration.

Profile Overrides - L2TPv3 General Settings

L2TP V3is an IETF standard used for transporting different types of layer 2 frames in an IP network
(and profile). L2TP V3 defines control and encapsulation protocols for tunneling layer 2 frames between
two IP nodes.

Use L2TP V3 to create tunnels for transporting layer 2 frames. L2TP V3 enables controllers, service
platforms and access points to create tunnels for transporting Ethernet frames to and from bridge
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VLANSs and physical ports. L2TP V3 tunnels can be defined between WiNG managed devices and other
vendor devices supporting the L2TP V3 protocol.

Multiple pseudowires can be created within an L2TP V3 tunnel. access points support an Ethernet VLAN
pseudowire type exclusively.

Note

A pseudowire is an emulation of a layer 2 point-to-point connection over a PSN (packet-
switching network) . A pseudowire was developed out of the necessity to encapsulate and
tunnel layer 2 protocols across a layer 3 network.

Ethernet VLAN pseudowires transport Ethernet frames to and from a specified VLAN. One or more
L2TP V3 tunnels can be defined between tunnel end points. Each tunnel can have one or more L2TP V3
sessions. Each tunnel session corresponds to one pseudowire. An L2TP V3 control connection (a L2TP
V3 tunnel) needs to be established between the tunneling entities before creating a session.

For optimal pseudowire operation, both the L2TP V3 session originator and responder need to know
the psuedowire type and identifier. These two parameters are communicated during L2TP V3 session
establishment. An L2TP V3 session created within an L2TP V3 connection also specifies multiplexing
parameters for identifying a pseudowire type and ID.

The working status of a pseudowire is reflected by the state of the L2TP V3 session. If a L2TP V3 session
is down, the pseudowire associated with it must be shut down. The L2TP V3 control connection keep-
alive mechanism can serve as a monitoring mechanism for the pseudowires associated with a control
connection.

Note

e . If connecting an Ethernet port to another Ethernet port, the pseudowire type must be
Ethernet port, if connecting an Ethernet VLAN to another Ethernet VLAN, the pseudowire
type must be Ethernet VLAN.

To override the profile's L2TPv3 general configuration:

1 Select Configuration — Devices from the web Ul.

The Device Configuration screen displays a list of managed devices or peer controllers, service
platforms, or access points.

2 Select a target device by double-clicking on the device name.

You can also select a target device from the lower, left-hand pane of the Web UI.

The selected device's configuration menu displays.
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3 Expand the Network node and select L2TPv3.

The L2TPv3 general configuration screen displays.

m L2TPv3 Tunnel  Manual Session

General Settings

Hostname o
UDP Listen Port 0 I] 1701 1 : (1,024 to 65,535)

Tunnel Bridging g [

Logging Settings

Enable Logging @[]
IF Address o or

Hosiname 0 or Any

Router ID o iteqe v O

Figure 73: L2TPv3 - General Configuration Screen

4 Set the following General Settings for an L2TPv3 profile configuration:

Host Name Define a 64 character maximum hostname to specify the name of the host
that’s sent tunnel messages. Tunnel establishment involves exchanging 3
message types (SCCRQ, SCCRP and SCCN) with the peer. Tunnel IDs and
capabilities are exchanged during the tunnel establishment with the host.

Router ID Set either the numeric IP address or the integer used as an identifier for
tunnel AVP messages. AVP messages assist in the identification of a
tunnelled peer.

UDP Listen Port Select this option to set the port used for listening to incoming traffic. Select
a port from 1,024 - 65,535. The default port is 1701.

Tunnel Bridging Select this option to enable or disable bridge packets between two tunnel
end points. This setting is disabled by default.

5 Set the following Logging Settings for a L2TPv3 profile configuration:

Enable Logging Select this option to enable the logging of Ethernet frame events to and
from bridge VLANs and physical ports on a defined IP address, host or
router ID. This setting is disabled by default.

IP Address Optionally use a peer tunnel ID address to capture and log L2TPv3 events.
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Hostname If not using an IP address for event logging, optionally use a peer tunnel
hostname to capture and log L2TPv3 events.

Router ID If not using an IP address or a hostname for event logging, use a router ID to
capture and log L2TPv3 events.

6 Click OK to save the L2TPv3 general configuration changes.
Click Reset to revert to the last saved configuration.

Profile Overrides - L2TPv3 Tunnel

To override a profile's L2TPv3 tunnel configuration at the device level:

1 Select the L2TPv3 Tunnel tab.

The L2TPv3 main screen displays. This screen lists existing L2TPv3 tunnel configurations.

General m Manual Session
Name LocallP MTU Use Local Local Establish Critical Peer|P Hostname
(=) Address Tunnel HostName Router ment Resource Address
Policy 1D Criteria
TunnelShc Mot Set 1,460  default Not Set Always Not Set | Mot Set
Type to search in tables Row Count: 1
ottt ] | e || oome ][ repxe

Figure 74: L2TPv3 Tunnel Main Screen

2 Review the following L2TPv3 Tunnel configuration data:

Name Displays the name of each listed L2TPv3 tunnel assigned upon creation.

Local IP Address Lists the IP address assigned as the local tunnel end point address, not the
interface IP address. This IP is used as the tunnel source IP address. If this
parameter is not specified, the source IP address is chosen automatically based
on the tunnel peer IP address.

MTU Displays the MTU size for each listed tunnel. The MTU is the size (in bytes) of
the largest protocol data unit that the layer can pass between tunnel peers.

Use Tunnel Policy Lists the L2TPv3 tunnel policy assigned to each listed tunnel.

Local Hostname Lists the tunnel specific hostname used by each listed tunnel. This is the

hostname advertised in tunnel establishment messages.
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Local Router ID

Specifies the router ID sent in the tunnel establishment messages.

Establishment Criteria

Specifies tunnel criteria between two peers.

Critical Resource Specifies the critical resource that should exist for a tunnel between two peers
to be created and maintained. Critical resources are device IP addresses or
interface destinations interpreted as critical to the health of the network. The
critical resource feature allows for the continuous monitoring of these defined
addresses. A critical resource, if not available, can result in the network

suffering performance degradation.

Peer IP Address Lists the IP address of the remote peer.

Host Name Lists the tunnel specific hostname used by the remote peer.

Session Configuration

You can add a new L2TPv3 tunnel configuration or eidt an existing configuration.

1 Click Add to create a new L2TPv3 tunnel. If creating a new tunnel configuration, assign it a 31
character maximum Name.

2 To override the profile's L2TPv3 tunnel configuration, select the L2TPv3 tunnel from those listed on
the screen and click Edit.

The L2TPv3 tunnel configuration screen displays, with the Session tab selected by default.

B .

Name HQSJSAP (2]
N et
Session
Name Pseudowire Traffic Traffic Native VLAN
ID Source Type Source
Value
saL_o1 1 VLAN 496 Not Set il

L

4+ AddRow

| OK | Reset | Ext |

Figure 75: L2TPv3 Tunnel - Session Configuration Screen
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3 Refer to the Session table to review the configurations of the peers available for tunnel connection.
4 Select + Add Row and provide the following L2TPv3 session settings:

Name Enter a 31 character maximum session name. There is no idle timeout for
a tunnel. A tunnel is not usable without a session and a subsequent
session name. The tunnel is closed when the last session tunnel session is
closed.

Pseudowire ID Define a psuedowire ID for this session. A pseudowire is an emulation of
a layer 2 point-to-point connection over a PSN. A pseudowire was
developed out of the necessity to encapsulate and tunnel layer 2
protocols across a layer 3 network.

Traffic Source Type Lists the type of traffic tunneled in this session (VLAN, etc.).

Traffic Source Value Define a VLAN range to include in the tunnel session. Available VLAN
ranges are from1-4,094.

Native VLAN Select this option to provide a VLAN ID that will not be tagged in tunnel
establishment and packet transfer.

5 Click OK to save the L2TPv3 Tunnel session changes.

Settings Configuration

To define or override the L2TPv3 tunnel settings:

1 Select the Settings tab.
The L2TPv3 Tunnel Settings configuration screen displays.

Name HQSJSAP (7]
sesson
_ s
Settings
LocallPAddress g ]
MTU B 1460 r_}J (128 to 1,460)
Use Tunnel Policy »| v ° {fg.
Local HostName o
Local Router ID o |_] ) ] P Address v
Estabishment Criteria g |
O Aways v |
VRRP Group o1 _ (110255)
Critic al Resource
ﬂ L
O lRessty luBaite)

Figure 76: L2TPv3 Tunnel - Settings Configuration Screen
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2 Define the following L2TP v3 Tunnel Settings:

Local IP Address

Enter the IP address assigned as the local tunnel end point address, not the
interface IP address. This IP is used as the tunnel source IP address. If this
parameter is not specified, the source IP address is chosen automatically
based on the tunnel peer IP address. This parameter is applicable when
establishing the tunnel and responding to incoming tunnel create requests.

MTU

Set the MTU. The MTU is the size (in bytes) of the largest protocol data unit
the layer can pass between tunnel peers. Define a MTU between 128 - 1,460
bytes. The default setting is 1,460. A larger MTU means processing fewer
packets for the same amount of data.

Use Tunnel Policy

Select the L2TPv3 tunnel policy. The policy consists of user defined values for
protocol specific parameters which can be used with different tunnels. If none
is available a new policy can be created or an existing one can be modified.
For more information, refer to L.2TP V3 Configuration on page 469.

Local Hostname

Provide the tunnel specific hostname used by this tunnel. This is the
hostname advertised in tunnel establishment messages.

Local Router ID

Specify the router ID sent in tunnel establishment messages with a potential
peer device.

Establishment Criteria

Configure establishment criteria for creating a tunnel between the device and

the NOC. This criteria ensures only one tunnel is created between two sites

where the tunnel is established between the vrrp-master/cluster master/

rfdomain manager at the remote site and the controller at the NOC. The

tunnel is created based on the role of the remote peer.

* always - The tunnel is always created irrespective of the role of
the local device.

* vrrp-master - The tunnel is only created when the local device
is a VRRP master.

e cluster-master - The tunnel is only created when the local
device is a cluster master.

* rf-domain-manager - The tunnel is only created when the
local device is a RF-Domain manager.

In all the above cases, if the local device goes offline for any reason, the
tunnel is brought down.

VRRP Group

This field is enabled only when the establishment criteria is set to vrrp-master.
Use the spinner to select the VRRP group.

Critical Resource

Enter the critical resources required for creating and maintaining a L2TPV3
tunnel. A tunnel is only established when all critical resources for the tunnel to
be operational are available at the time when the tunnel is created. If any one
of the listed critical resources goes down, the tunnel is disabled. When a
tunnel is established, the listed critical resources are checked for availability.
Tunnel establishment is started if the critical resources are available. Similarly,
for incoming tunnel termination requests, listed critical resources are checked
and tunnel terminations are only allowed when the critical resources are
available. For more information on managing critical resources, see Critical
Resources Configuration on page 727.

3 Define the following Rate Limit settings:

Rate limiting manages the maximum rate sent to or received from L2TPv3 tunnel members.
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Session Name

Use the drop-down menu to select the tunnel session that will have the
direction, burst size and traffic rate settings applied.

Direction

Select the direction for L2TPv3 tunnel traffic rate limiting. Egress traffic is
outbound L2TPv3 tunnel data coming to the controller, service platform or
access point. Ingress traffic is inbound L2TPv3 tunnel data coming to the
controller, service platform or access point.

Max Burst Size

Set the maximum burst size for egress or ingress traffic rate limiting
(depending on which direction is selected) on a L2TPv3 tunnel. Set a
maximum burst size between 2 - 1024 kbytes. The smaller the burst, the
less likely the upstream packet transmission will result in congestion for
L2TPv3 tunnel traffic. The default setting is 320 bytes.

Rate Set the data rate (from 50 - 1,000,000 kbps) for egress or ingress traffic
rate limiting (depending on which direction is selected) for an L2TPv3
tunnel. The default setting is 5000 kbps.

Background Set the random early detection threshold in % for background traffic. Set a

value from 1-100%. The default is 50%.

Best-Effort

Set the random early detection threshold in % for best-effort traffic. Set a
value from 1-100%. The default is 50%.

Video Set the random early detection threshold in % for video traffic. Set a value
from 1-100%. The default is 25%.
Voice Set the random early detection threshold in % for voice traffic. Set a value

from 1-100%. The default is 25%.

4 Review the Peer configurations. Select + Add Row and configure a maximum of two peer
configurations.

5 Define the following Peer parameters:

Peer ID

Define the primary peer ID used to set the primary and secondary peer for
tunnel fail over. If the peer is not specified, tunnel establishment does not
occur. However, if a peer tries to establish a tunnel with this access point, it
creates the tunnel if the hostname and/or Router ID matches.

Router ID

Specify the router ID sent in tunnel establishment messages with this
specific peer.

Hostname

Assign the peer a hostname that can be used as matching criteria in the
tunnel establishment process.

Encapsulation

Select either IP or UDP as the peer encapsulation protocol. UDP uses a

simple transmission model without implicit handshakes. The default setting
is IP.

Peer IP Address

Select this option to enter the numeric IP address used as the destination
peer address for tunnel establishment.

UDP Port

If UDP encapsulation is selected, use the spinner control to define the UDP
encapsulation port.

IPSec Secure

Enable this option to enable security on the connection between the access
point and the Virtual Controller.

IPSec Gateway

Specify the IP Address of the IPSec Secure Gateway.
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6 Define the following Fast Failover parameters:

Enable When enabled, the device starts sending tunnel requests on both peers, and in
turn, establishes the tunnel on both peers. If disabled, tunnel establishment only
occurs on one peer, with failover and other functionality the same as legacy
behavior. If fast failover is enabled after establishing a single tunnel the
establishment is restarted with two peers. One tunnel is defined as active and
the other as standby. Both tunnels perform connection health checkups with
individual hello intervals. This setting is disabled by default.

Enable Aggressive Mode When enabled, tunnel initiation hello requests are set to zero. For failure
detections, hello attempts are not retried, regardless of defined retry attempts.
This setting is disabled by default.

7 Click OK to save the L2TPv3 Tunnel changes.

Click Reset to revert the screen to its last saved configuration.

Profile Overrides - Manual Session

After successful tunnel connection and establishment, you can create individual sessions. Each session
is a single data stream. After successful session establishment, data corresponding to that session
(pseudowire) can be transferred. If a session is down, the pseudowire associated with it is shut down as
well.

To override a profile's L2TPv3 manual session configuration at the device level:

1

Select the Manual Session tab.

General - LaTPva Tunnel [T

IP Address () Local Session ID MTU Name Remote Session ID
Not Set 1 1,460 1 1
Type to search in tables Fow Count: 1

i Add ] | Edit Ceete | Replac e i Exit ]

Figure 77: L2TPv3 Tunnel - Manual Session Configuration Screen
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2 Review the existing manual session configurations, to determine whether a session should be
created or modified:

I[P Address Lists the IP address assigned as the local tunnel end point address, not the
interface IP address. This IP is used as the tunnel source IP address. If this
parameter is not specified, the source IP address is chosen automatically based
on the tunnel peer IP address. This parameter is applicable when establishing
the session and responding to incoming requests.

Local Session ID Displays the numeric identifier assigned to each listed tunnel session. This is
the pseudowire ID for the session. This pseudowire ID is sent in a session
establishment message to the L2TP peer.

MTU Displays each session’s MTU. The MTU is the size (in bytes) of the largest
protocol data unit the layer can pass between tunnel peers in this session. A
larger MTU means processing fewer packets for the same amount of data.

Name Lists the name assigned to each listed manual session.

Remote Session ID Lists the remote session ID passed in the establishment of the tunnel, used a
unique identifier for this tunnel session.

Adding and Editing Manual Session

You can add a new L2TPv3 manual session configuration or edit an existing configuration.

1 Click Add to create a new L2TPv3 manual session. If creating a new configuration, assign it a 31
character maximum Name.

After a successful tunnel connection and establishment, the session is created. Each session name
represents a single data stream.
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2 To override the profile's L2TPv3 manual session configuration, select the L2TPv3 session from those
listed on the screen and click Edit.

The L2TPv3 manual session configuration screen displays.

L

Name + 0
Settings
IP Address o]
Peer P *

Local Session ID ¥ @ (1t063)

MTU 3 1460 Iij (128 to 1,460)
Remote Session ID 4,1 lj (1 t0 4,294 967,295)
Encapsulation o|IP v
UDP Fort o | 1701 * (1.024 10 65,535)
Source Type % IVEAN | w
Source Value * (1-4094) (2,47-12,..)
Native VLAN o] | (1104,094)
Cookie
Cockie Size Value 1 Value 2 End Point il
i ]

kAo

Figure 78: L2TPv3 - Manual Session Configuration Screen

3 Set or override the following session parameters:

IP Address Specify the IP address used to be as tunnel source IP address. If not
specified, the tunnel source IP address is selected automatically based on
the tunnel peer IP address. This address is applicable only for initiating the
tunnel. When responding to incoming tunnel create requests, it would use
the IP address on which it had received the tunnel create request.

Peer IP Set the IP address of an L2TP tunnel destination peer. This is the peer
allowed to establish the tunnel.
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Local Session ID Set the numeric identifier for the tunnel session. This is the pseudowire ID
for the session. This pseudowire ID is sent in a session establishment
message to the L2TP peer.

MTU Define the session’s MTU (maximum transmission unit) as the size (in
bytes) of the largest protocol data unit the layer can pass between tunnel
peers in this session. A larger MTU means processing fewer packets for the
same amount of data.

Remote Session ID Use the spinner control to set the remote session ID passed in the
establishment of the tunnel and set a unique identifier for this tunnel
session. Assign an ID from 1- 4,294,967,295.

Encapsulation Select either IP or UDP as the peer encapsulation protocol. The default
setting is IP. UDP uses a simple transmission model without implicit
handshakes.

UDP Port If UDP encapsulation is selected, use the spinner control to define the UDP

encapsulation port. This is the port where the L2TP service is running.

Source Type Select a VLAN as the virtual interface source type.

Source Value Define the Source Value range (1 - 4,094) to include in the tunnel. Tunnel
session data includes VLAN tagged frames.

Native VLAN Select this option to define the native VLAN that’s not tagged.

4 Select the + Add Row button, in the Cookie table, to set the following:

Cookie Size Set the size of the cookie field within each L2TP data packet. Options
include 0, 4 and 8. The default setting is O.

Value 1 Set the cookie value first word.

Value 2 Set the cookie value second word.

End Point Define whether the tunnel end point is local or remote.

5 Click OK to save the changes to the session configuration.

Click Reset to revert to the last saved configuration.

GRE Tunnel Configuration

GRE (Generic routing encapsulation) tunneling can be configured to bridge Ethernet packets between
WLANSs and a remote WLAN gateway over a GRE tunnel. The tunneling of 802.3 packets using GRE is
an alternative to MINT or L2TPv3. Related features like ACLs for extended VLANS are still available using
layer 2 tunneling over GRE.

Using GRE, access points map one or more VLANS to a tunnel. The remote endpoint is a user-
configured WLAN gateway IP address, with an optional secondary IP address should connectivity to the
primary GRE peer be lost. VLAN traffic is expected in both directions in the GRE tunnel. A WLAN
mapped to these VLANS can be either open or secure. Secure WLANS require authentication to a
remote RADIUS server available within your deployment using standard RADIUS protocols. access
points can reach both the GRE peer as well as the RADIUS server using IPv4.

The GRE tunnel main screen displays existing GRE Tunnel configuration. Select and review an existing
tunnel configuration to determine if a new configuration needs to be created or an existing
configuration needs to be modified.

To override an access point's GRE tunnel configuration.
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1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
3 Expand the Network node and select GRE.

The GRE Tunnel screen displays.

Tunnel Name O]

% ftestGREtunnel

Type to search in tables Row Count. 1
Add dit Lelete . Replace | Exit

Figure 79: Profile Overrides - Network - GRE Configuration Main Screen

Adding and Editing GRE Tunnel

You can add a new GRE tunnel configuration or edit an existing configuration.
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1 Select the Add button to create a new GRE tunnel configuration or select an existing tunnel and
select Edit to modify its current configuration.
To remove an existing GRE tunnel, select it from amongst those displayed and select the Delete
button.

The GRE tunnel configuration screen displays.

Tunnel Name testGREtunnel

5 ©

DSCP Options M @ Reflect
@® |1 =
Tunneled VLANS e |
| i
Native VAN 97 EJ (110 4,094)
Tag Native VLAN 4[|
MTU 43 1476 EJ (900 to 1,476)
MTUS & 1456 E_J (1,236 10 1,456)
Peer
Peer index Peer IP Address i
: 1234 Till
|
Establishment Criteria
Citeria 4 Always v
VRRP Group g 1 : (1to 255)
Failover
| Enable Fallover i
Ring Interval |1 - | (110250)

| o e

Figure 80: GRE Tunnel - Add/Edit Configuration Screen

Note

1 A blue override icon (to the left of a parameter) defines the parameter as having an
| override applied. To remove an override, go to the Basic Configuration section of the

device and click the Clear Overrides button. This removes all overrides from the dewice.
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2 If creating a new GRE configuration, assign it a 31 character maximum Name to distinguish its

configuration.

3 Define the following settings for the GRE configuration:

DSCP Options Use the spinner control to set the tunnel DSCP / 802.1q priority value
from encapsulated packets to the outer packet IPv4 header.

Tunneled VLANS Define the VLAN connected clients use to route GRE tunneled traffic
within their respective WLANS.

Native VLAN Set a numerical VLAN ID (1 - 4094) for the native VLAN. The native

VLAN allows an Ethernet device to associate untagged frames to a VLAN
when no 802.1Q frame is included in the frame. Additionally, the native
VLAN is the VLAN untagged traffic is directed over when using a port in
trunk mode.

Tag Native VLAN

Select this option to tag the native VLAN. The IEEE 802.1Q specification
is supported for tagging frames and coordinating VLANs between
devices. IEEE 802.1Q adds four bytes to each frame identifying the VLAN
ID for upstream devices that the frame belongs. If the upstream Ethernet
device does not support IEEE 802.1Q tagging, it does not interpret the
tagged frames. When VLAN tagging is required between devices, both
devices must support tagging and be configured to accept tagged
VLANSs. When a frame is tagged, the 12 bit frame VLAN ID is added to the
802.1Q header so upstream Ethernet devices know which VLAN ID the
frame belongs to. The device reads the 12 bit VLAN ID and forwards the
frame to the appropriate VLAN. When a frame is received with no 802.1Q
header, the upstream device classifies the frame using the default or
native VLAN assigned to the Trunk port. The native VLAN allows an
Ethernet device to associate untagged frames to a VLAN when no
802.1Q frame is included in the frame. This feature is disabled by default.

MTU

Set an IPv4 tunnel’s MTU from 128 - 1,476. The MTU is the largest physical
packet size (in bytes) transmittable within the tunnel. Any messages
larger than the MTU are divided into smaller packets before being sent. A
larger MTU provides greater efficiency because each packet carries more
user data while protocol overheads, such as headers or underlying per-
packet delays, remain fixed; the resulting higher efficiency means a slight
improvement in bulk protocol throughput. A larger MTU results in the
processing of fewer packets for the same amount of data. For IPv4, the
overhead is 24 bytes (20 bytes IPv4 header + 4 bytes GRE Header), thus
the default setting for an IPv4 MTU is 1,476.

MTUG

Set an IPv6 tunnel’s MTU from 128 - 1,456. The MTU is the largest physical
packet size (in bytes) transmit able within the tunnel. Any messages
larger than the MTU are divided into smaller packets before being sent. A
larger MTU provides greater efficiency because each packet carries more
user data while protocol overheads, such as headers or underlying per
packet delays, remain fixed; the resulting higher efficiency means a slight
improvement in bulk protocol throughput. A larger MTU results in the
processing of fewer packets for the same amount of data. For IPv6, the
overhead is 44 bytes (40 bytes IPv6 header + 4 bytes GRE header), thus
the default setting for an IPv6 MTU is 1,456.

4 In the Peer table, click +Add Row and provide a maximum of two peer configurations.

The Peer table lists the credentials of the GRE tunnel end points.
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Peer Index

Assign a numeric index to each peer to help differentiate tunnel end points.

Peer IP Address

Define the IP address of the added GRE peer to serve as a network address
identifier.

5 Set the following Establishment Criteria for the GRE tunnel:

Criteria

Specify the establishment criteria for creating a GRE tunnel. In a
multicontroller within a RF domain, it’s always the master node with which
the tunnel is established. Depending on which of the following options is
selected, the GRE is established:

* vrrp-master - The tunnelis created only if the master node is
the VRRP master.

* cluster-master - The tunnelis created only if the master
node is the cluster master.

* rf-domain-manager - The tunnelis created only if the
master node is the RF Domain manager.

* always - The tunnel is automatically created, irrespective of
whether the master node (device) is any one of the above three
(3). In other words, the master node need not be any of the
above three for the tunnel to be established.

VRRP Group

Set the VRRP group ID only enabled when the Establishment Criteria is set
to vrrp-master. A virtual router redundancy group enables the creation of a
group of routers as a default gateway for redundancy. Clients can point to
the IP address of the VRRP virtual router as their default gateway and
utilize a different group member if a master becomes unavailable.

6 Define the following Failover parameters:

Enable Failover

Select this option to periodically ping the primary gateway to assess its
availability for failover support.

Ping Interval

Set the duration between two successive pings to the gateway. Define this
value in seconds from O - 86,400.

Number of Retries

Set the number of retry ping opportunities before the session is terminated.

7 Select the OK button located to save the changes.

Select Reset to revert to the last saved configuration.

IGMP Snooping Configuration

The IGMP (Internet Group Management Protocol) is used for managing IP multicast group members.

Controllers and service platforms listen to IGMP network traffic and forward IGMP multicast packets to
radios on which the interested hosts are connected. On the wired side of the network, the controller or
service platform floods all the wired interfaces. This feature reduces unnecessary flooding of multicast

traffic in the network.

1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
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3 Expand the Network node and select IGMP Snooping.
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Figure 81: IGMP Snooping Screen

4 Set the following parameters to configure General IGMP Snooping values:

Enable IGMP Select this option to enable IGMP snooping. If disabled, snooping on a per VLAN basis is
Snooping also disabled. This feature is enabled by default. If disabled, the settings under the bridge
configuration are overridden. For example, if IGMP snooping is disabled, but the bridge
VLAN is enabled, the effective setting is disabled.

Forward Select this option to enable the forwarding of multicast packets from unregistered multicast
Unknown groups. If disabled, the unknown multicast forward feature is also disabled for individual
Multicast VLANSs. This setting is enabled by default.

Packets

5 Set the following for IGMP Querier configuration:

Enable IGMP Querier Select this option to enable IGMP querier. IGMP snoop querier is used to keep host
memberships alive. It's primarily used in a network where there's a multicast
streaming server and hosts subscribed to the server and no IGMP querier present. An
IGMP querier sends out periodic IGMP query packets. Interested hosts reply with an
IGMP report packet. IGMP snooping is only conducted on wireless radios. IGMP
multicast packets are flooded on wired ports. IGMP multicast packet are not flooded
on the wired port. IGMP membership is also learnt on it and only if present, then it is
forwarded on that port.

IGMP Version Use the spinner control to set the IGMP version compatibility to either version 1, 2 or
3. IGMPV1 is defined by RFC 1112, IGMPV2 is defined by RFC 2236 and IGMPv3 defined
by RFC 4604 which defines both IGMPv3 and MLDv2. IGMPv2 improves over IGMPV]
by adding the ability for a host to signal desire to leave a multicast group. IGMPv3
improves over IGMPv2 by adding the ability to listen to multicast traffic originating
from a set of source IP addresses exclusively. The default setting is 3.
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IGMP Query Interval Set the interval IGMP queries are made. This parameter is used only when the querier
functionality is enabled. Define an interval value in Seconds (1-18,000),

Minutes (1- 300) and Hours (1 - 5). The default setting is one minute.

IGMP Robustness Sets the IGMP robustness variable. The robustness variable is a way of indicating how
Variable susceptible the subnet is to lost packets. IGMP can recover from robustness variable
minus 1 lost IGMP packets. Define a robustness variable from 1 - 7. The default
robustness value is 2.

Maximum Response Specify the maximum interval (from 1- 25 seconds) before sending a responding
Time report. When no reports are received from a radio, radio information is removed from
the snooping table. Only multicast packets are forwarded to radios present in the
snooping table. For IGMP reports from wired ports, the controller or service platform
forwards these reports to the multicast router ports. The default setting is 10
seconds.

Other Querier Timer Specify an interval in either Seconds (60 - 300) or Minutes (1-5) used as a
Expiry timeout interval for other querier resources. The default setting is 1 minute.

6 Click the OK button located at the bottom right of the screen to save the changes.
Click Reset to revert to the last saved configuration.

MLD Snooping Configuration

MLD (Multicast Listener Discovery) snooping enables a controller, service platform or access point to
examine MLD packets and make forwarding decisions based on content. MLD is used by IPv6 devices to
discover devices wanting to receive multicast packets destined for specific multicast addresses. MLD
uses multicast listener queries and multicast listener reports to identify which multicast addresses have
listeners and join multicast groups.

MLD snooping caps the flooding of IPv6 multicast traffic on controller, service platform or access point
VLANSs. When enabled, MLD messages are examined between hosts and multicast routers and to
discern which hosts are receiving multicast group traffic. The controller, service platform or access point
then forwards multicast traffic only to those interfaces connected to interested receivers instead of
flooding traffic to all interfaces.

To set an MLD snooping configuration:

1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
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3 Expand the Network node and select MLD Snooping.
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Figure 82: Profile - Network MLD Snooping screen

4 Define the following General MLD snooping settings:

Enable MLD Enable MLD snooping to examine MLD packets and make content forwarding for this
Snooping profile. Packets delivered to group members are identified by a single multicast group
address. Multicast packets are delivered to a group using best-effort reliability, just like
[Pv6 unicast. MLD snooping is disabled by default.

Forward Unknown | Use this option to either enable or disable IPv6 unknown multicast forwarding. This
Multicast Packets | setting is enabled by default.

5 Define the following MLD Querier settings for the MLD snooping configuration:

Enable MLD Querier

Select this option to enable MLD querier on the controller, service platform or
access point. When enabled, the device sends query messages to discover
which network devices are members of a given multicast group. This setting is
disabled by default.

MLD Version

Define whether MLD version 1or 2 is utilized as the MLD querier. MLD version 1
is based on IGMP version 2 for IPv4. MLD version 2 is based on IGMP version 3
for IPv4 and is fully backward compatible. IPv6 multicast uses MLD version 2.
The default MLD version is 2.

MLD Query Interval

Set the interval in which query messages are sent to discover device multicast
group memberships. Set an interval in either Seconds (1-18,000), Minutes (1 -
300) or Hours (1-5). The default interval is T minute.

MLD Robustness Variable

Set a MLD IGMP robustness value (1 - 7) used by the sender of a query. The
MLD robustness variable enables refinements to account for expected packet
loss on a subnet. Increasing the robust count allows for more packet loss, but
increases the leave latency of the subnetwork unless the value is zero. The
default variable is 2.

Maximum Response Time

Specify the maximum response time (from 1- 25,000 milliseconds) before
sending a responding report. Queriers use MLD reports to join and leave
multicast groups and receive group traffic. The default setting is 10
milliseconds.

Other Querier time Expiry

Specify an interval in either Seconds (60 - 300) or Minutes (1 - 5) used as a
timeout interval for other querier resources. The default setting is 1 minute.

6 Click the OK button located to save the changes.
Click Reset to revert to the last saved configuration.
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QoS Traffic Shaping Basic Configuration

The WING software uses different Quality of Service (QoS) screens to define WLAN and device radio
QoS configurations. The System Profiles — Network — QoS facility is separate from WLAN and radio
QoS configurations, and is used to configure the priority of the different DSCP packet types.

QoS values are required to provide priority of service to some packets over others. For example, VolP
packets get higher priority than data packets to provide a better quality of service for high priority voice
traffic.

The profile QoS screen maps the 6-bit Differentiated Service Code Point (DSCP) code points to the
older 3-bit IP Precedent field located in the Type of Service byte of an IP header. DSCP is a protocol for
specifying and controlling network traffic by class so that certain traffic types get precedence. DSCP
specifies a specific per-hop behavior applied to a packet.

To define an QoS configuration for DSCP mappings:

1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
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3 Expand the Network node and select Quality of Service (QoS).
The Traffic Shaping screen displays with the Basic Configuration tab selected by default.
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Figure 83: Profile Overrides - Network QoS Traffic Shaping Basic Configuration
Screen

4 Select Enable to provide traffic shaping using the defined bandwidth, rate and class mappings.

Apply traffic shaping to specific applications to apply application categories. When application and
ACL rules are conflicting, applications have priority, followed by application categories, then ACLs.

5 Set the Total Bandwidth configurable for the traffic shaper. Set the value from either 1- 1,000 Mbps,
or from 250 - 1,000,000 Kbps.

6 Select + Add Row within the Rate Configuration table to set the Class Index (1 - 4) and Rate (in
either Kbps, Mbps or percentage) for the traffic shaper class. Use the rate configuration to control
the maximum traffic rate sent or received on the device. Consider this form of rate limiting on
interfaces at the edge of a network to limit traffic into or out of the network. Traffic within the set
limit is sent and traffic exceeding the set limit is dropped or sent with a different priority.

7 Refer to the IP ACL Class Mapping table and select + Add Row to apply an IPv4 formatted ACL to
the shaper class mapping. Select + Add Row to add mappings. For more information on creating IP
based firewall rules, refer to Configuring IP Firewall Rules on page 800 and Setting an IPv4 or IPv6
Firewall Policy on page 800.

8 Refer to the IPv6 ACL Class Mapping table and select + Add Row to apply an IPv6 formatted ACL to
the shaper class mapping. Select + Add Row to add mappings. For more information on creating IP
based firewall rules, refer to Configuring IP Firewall Rules on page 800 and Setting an IPv4 or IPv6
Firewall Policy on page 800.
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9 Refer to the App-Category to Class Mapping table and select + Add Row to apply an application
category to shaper class mapping. Select + Add Row to add mappings by selecting the application
category and its traffic shaper class. For more information on creating an application category, refer

to Application on page 520.

Refer to the Application to Class Mapping table and select + Add Row to apply an application to
shaper class mapping. Select + Add Row to add mappings by selecting the application and its traffic
shaper class. For more information on creating an application, refer to Application on page 520.

Click the OK button located to save the changes to the traffic shaping basic configuration.

Click Reset to revert to the last saved configuration.

QoS Traffic Shaping Advanced Configuration

1

Select the Advanced Configuration tab.
The Traffic Shaping — Advanced Configuration screen displays.
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Figure 84: QoS - Traffic Shaping - Advanced Configuration Screen
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2 Inthe Activation Criteria field, set the following traffic shaper activation criteria:

Activation Criteria Use the drop-down menu to determine when the traffic shaper is invoked.
Options include: vrrp-master, cluster-master, rf-domain-
manager and Always. A VRRP master responds to ARP requests,
forwards packets with a destination link MAC layer address equal to the
virtual router MAC layer address, rejects packets addressed to the IP
associated with the virtual router and accepts packets addressed to the IP
associated with the virtual router. The solitary cluster master is the cluster
member elected, using a priority assignment scheme, to provide
management configuration and Smart RF data to other cluster members.
Cluster requests go through the elected master before dissemination to
other cluster members. The RF Domain manager is the elected member
capable of storing and provisioning configuration and firmware images for
other members of the RF Domain.

VRRP Group Set the VRRP group ID from 1- 255. VRRP groups is only enabled when the
Establishment Criteria is set to vrrp-master.

3 In the Buffers Configuration table, click + Add Row and set the following:

Class Index Set a class index from 1 - 4.

Max Buffers Set this value to specify the queue length limit after which the queue starts to
drop packets. Set the maximum queue lengths for packets. The upper length is
400 for access points.

RED Level Set the packet queue length for RED. The upper limit is 400 for access points.
The rate limiter uses the RED (random early detection ) algorithm for rate
limiting traffic. RED is a queueing technigue for congestion avoidance. RED
monitors the average queue size and drops or marks packets. If the buffer is
near empty, all incoming packets are accepted. When the queue grows, the
probability for dropping an incoming packet also grows. When the buffer is full,
the probability has reached 1and all incoming packets are dropped.

RED Percent Set a percentage (1-100) for RED rate limiting at a percentage of maximum
buffers.

4 Select + Add Row within the Latency Configuration table to set the Class Index (1 - 4), Max Latency
and latency measurement Unit. Max latency specifies the time limit after which packets start
dropping (maximum packet delay in the queue). The maximum number of entries is 8. Select
whether msec (default) or usec is unit for latency measurement.

When a new packet arrives it knows how much time to wait in the queue. If a packet takes longer
than the latency value, it is dropped. By default latency is not set, so packets remain in queue for
long time.

5 Refer to the Queue Priority Mapping table to set the traffic shaper queue priority and specify a
particular queue inside a class. There are 8 queues (O - 7), and traffic is queued in each based on
incoming packets mark 802.1p markings.

6 Select OK to save the traffic shaping advanced configuration changes.

Select Reset to revert to the last saved configuration.

QoS Priority Mapping
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1 Select the Priority Mapping tab.

The Quality of Service (QoS) — Priority Mapping screen displays.
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Figure 85: QoS - Priority Mapping Configuration Screen

2 In the DSCP Mapping table, set the following IP DSCP mappings for untagged frames:

DSCP

Lists the DSCP value as a 6-bit parameter in the header of every IP packet
used for packet classification.

802.1p Priority

Assign a 802.Tp priority as a 3-bit IP precedence value in the Type of
Service field of the IP header used to set the priority. The valid values for
this field are O-7. Up to 64 entries are permitted. The priority values are:

e O - Best Effort

e 1- Background

e 2 -Spare

e 3 - Excellent Effort
e 4 - Controlled Load
e 5-Video

e 6-\Voice

e 7 - Network Control

Note:

Use the spinner controls within the 802.1p Priority field for each DSCP row
to change its priority value.
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3 In the IPv6 Traffic Class Mapping table, set or override the following IPv6 DSCP settings for

untagged frames:

Traffic Class

Devices that originate a packet must identify different classes or priorities
for IPv6 packets. Devices use the traffic class field in the IPv6 header to set
this priority.

802.1p Priority

Assign a 802.1p priority as a 3-bit IPv6 precedence value in the Type of
Service field of the IPv6 header used to set the priority. The valid values for
this field are O-7. Up to 64 entries are permitted. The priority values are:

e Q- Best Effort

e 1- Background

e 2 -Spare

e 3 - Excellent Effort
e 4 - Controlled Load
e 5-Video

e 6-\Voice

e 7 - Network Control

4 Select OK to save the priority mapping changes.

Select Reset to revert to the last saved configuration.

Profile Overrides - IPv4 Routing

Routing is the process of selecting IP paths to send access point managed network traffic. Use the
Routing screen to set destination IP and gateway addresses enabling assignment of static IP addresses
for requesting clients without creating numerous host pools with manual bindings. This eliminates the
need for a long configuration file and reduces the resource space required to maintain address pools.

Both IPv4 and IPv6 routes are separately configurable using their appropriate tabs. For IPv6 networks,
routing is the part of IPv6 that provides forwarding between hosts located on separate segments within
a larger IPv6 network where IPv6 routers provide packet forwarding for other IPv6 hosts.

To override the access point profile's static routes:

1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
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3 Expand Network and select Routing.

The IPv4 Routing configuration screen displays.
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Figure 86: Profile Overrides - IPv4 Routing Configuration Screen

4 Select IP Routing to enable static routes using IPv4 addresses. This option is enabled by default.

5 In the Policy Based Routing field, use the Policy Based Routing drop-down menu to apply a policy.
Select the Create icon to create a policy based route or select the Edit icon to edit an existing policy
after selecting it in the drop-down list. For more information on creating a Policy Based Routing
Policy, see Policy Based Routing (PBR) on page 465.

6 In the Static Routes table, click Add Row + and provide the following static route details:

Network Address Add network IP addresses and network masks

Gateway Provide the Gateway's IP address. This is the gateway used to route traffic
to the specified network.

Default Gateway Provide the Default Gateway's IP address. This is the gateway used to route
traffic to the specified network.
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7

In the Default Route Priority field, and set the following parameters:

Static Default Route Priority Use the spinner control to set the priority value (1 - 8,000) for the default
static route. This is weight assigned to this route versus others that have
been defined. The default setting is 100.

DHCP Client Default Route Use the spinner control to set the priority value (1 - 8,000) for the default

Priority route learnt from the DHCP client. The default setting is 1000.

Enable Routing Failure

When selected, all default gateways are monitored for activity. The system
will failover to a live gateway if the current gateway becomes unusable. This
feature is enabled by default.

8 Click the OK button to save the IPv4 routing configuration changes.

Click Reset to revert to the last saved configuration.

Profile Overrides - IPv6 Routing

1

Select the IPv6 Routing tab.

IPv6 networks are connected by IPv6 routers. IPv6 routers pass IPv6 packets from one network

segment to another.

The IPv6 Routing configuration screen displays.
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Figure 87: IPv6 Routing Configuration Screen
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2 Select Unicast Routing to enable IPv6 unicast routing for this profile. Keeping unicast enabled allows
the profile’s neighbor advertisements and solicitations in unicast (as well as multicast) to provide
better neighbor discovery. This setting is enabled by default.

3 Select Unique Local Address Reject Route to enable rejecting local routes in the format FC00::/7.
Set a System NS Retransmit Interval (from 1,000 to 3,600,000 milliseconds) as the interval between
NS (neighbor solicitation) messages. NS messages are sent by a node to determine the link layer
address of a neighbor, or verify a neighbor is still reachable via a cached link-layer address. The
default is 1,000 milliseconds.

5 Set a System ND Reachable Time (from 5,000 to 3,600,000 milliseconds) as the time a neighbor is
assumed to be reachable after receiving a receiving a ND (neighbor discovery) confirmation for their
reachability. The default is 30,000 milliseconds.

6 Setan IPve Hop Count (from 1- 255) as the maximum number of hops considered valid when
sending IP packets. The default setting is 64.

7 Set the following Router Advertisement Conversion to Unicast settings:

RA Convert (milliseconds) Select this option to convert multicast router advertisements (RA) to unicast
router advertisements at the dot11 layer. Unicast addresses identify a single
network interface, whereas a multicast address is used by multiple hosts. This
setting is disabled by default.

Throttle Select this option to throttle RAs before converting to unicast. Once enabled,
set the throttle interval and maximum number of RAs. This setting is disabled
by default.

Throttle Interval Enable this setting to define the throttle interval (3 - 1,800 seconds). The

(milliseconds) default setting is 3 seconds.

Max RAs Enable this setting to define the maximum number of router advertisements

per router (1- 256) during the throttle interval. The default settingis 1.
8 In the IPv6 Routes table, click + Add Row and add additional 256 IPv6 route resources.
The IPv6 static route Add Row screen displays.
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Figure 88: Add IPv6 Static Route Window

Network Address Set the IPv6 network address. Other than the length and slightly different
look versus an IPv4 address, the IPv6 address concept is same as IPv4.

Gateway Set the IPv6 route gateway. A network gateway in IPv6 is the same as in
IPv4. A gateway address designates how traffic is routed out of the current
subnet.

Interface If using a link local address, set the VLAN (1 - 4,094) used a virtual routing

interface for the local address.

9 Select OK to save the IPv6 static route changes.

Select Reset to revert to the last saved configuration.

Profile Overrides - OSPF Settings

OSPF (Open Shortest Path First) is a link-state IGP (interior gateway protocol). OSPF routes IP packets
within a single routing domain (autonomous system), like an enterprise LAN. OSPF gathers link state
information from neighbor routers and constructs a network topology. The topology determines the
routing table presented to the Internet Layer which makes routing decisions based solely on the
destination IP address found in IP packets.

To override a profile's OSPF configurations:
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1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
3 Expand Profile Overrides — Network and select OSPF.

The OSPF — OSPF Settings configuration screen displays.
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Figure 89: Profile Overrides - OSPF Settings Configuration Screen
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4 Select the Enable OSPF check box, and provide the following dynamic routing settings:

Router ID

Select this option to define a router ID (numeric IP address). This ID must be
established in every OSPF instance. If not explicitly configured, the highest
logical IP address is duplicated as the router identifier. However, since the router
identifier is not an IP address, it does not have to be a part of any routable
subnet in the network.

Auto-Cost

Select this option to specify the reference bandwidth (in Mbps) used to
calculate the OSPF interface cost if OSPF is either STUB or NSSA. The default
setting is 1.

Passive Mode on All
Interfaces

When selected, all layer 3 interfaces are set as an OSPF passive interface. This
setting is disabled by default.

Passive Removed

If enabling Passive Mode on All Interfaces, use the spinner control to select
VLANSs (by numeric ID) as OSPF non passive interfaces. Multiple VLANs can be
added to the list.

Passive Mode

If disabling Passive Mode on All Interfaces, use the spinner control to select
VLANSs (by numeric ID) as OSPF passive interfaces. Multiple VLANS can be
added to the list.

VRRP State Check

Select this option to enable checking of VRRP state. If the interface’s VRRP
state is not Backup, then the interface is published via OSPF.

5 Set the following OSPF Overload Protection parameters:

Number of Routes

Use the spinner controller to set the maximum number of OSPN routes
permitted. The available range is from 1- 4,294,967,295.

Retry Count

Set the maximum number of retries (OSPF resets) permitted before the OSPF
process is shut down. The available range is from 1- 32. The default setting is
5.

Retry Time Out

Set the duration (in seconds) the OSPF process remains off before initiating its
next retry. The available range is from 1- 3,600 seconds. The default is 60
seconds.

Reset Time

Set the reset time (in seconds) that, when exceeded, changes the retry count
is zero. The available range is from 1- 86,400. The default is 360 seconds.

6 Set the following Default Information:

Originate Select this option to make the default route a distributed route. This setting is
disabled by default.

Always Enabling this setting continuously maintains a default route, even when no
routes appear in the routing table. This setting is disabled by default.

Metric Type Select this option to define the exterior metric type (1 or 2) used with the

default route.

Route Metric

Select this option to define route metric used with the default route. OSPF uses
path cost as its routing metric. It's defined by the speed (bandwidth) of the
interface supporting a given route.
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7 In the Route Redistribution table, click + Add Row and set the types of routes that can be used by

OSPF.
Route Type Set the Route Type used to define the redistributed route. Options include:
connected kernel andstatic.
Metric Type Select this check box, and define the exterior metric type (1 or 2) used with
the route redistribution.
Metric Select this option, and define route metric used with the redistributed route.

8 In the OSPF Network table, click +Add Row and configure the following:

Network

Add the IP address and mask of the Network(s) participating in OSPF.

Area ID

Define the OSPF area (IP address) to which the network belongs.

9 In the Clear OSPF Process, click Clear to clear all OSPF Routing table entries.
10 Set an OSPF Default Route Priority (1-8,000) as the priority of the default route learnt from OSPF.

The default priority is 7000.

11 Click OK to save the OSPF setting changes.
Click Reset to revert to the last saved configuration.

OSPF - Area Settings

An OSPF Area contains a set of routers exchanging LSAs (Link State Advertisements) with others in the
same area. Areas limit LSAs and encourage aggregate routes.

To override the access point profile's OSPF area settings:

1 Select the Area Settings tab.

The OSPF Area main screen displays. This screen lists existing OSPF Area configurations.

Area D
0.0.01

OSPF Settings | |, ' £ [, Interface Settings

(«) Authentication Type Type

simple-password non-stub

Type to search in tables

Fow Count: 1

| Eat || Deete || Replace { Exit

Figure 90: OSPF - Area Setting Configuration Screen
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2 Review existing Area Settings configurations:

Area ID Displays either the IP address or integer representing the OSPF area.

Authentication Type
route connections.

Lists the authentication schemes used to validate the credentials of dynamic

Type Lists the OSPF area type in each listed configuration.

3 To apply overrides, select an area entry from those listed on the screen, and click Edit.
You can also add new area configurations or delete existing configurations.

The add/edit OSPF Area screen displays.

Area ID ,ﬂl 2 ' Integer v
Authentic ation Type n]None A
Type i non-stub v
Default Cost a : * (11016,777,215)
Translate Type O tansiatecandidate |
Range TR ] -
o

Figure 91: OSPF - Add/Edit OSPF Area Configuration Screen

4 Set the OSPF Area configuration.

Area ID Use the drop-down menu and specify either an IP address or Integer for the
OSPF area.

Authentication Type Select either None, simple-password or message-digest as
credential validation scheme used with the OSPF dynamic route. The default
setting is None.

Type Set the OSPF area type as either stub, totally-stub, nssa,
totally-nssa or non-stub.

Default Cost Select this option to set the default summary cost advertised if creating a

stub. Set a value from 1-16, 777,215.

Translate Type

Define how messages are translated. Options include translate-
candidate, translate-always and translate-never. The
default setting is translate-candidate.

Range

Specify a range of addresses for routes matching address/mask for OSPF
summarization.
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5 Click OK to save the area configuration changes.

Click Reset to revert to the last saved configuration.

OSPF - Interface Settings

To override the access point profile's OSPF interface settings:

1 Select the Interface Settings tab.
The OSPF interface configuration displays.

OSPF Settings  Area Seftings [, 1,r - 8 [/
Name ® Type Description Admin Status  VLAN IP Address
viani VLAN 4" Enabled 1 dhcp
Type to search in tables Fow Count 1
. Add | Edit Deete | | Replace | Ext

Figure 92: OSPF - Interface Main Screen

2 Review existing Interface Settings.

Name Displays the name defined for the interface configuration.

Type Displays the type of interface.

Description Lists each interface’s 32 character maximum description.

Admin Status A green check mark defines the interface as active and currently enabled with

the profile. A red “X” defines the interface as currently disabled and not
available for use.

VLAN Lists the VLAN IDs set for each listed OSPF route virtual interface.

IP Address Displays the IP addresses defined as virtual interfaces for dynamic OSPF
routes. Zero config and DHCP can be used to generate route addresses, or a
primary and secondary address can be manually provided.

OSPF Basic General Settings

To add a new VLAN configuration or override an existing VLAN configuration:
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1

Select Add or select the VLAN from those listed on the screen and click Edit.
You can also delete existing configurations.

The Basic Configuration screen displays, with the General tab selected by default.

_.

DHCPvE Client Configuration
Stateess DHOPVE Qient (L]
Prefix Daegation Chenl @
Request DHCPE Options @]

Bonjour Gatew ay

Discovery Policy o

VLANID wan2 (7]
SRS MO Security  Dynamic Reuting
m IPvé  IPVE  IPVE RA Prefixes
Properties mMTU
Description (1] Ma imum Transmission Linit (MTU) “Wli- (500 to 1 452)
Adrrin Status 0@ psaved ® Enabed IPv6 MTU o Wli {1,280 o 1,500
Network Address Transiation (NAT) ICMP
NAT Direction D& nsice & Oulside ® None ICVMEVE Redrect Messages o

Address Autoconfiguration
Autoc onfiguration o)

Router Advertisemant Processing

Accept Ra oM
Mo Defaull Router o]
al 8 & No MTU o]
Mo Hop Court [ 1|

0 Reet bl

Figure 93: OSPF - VLAN Interface Configuration Screen

2 If creating a new Virtual Interface, use the VLAN ID spinner control to define a numeric ID from 1 -

4094.

3 Define the following parameters from within the Properties field:

Description

Provide or edit a description (up to 64 characters) for the Virtual Interface
that helps differentiate it from others with similar configurations.

Admin Status

Either select the Disabled or Enabled radio button to define this
interface’s current status within the network. When set to Enabled, the
Virtual Interface is operational and available. The default value is Disabled.

4 Define the Network Address Translation (NAT) direction.

Select one the following options:

e Inside - Theinside network is transmitting data over the network to its intended destination.
On the way out, the source IP address is changed in the header and replaced by the (public) IP

address.

e Outside - Packets passing through the NAT on the way back to the LAN are searched against
the records kept by the NAT engine. There the destination IP address is changed back to the
specific internal private class IP address in order to reach the LAN over the network.

* None - No NAT activity takes place. This is the default setting.
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5 Set the following DHCPv6 Client Configuration parameters:

The Dynamic Host Configuration Protocol for IPv6 (DHCPv6) provides a framework for passing
configuration information.

Stateless DHCPv6 Client Select this option to request information from the DHCPv6 server using
stateless DHCPv6. DHCPV6 is a networking protocol for configuring IPv6
hosts with IP addresses, IP prefixes or other configuration attributes
required on an IPv6 network. This setting is disabled by default.

Prefix Delegation Client Specify a 32 character maximum request prefix for prefix delegation
from a DHCPv6 server over this virtual interface. Devices use prefixes to
distinguish destinations that reside on-link from those reachable using a
router.

Request DHCPv6 Options Select this option to request DHCPv6 options on this virtual interface.
DHCPv6 options provide configuration information for a node that must
be booted using the network rather than locally. This setting is disabled
by default.

6 Set the following MTU settings:

Maximum Transmission Unit (MTU) | Set the PPPoE client MTU from 500 - 1,492. The MTU is the largest
physical packet size in bytes a network can transmit. Any messages
larger than the MTU are divided into smaller packets before being sent.
A PPPoE client should be able to maintain its point-to-point connection
for this defined MTU size. The default MTU is 1,492.

IPv6 MTU Set an IPve MTU for this virtual interface from 1,280 - 1,500. A larger MTU
provides greater efficiency because each packet carries more user data
while protocol overheads, such as headers or underlying per-packet
delays, remain fixed; the resulting higher efficiency means a slight
improvement in bulk protocol throughput. A larger MTU results in the
processing of fewer packets for the same amount of data. The default is
1,500.

7 Within the ICMP field, define whether ICMPV6 redirect messages are sent. Redirect requests data
packets be sent on an alternative route. This setting is enabled by default.

8 Within the Address Autoconfiguration field, define whether to configure IPv6 addresses on this
virtual interface based on the prefixes received in router advertisement messages. Router
advertisements contain prefixes used for link determination, address configuration and maximum
hop limits. This setting is enabled by default.

9 Set the following Router Advertisement Processingsettings for the virtual interface. Router
advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.

Accept RA Enable this option to allow router advertisements over this virtual interface.
IPv6 hosts can configure themselves automatically when connected to an
IPv6 network using the neighbor discovery protocol via ICMPv6 router
discovery messages. When first connected to a network, a host sends a link-
local router solicitation multicast request for its configuration parameters;
routers respond to such a request with a router advertisement packet that
contains Internet layer configuration parameters. This setting is enabled by
default.

No Default Router Select this option to consider routers unavailable on this interface for default
router selection. This setting is disabled by default.
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No MTU Select this option to not use the existing MTU setting for router
advertisements on this virtual interface. If the value is set to zero no MTU
options are sent. This setting is disabled by default.

No Hop Count Select this option to not use the hop count advertisement setting for router
advertisements on this virtual interface. This setting is disabled by default.

10 Use the Discovery Policy drop-down menu to define the Bonjour Gateway Discovery Policy. Bonjour
is Apple’s service discovery protocol.
11 Select OK to save the changes to the basic configuration.

Select Reset to revert to the last saved configuration.

OSPF IPv4 Settings

IPv4 is a connectionless protocol. It operates on a best effort delivery model that does not guarantee
delivery or assures proper sequencing or avoidance of duplicate delivery (unlike TCP).

To set the VLAN IPv4 settings:
1 Select the IPv4 tab.

The OSPF VLAN interface IPv4 configuration screen displays.

VLAN ID vian1i (2]

SR G S Security  Dynamic Routing

‘General m IPvé  IPV6 RA Prefixes

IPwd Addresses
Enable Zero Configuration None @& Primary ®) Secondary
Primary IP Address / 2

i)
[M] use DHCP 1o Obtain IP

Use DHCP o obfain Gatew ay/DNS Servers ﬂW{AIUﬂ ed on 1 virlual interface)

/) e

Secondary Addresses

Figure 94: OSPF - VLAN interface IPv4 Configuration Screen
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2 Set the following network information from within the IPv4 Addresses field:

Enable Zero Configuration

Zero configuration can provide a primary or secondary IP addresses for the
virtual interface. Zero configuration (or zero config) is a wireless connection
utility included with Microsoft Windows XP and later as a service dynamically
selecting a network to connect based on a user's preferences and various
default settings. Zero config can be used instead of a wireless network utility
from the manufacturer of a computer's wireless networking device. This value
is set to None by default.

Primary IP Address

Define the IP address for the VLAN associated Virtual Interface.

Use DHCP to Obtain IP

Select this option to allow DHCP to provide the IP address for the Virtual
Interface. Selecting this option disables the Primary IP address field.

Use DHCP to obtain
Gateway/DNS Servers

Select this option to allow DHCP to obtain a default gateway address and DNS
resource for one virtual interface. This setting is disabled by default and only
available when the Use DHCP to Obtain IP option is selected.

Secondary Addresses

Use this parameter to define additional IP addresses to associate with VLAN
IDs. The address provided in this field is used if the primary IP address is
unreachable.

3 Select OK to save the changes to the IPv4 configuration.

Select Reset to revert to the last saved configuration.

OSPF IPv6 Settings

IPvG6 is the latest revision of the Internet Protocol designed to replace IPv4. IPV6 provides enhanced
identification and location information for computers on networks routing traffic across the Internet.
IPv6 addresses are composed of eight groups of four hexadecimal digits separated by colons. IPv6
hosts can configure themselves automatically when connected to an IPv6 network using the neighbor
discovery protocol via ICMPv6 router discovery messages. When first connected to a network, a host
sends a link-local router solicitation multicast request for its configuration parameters; routers respond
to such a request with a router advertisement packet that contains Internet layer configuration

parameters.

To set the VLAN IPv6 settings:
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1 Select the IPv6 tab to set IPv6 settings for this virtual interface.

The OSPF VLAN interface IPv6 configuration screen displays.

| Virtual Interfaces
VLANID viant 9
Basic Configuration [0
General WPl 7 B 1PV RA Prefices
IPvE Addresses vt Address Prefix from Provider ELIG4 i‘
Pt Mode o Delegated Prefin Name Hoxt ID fi
Pl Addresn Slatic | o
. L]
Pt Addrass Stalic wsing EUBE F | .
o [+ sssmow
DHCPvE Relay
Pt Address Link Local L I Address Interface m
Enforce Duplicate Address
Enfprce ol &
P Address Prefix from Provider
Delegated Prefix kame Higt I i
EXTTN
1'

Figure 95: OSPF - VLAN Interface IPv6 Configuration Screen

2 Refer to the IPv6 Addresses field to define how IP6 addresses are created and utilized.

IPv6 Mode Select this option to enable IPv6 support on this virtual interface. IPv6 is
disabled by default.
IPv6 Address Static Define up to 15 global IPv6 IP addresses that can created statically. IPv6

addresses are represented as eight groups of four hexadecimal digits
separated by colons.

IPv6 Address Static using EU164 | Optionally set up to 15 global IPv6 IP addresses (in the EUI-64 format) that
can created statically. The IPv6 EUI-64 format address is obtained through
a 48-bit MAC address. The MAC is initially separated into two 24-bits, with
one being an OUI (Organizationally Unigue Identifier) and the other being
client specific. A 16- bit OxFFFE is then inserted between the two 24-bits
for the 64-bit EUl address. IEEE has chosen FFFE as a reserved value
which can only appear in EUI-64 generated from the an EUI-48 MAC
address.

IPv6 Address Link Local Provide the IPv6 local link address. IPv6 requires a link local address
assigned to every interface the IPv6 protocol is enabled, even when one or

more routable addresses are assigned.

3 Enable the Enforce Duplicate Address option to enforce duplicate address protection when any
wired port is connected and in a forwarding state. This option is enabled by default.
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4 Inthe IPv6 Address Prefix from Provider table, click + Add Row and create IPv6 format prefix
shortcuts as supplied by an ISP.

The IPv6 Address from Provider - Add Row screen displays.

IPV6 Address Prefix from Provider
Delegated Prefix Name + |

HostID 1Pv6 11128 E

Figure 96: OSPF - IPv6 Add IPv6 Address Prefix from Provider Screen

Delegated Prefix Name Enter a 32 character maximum name for the IPv6 address prefix from
provider.
Host ID Define the subnet ID, host ID and prefix length.

5 Select OK to save the IPv6 prefix from provider configuration changes.

Select Exit to close the screen without saving the updates.

6 Inthe IPv6 Address Prefix from Provider EUI64 table, click + Add Row and set an (abbreviated) IP
address prefix in EUI64 format.

The IPv6 Address from Provider EU164 - Add Row screen displays.

IPv6 Address Prefix from Provider ELI64
Delegated Prefix Name

HostID 1Pv6 1] E

Figure 97: OSPF - IPv6 Add Address Prefixes from Provider EU164
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Delegated Prefix Name Enter a 32 character maximum name for the IPv6 prefix from provider in EUI
format. Using EUI64, a host can automatically assign itself a unique 64-bit
IPv6 interface identifier without manual configuration or DHCP.

Host ID Define the subnet ID and prefix length.

7 Select OK to save the IPv6 prefix from provider in EUI64 format changes.

Select Exit to close the screen without saving the updates.
8 Refer to the DHCPv6 Relay table to set the address and interface of the DHCPV6 relay.

The DHCPv6 relay enhances an extended DHCP relay agent by providing support in IPv6. DHCP
relays exchange messages between a DHCPvV6 server and client. A client and relay agent exist on the
same link. When A DHCP request is received from the client, the relay agent creates a relay forward
message and sends it to a specified server address. If no addresses are specified, the relay agent
forwards the message to all DHCP server relay multicast addresses. The server creates a relay reply
and sends it back to the relay agent. The relay agent then sends back the response to the client.

9 Select + Add Row to launch a sub screen wherein a new DHCPvV6 relay address and interface VLAN

ID can be set.
DHCPvE Relay
Address
nterface %] VLANID S (1to4,094)

Figure 98: OPSF - VLAN Interface DHCPv6 Relay Configuration Screen

Address Enter an address for the DHCPv6 relay. These DHCPv6 relay receive
messages from DHCPv6 clients and forward them to DHCPv6 servers. The
DHCPv6 server sends responses back to the relay, and the relay then sends
these responses to the client on the local network.

Interface Select this option to enable a spinner control to define a VLAN ID from 1 -
4,094 used as the virtual interface for the DHCPVG6 relay. The interface
designation is only required for link local and multicast addresses. A local
link address is a locally derived address designed for addressing on a single
link for automatic address configuration, neighbor discovery or when no
routing resources are available.

10 Click OK to save the DHCPv6 relay configuration changes.
Click Exit to close the screen without saving the updates.

OSPF IPv6 RA Prefixes

To set the VLAN IPv6 RA Prefixes:
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1

Select the IPv6 RA Prefixes tab.
The IPv6 RA Prefix configuration screen displays.

VLAN ID van2 (7]

SRR AR Becurlty  Dynamic Routing

General IPvd  IPwE N CTRCTR RS

Router Advertisem ent Policy

Router Adverdisement Foicy @) = ER &
IPvE RA Prefixes
Prefix Prefix  Site Valld Valid Valid Valid Prefarred Preferred Preferred Autoconfig Preferred On
Type orid  Prefix  Lifetime Lifetime Lifetme  Lifetime  Lifetime  Lifetime  Lifetime Litetime  Link &
Type Sec Date Time Type Sec Date Time
o

Figure 99: OSPF - VLAN Interface IPv6 RA Prefix Configuration Screen

2 Use the Router Advertisement Policy drop-down menu to select and apply a policy to the virtual

interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information. For more information
on Router Advertisement Policy, see |Pv6 Router Advertisment Policy on page 492.
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3 Review the configurations of existing IPv6 advertisement policies. If needed select + Add Row to
define the configuration of an additional IPv6 RA prefix.

The add/edit IPv6 RA Prefixes configuration screen displays.

IPvE RA Prefixes

Frefi Type | Prefix v
Prefix or id ¥* | 1Pve /
Site Prefix » !

Valid Lifetime Type # |Extemnal (Fixed) v |

Valid Lfetme Sec # 30 Days v
Valid Lifetime Date 0
Valid Lifetime Time o 1 B:[¢ & @

Preferred Lifetime Type lEﬂsEmEi {Fixed) - I

Prefemred Lifetime Sec 4 7 Days v

Preferred Lifetime Date 0

Prefered Lifetime Time @+ = - o+
Autoc onfig * ol
On Link * o

o ot

Figure 100: Add/Edit IPv6 RA Prefixes Configuration Screen

4 Set the following IPv6 RA Prefixes settings:

Prefix Type Set the prefix delegation type used with this configuration. Options include,
Prefix, and prefix-from-provider. The default setting is Prefix. A prefix allows an
administrator to associate a user defined name to an IPv6 prefix. A provider
assigned prefix is made available from an ISP (Internet Service Provider) to
automate the process of providing and informing the prefixes used.

Prefix or ID Set the actual prefix or ID used with the IPv6 router advertisement.

Site Prefix The site prefix is added into a router advertisement prefix. The site address
prefix signifies the address is only on the local link.
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Valid Lifetime Type

Set the lifetime for the prefix's validity. Options include External
(fixed), decrementingand infinite. If set to External (fixed), just
the Valid Lifetime Sec setting is enabled to define the exact time interval for
prefix validity. If set to decrementing, use the lifetime date and time settings to
refine the prefix expiry period. If the value is set for infinite, no additional date
or time settings are required for the prefix and the prefix will not expire. The
default setting is External (fixed).

Valid Lifetime Sec

If the lifetime type is set to External (fixed), set the Seconds, Minutes, Hours or
Days value used to measurement criteria for the prefix's expiration. 30 days, O
hours, O minutes and O seconds is the default lifetime.

Valid Lifetime Date

If the lifetime type is set to decrementing, set the date in MM/DD/YYYY format
for the expiration of the prefix.

Valid Lifetime Time

If the lifetime type is set to decrementing, set the time for the prefix's validity.
Use the spinner controls to set the time in hours and minutes. Use the AM PM
radio buttons to set the appropriate hour.

Preferred Lifetime Type

Set the administrator preferred lifetime for the prefix's validity. Options include
External (fixed),decrementingand infinite.|fsetto
External (fixed), just the Valid Lifetime Sec setting is enabled to define the
exact time interval for prefix validity. If set to decrementing, use the lifetime
date and time settings to refine the prefix expiry period. If the value is set for
infinite, no additional date or time settings are required for the prefix and the
prefix will not expire. The default setting is External (fixed).

Preferred Lifetime Sec

If the administrator preferred lifetime type is set to External (fixed), set the
Seconds, Minutes, Hours or Days value used to measure criteria for the prefix's
expiration. 30 days, O hours, O minutes and O seconds is the default lifetime.

Preferred Lifetime Date

If the administrator preferred lifetime type is set to decrementing, set the date
in MM/DD/YYYY format for the expiration of the prefix.

Preferred Lifetime Time

If the preferred lifetime type is set to decrementing, set the time for the
prefix's validity. Use the spinner controls to set the time in hours and minutes.
Use the AM PM radio buttons to set the appropriate hour.

Autoconfig Autoconfiguration includes generating a link-local address, global addresses
via stateless address autoconfiguration and duplicate address detection to
verify the uniqueness of the addresses on a link. This setting is enabled by
default.

On Link Select this option to keep the IPv6 RA prefix on the local link. The default

setting is enabled.

5 Click OK to save the IPv6 RA prefix configuration changes.

Click Exit to close the screen without saving the updates.

OSPF Dynamic Routing Settings

To set the VLAN dynamic routing:
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1 Select the Dynamic Routing tab.
The OSPF VLAN Interface Dynamic Routing configuration screen displays.

VLAN ID vian200 o

Basic Configuration  Security W7t 80T 5

o
OSPF Settings I
Pty @] 0 | (0to255)
Cosl o 7 |2 (110855
Bandwidth @[] 1 | % (11010000000)
OSPF Authentication

Chosen Authentic ation Ty pe INOHE =

MD5 Authentication
Key ID Password i}

['!
on R e

Figure 101: OSPF - VLAN Interface Dynamic Routing Screen

2 Inthe OSPF Settings field, override the following parameters:

Priority Select this option to set the OSPF priority used to select the network
designated route. Use the spinner control to set the value from O - 255.

Cost Select this option to set the cost of the OSPF interface. Use the spinner
control to set the value from 1- 65,535.

Bandwidth Set the OSPF interface bandwidth (in Kbps) from 1-10,000,000.

3 Use the Chosen Authentication Type drop-down to select the authentication type used to validate
credentials within the OSPF dynamic route. Options include: simple-password, message-
digest, null and None. The default is None.

4 In the MD5 Authentication table, click + Add Row and configure the following:

MD5 is a message digest algorithm using a cryptographic hash producing a 128-bit (16-byte) hash
value, usually expressed in text as a 32 digit hexadecimal number. MD5 has been utilized in a wide
variety of cryptographic applications, and is also commonly used to verify data integrity.
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Key ID Use the spinner control to set the OSPF message digest
authentication key ID. The available range is from 1 - 255.

Password Set the password (associated with the Key ID) used for an MD5
validation of authenticator credentials. The password is the OSPF key
either displayed as series or asterisks.

5 Click OK to save the IPv6 RA prefix configuration changes.
Click Exit to close the screen without saving the updates.

OSPF VLAN Security Settings

To set the VLAN security settings:

1 Select the Security tab.
The VLAN Interface security configuration screen displays.

VLAN ID vian{ (2]

Basic Configuration -1,/ Dynamic Routing

IPwi Access Control

IPv4 Inbound Firew all Rules. gy <none> v | 2 &

IPv6 Access Control

IPvE inbound Frew all Rules ﬂl v l i f?'}
VPN Crypto Map
VPN Cryplo Map @ <none> ) L

ok Reset | eiiile

Figure 102: OSPF - VLAN Interface Security Configuration Screen

2 Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific inbound firewall
rules to apply to this profile’s virtual interface configuration. Select the Create icon to define a new
IPv4 firewall rule configuration or select the Edit icon to modify an existing configuration.

IPv4 is a connectionless protocol for packet switched networking. IPv4 operates as a best effort
delivery method, since it does not guarantee delivery, and does not ensure proper sequencing or
duplicate delivery (unlike TCP).

IPv4 and IPv6 are different enough to warrant separate protocols. IPv6 devices can alternatively use
stateless address autoconfiguration. IPv4 hosts can use link local addressing to provide local
connectivity. For more information on IPv4 firewall rules, see Configuring IP Firewall Rules on page
800.
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3 Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific inbound firewall
rules to apply to this profile’s virtual interface configuration. Select the Create icon to define a new
IPv6 firewall rule configuration or select the Edit icon to modify an existing configuration.

IPv6 is the latest revision of the Internet Protocol replacing IPv4. IPV6 provides enhanced
identification and location information for systems routing traffic across the Internet. IPv6 addresses
are composed of eight groups of four hexadecimal digits separated by colons. For more information
on IPv6 firewall rules, see Configuring IP Firewall Rules on page 800.

4 Use the VPN Crypto Map drop-down menu to select and apply a VPN crypto map entry to apply to
the OSPF dynamic route.

Crypto Map entries are sets of configuration parameters for encrypting packets passing through the
VPN Tunnel. If a Crypto Map configuration does not exist suiting the needs of this virtual interface,
select the Create icon to define a new Crypto Map configuration or the Edit icon to modify an
existing configuration.

5 Select OK to save the OSPF route security configuration changes.

Select Reset to revert to the last saved configuration.

BGP Configuration

BGP (Border Gateway Protocol) is an inter-ISP routing protocol which establishes routing between ISPs.
ISPs use BGP to exchange routing and reachability information between AS (Autonomous Systems) on
the Internet. BGP makes routing decisions based on paths, network policies and/or rules configured by
network administrators. The primary role of a BGP system is to exchange network reachability
information with other BGP peers. This information includes information on AS that the reachability
information traverses. This information is sufficient to create a graph of AS connectivity from which
routing decisions can be created and rules enforced.

An AS is a set of routers under the same administration that use IGP (Interior Gateway Protocol) and
common metrics to define how to route packets within the AS. AS uses inter-AS routing to route
packets to other ASs. For an external AS, an AS appears to have a single coherent interior routing plan
and presents a consistent picture of the destinations reachable through it.

Routing information exchanged through BGP supports only destination based forwarding (it assumes a
router forwards packets based on the destination address carried in the IP header of the packet).

BGP uses TCP as its transport protocol. This eliminates the need to implement explicit update
fragmentation, retransmission, acknowledgment, and sequencing. BGP listens on TCP port 179. The
error notification mechanism used in BGP assumes that TCP supports a graceful close (all outstanding
data is delivered before the connection is closed).

To define BGP configuration:

1 Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

2 Select a device from the list displayed.

The selected device's configuration screen displays.
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3 Expand the Network node and select BGP.
The BGP General configuration tab displays by default.
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Figure 103: Border Gateway Protocol - General tab

4  Define the following BGP general configuration parameters:

ASN Define the ASN (Autonomous System Number). ASN is a set of routers under
the same administration that use IGP and common metrics to define how to
route packets. Select a value from 1- 4,294,967,295.

Enable Enable to start BGP on this controller or service platform. BGP is only

supported on RFS 4000, NX 95XX and NX 96XX model controllers and
service platforms. The default is disabled.

Always Compare MED

MED (Multi-exit Discriminator) is a value used by BGP peers to select the best
route among multiple routes. When enabled, the MED value encoded in the
route is always compared when selecting the best route to the host network.
A route with a lower MED value is always selected over a route with a higher
MED value. BGP does not discriminate between iBGP and eBGP when using
MED for route selection. This option is mutually exclusive to the
Deterministic MED option.

Default IPv4 Unicast

Select this option to enable IPv4 unicast traffic for neighbors. This option is
disabled by default.
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Default Local Preference

Select this option to enable a local preference for the neighbor. When
enabled, set the local preference value (1 - 4,294,967,295).

IP Default Gateway Priority

Set the default priority value for the IP Default Gateway. Set a value from 1 -
8000. The default is 7500.

Deterministic MED

MED is used by BGP peers to select the best route among multiple routes.
When enabled, MED route values (from the same AS) are compared to select
the best route. This best route is then compared with other routes in the BGP
route table to select the best overall route. This option is mutually exclusive
to the Always Compare MED option.

Enforce First AS

Select this option to deny any updates received from an external neighbor
that does not have the neighbor’s configured AS at the beginning of the
received AS path parameter. This enhances security by not allowing traffic
from an unauthorized AS. This setting is disabled by default.

Fast External Failover

Select this option to immediately reset the BGP session on the interface once
the BGP connection goes down. Normally, when a BGP connection goes
down, the device waits for the expiry of the duration specified in Holdtime
parameter before bringing down the interface. This setting is enabled by
default.

Log Neighbor Changes

Select this option to enable logging of changes in routes to neighbor BGP
peers. This enables the logging of only the changes in neighbor routes. All
other events must be explicitly turned on using debug commands. This
setting is disabled by default.

Network Import Check

Select this option to enable a network import check to ensure consistency in
advertisements. This setting is disabled by default.

Router ID Select this option to manually configure the router ID for this BGP supported
controller or service platform. The router ID identifies the device uniquely.
When no router ID is specified, the IP address of the interface is considered
the router ID. This setting is disabled by default.

Scan Time Select this option to set the scanning interval for updating BGP routes. This

interval is the period between two consecutive scans the BGP device checks
for the validity of routes in its routing table. To disable this setting, set the
value to Zero (0). The default setting is 60 seconds.

5 Optionally, in the Bestpath Med field, select the Missing AS Worst option to treat any path that does
not contain a MED value as the least preferable route. This setting is disabled by default.

6 Set the following Bestpath parameters

AS-Path Ignore

Select this option to prevent an AS path from being considered as a criteria
for selecting a preferred route. The route selection algorithm uses the AS
path as one of the criteria when selecting the best route. When this option is
enabled, the AS path is ignored.

Compare Router ID

Select this option to use the router ID as a selection criteria when
determining a preferred route. The route selection algorithm uses various
criteria when selecting the best route. When this option is enabled, the
router ID is used to select the best path between two identical BGP routes.
The route with the lower route ID is selected over a route with a higher route
id.

7 Set or override the following Distance for Route Types.

The distance parameter is a rating of route trustworthiness. The greater the distance, the lower the
trust rating. The distance can be set for each type of route indicating its trust rating:
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External Routes

External routes are those routes learned from a neighbor of this BGP device.
Set a value from 1- 255.

Internal Routes

Internal routes are those routes learned from another router within the same
AS. Set a value from 1 - 255.

Local Routes

Local routes are those routes being redistributed from other processes within
this BGP router. Set a value from 1- 255.

8 Set or override the following

Route Limit parameters:

Number of Routes

Configures the number of routes that can be stored on this BGP router. Set this
value based on the available memory on this BGP router. Configure a value
from1-4,294,967,295. The default value is 9,216 routes.

Reset Time Configures the reset time. This is the time limit after which the Retry Count
value is set to Zero (0). Set a value from 1- 86,400 seconds.
Retry Count Configures the number of time the BGP process is reset before it is shut down.

Once shut down, the BGP process has to be started manually. The BGP process
is reset if it is flooded with route entries that exceed its number of routes. Set a
value from1- 32.

Retry Timeout

Configures the time duration in seconds the BGP process is shutdown
temporarily before a reset of the process is attempted. Set a value from 1 -
3,600 seconds.

9 Set the following Timers:

Keepalive Set the duration, in seconds, for the keep alive timer used to maintain
connections between BGP neighbors. Set a value from 1- 65,535 seconds.
Holdtime Set the time duration, in seconds, for the hold (delay) of packet

transmissions.

10 Set the following Aggregate

Address fields:

Aggregate addresses are used to minimize the size of the routing tables. Aggregation combines the
attributes of several different routes and advertises a single route. This creates an aggregation entry
in the BGP routing table if more specific BGP routes are available in the specified address range.

IP Prefix

Enter an IP address and mask used as the aggregate address.

Summary Only

Select this option to advertise the IP Prefix route to the BGP neighbor
while suppressing the detailed and more specific routes.

AS Set

Generates AS set path information. Select to enable. When selected, it
creates an aggregate entry advertising the path for this route, consisting
of all elements contained in all the paths being summarized. Use this
parameter to reduce the size of path information by listing the AS number
only once, even if it was included in the multiple paths that were
aggregated.

11 Set the following Distance for IP Source Prefix fields:

IP Source Prefix

Enter an IP address and mask used as the prefix source address

Admin Distance

Use the spinner control to set the BGP route’s admin distance from 1- 255.

IP Access List

Provide the IP address used to define the prefix list rule.
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12 Configure the following Network values:

Network

Configure an IP address to broadcast to neighboring BGP peers. This
network can be a single IP address or a range of IP addresses in A.B.C.D/ M
format.

Pathlimit

Configure the maximum path limit for this AS. Set a value from 1- 255 AS
hops.

Backdoor

Select this option to indicate to border devices this network is reachable
using a backdoor route. A backdoor network is treated the same as a local
network, except it is not advertised. This setting is disabled by default.

Route Map

Select an existing route map as a method of controlling and modifying
routing information. The control of route information occurs using route
redistribution keys.

13 Configure the following Route Redistribute values:

Route Type Use the drop-down menu to define the route type as either connected,
kernal, ospf or static.

Metric Select this option to set a numeric route metric used for route matching
and permit designations.

Route Map Select an existing route map as a method of controlling and modifying

routing information. The control of route information occurs using route
redistribution keys.

14 Select the Neighbor tab.

The BGP Neighbor Identifier screen displays. This screen displays a list of configured BGP neighbor
devices identified by their IP address.

bentifier
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Figure 104: Border Gateway Protocol - Neighbor tab
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15 Select Add to add a new BGP neighbor configuration or select an existing Identifier and select Edit
to modify it. The following screen displays with the General tab selected by default.
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Figure 105: Border Gateway Protocol - Add/Edit - Neighbor - General Tab

16 If adding a new neighbor, in the Identifier field, provide the BGP neighbor's IP address. Click

Continue.

17 Configure the following common parameters:

Remote AS

Define the ASN for the neighbor BGP device. ASN is a set of routers under the
same administration that use IGP and common metrics to define how to route
packets within the AS. Set a value from 1 - 4,294,967,295.

Advertise Capability Dynamic

Select this option to show a neighbor device’s capability to advertise or
withdraw and address capability to other peers in a non-disruptive manner.
This setting is disabled by default.

Advertise Capability ORF

Select this option to enable ORF (Outbound Router Filtering) and advertise
this capability to peer devices. ORFs send and receive capabilities to lessen
the number of updates exchanged between BGP peers. By filtering updates,
ORF minimizes update generation and exchange overhead.

The local BGP device advertises ORF in the send mode. The peer BGP device
receives the ORF capability in receive mode. The two devices exchange
updates to maintain the ORF for each router. Only a peer group or an
individual BGP router can be configured to be in receive or send mode. A
member of a peer group cannot be configured.
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Advertisement Interval

Use this option to set the minimum interval between sending BGP router
updates. Sending too many router updates creates flapping of routes leading
to possible disruptions. Set a minimum interval so that the BGP routing
updates are sent after the set interval in seconds. The default is 5 seconds.

Disable Capability Negotiate

Select to disable capability negotiation with BGP neighbors. This is to allow
compatibility with older BGP versions that have no capability parameters
used in the open messages between peers. This setting id disabled by default.

Description

Provide a 80 character maximum description for this BGP neighbor device.

Disable Connected Check

If utilizing loopback interfaces to connect single-hop BGP peers, enable this
option before establishing a the BGP peering session. This setting is disabled
by default.

Enforce Multihop

A multihop route is a route to external peers on indirectly connected
networks. Select to enforce neighbors to perform multi-hop check. This
setting is disabled by default.

Next Hop Self

Select to enable Next Hop Self. Use this to configure this device as the next
hop for a BGP speaking neighbor or peer group. This allows the BGP device
to change the next hop information that is sent to iBGP peers. The next hop
address is set to the IP address of the interface used to communicate with the
eBGP neighbor. This setting is disabled by default.

Override Capability

Select this to enable the ability to override capability negotiation result. This
setting is disabled by default.

Passive Select this option to set this BGP neighbor as passive. When a neighbor is set
as passive, the local device should not attempt to open a connection to this
device. This setting is disabled by default.

Password Select this option, and set a password for this BGP neighbor. This will make all

sessions with this neighbor password protected.

Reconnect Interval

Set a reconnection interval for peer BGP devices from O - 65,535 seconds. The
default setting is 120 seconds.

Send Community

Select this option to ensure the community attribute is sent to the BGP
neighbor. The community attribute groups destinations in a certain
community and applies routing decisions based on the community. On
receiving community attribute, the BGP router announces it to the neighbor.

Shutdown

Select this option to administratively shutdown this BGP neighbor. This
setting is disabled by default.

Soft Reconfiguration Inbound

Select this option to store updates for inbound soft reconfiguration. Soft
reconfiguration can be used in lieu of BGP route refresh capability. Selecting
this option enables local storage of all received routes and their attributes.
This requires additional memory on the BGP device.

When a soft reset (inbound) is performed on the neighbor device, the locally
stored routes are reprocessed according to the inbound policy. The BGP
neighbor connection is not affected.

Update Source

Select this option to allow internal BGP sessions to use any operational
interface for TCP connections. Use Update Source in conjunction with any
specified interface on the router. The loopback interface is the interface that is
most commonly used with this command. The use of loopback interface
eliminates a dependency and BGP does not have to rely on the availability of
a particular interface for making TCP connections. This setting is disabled by
default.
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Unsuppress Map

Enable this option to selectively advertise more precise routing information to
this neighbor. Use this in conjunction with the Route Aggregate option.
The route aggregate command creates a route map with a IP/mask address
that consolidates the subnets under it. This enables a reduction in number of
route maps on the BGP device to one entry that encompasses all the different
subnets. Use Unsuppress Map to selectively allow/deny a subnet or a
set of subnets.

Use the Create icon to create a new route map. Use the Edit icon to edit an
existing route map list after selecting it.

Weight

Select to set the weight of all routes learned from this BGP neighbor. Weight
is used to decide the preferred route when the same route is learned from
multiple neighbors. The highest weight is always chosen.

18 Configure or set the following Default Originate parameters. Default originate is used by the local

BGP router to send the default route 0.0.0.0 to its neighbor for use as a default route.

Enable Select to enable Default Originate on this BGP neighbor. This setting is
disabled by default.
Route Map Use the drop-down menu to select a route map (enhanced packet filter) to

use as the Default Originate route.

19 Configure or set the following Route Map parameters. This configures how route maps are applied

for this BGP neighbor.

Direction Use the drop-down menu to configure the direction on which the selected
route map is applied. Select one from in, out, export or import.
Route Map Use the drop-down menu to select the route map to use with this BGP

neighbor. Use the Create icon to create a new route map. Use the Edit icon
to edit an existing route map after selecting it.

20 Configure or set the following Distribute List parameters. Up to 2 distribute list entries can be

created.
Direction Use the drop-down menu to configure the direction on which the selected
IP access list is applied. Select either in or out.
Name Use the drop-down menu to select the route map to use with this BGP

neighbor. Use the Create icon to create a new IP Access.

21 Configure or set the following eBGP Multihop parameters. This configures the maximum number of
hops that can be between eBGP neighbors not directly connected to each other.

Enable

Select to enable eBGP Multihop on this BGP neighbor.

Max Hops

Set the maximum number of hops between eBGP neighbors not connected
directly. Select a value from 1- 255.

22 Configure or set the following Filter List parameters. Up to 2 filter list entries can be created.

Direction Use the drop-down menu to configure the direction on which the selected
AS Path list is applied. Select either in or out.
Name Use the drop-down menu to select the AS Path list to use with this BGP

neighbor. Use the Create icon to create a new AS Path list. Use the Edit icon
to edit an existing AS Path list after selecting it.

23 Configure or set the following Local AS parameters:

This is an experimental feature and its actual operation may be unpredictable.
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24

25

26

AS Number Specify the local Autonomous System (AS) number. Select from 1 -
4,294,967,295.
No Prepend Select to enable. When enabled, the local AS number is not prepended to

route updates from eBGP peers.

that can be received from a BGP

Configure or set the following Maximum Prefix value. This configures the maximum number of prefix

neighbor.

Prefix Limit

Sets the maximum number of prefix that can be received from a BGP
neighbor. Select from 1-4,294,967,295. Once this threshold is reached,
the BGP peer connection is reset.

Threshold Percent

Sets the threshold limit for generating a log message. When this percent
of the Prefix Limit is reached, a log entry is generated. For example, if the
Prefix Limit is set to 100 and Threshold Percent is set to 65, then after
receiving 65 prefixes, a log entry is created.

Restart Limit

Sets the number of times a reset BGP peer connection is restarted. Select
a value from 1- 65535.

Warning Only

Select to enable. When the number of prefixes specified in Prefix Limit
field is exceeded, the connection is reset. However, when this option is
enabled, the connection is not reset and an event is generated instead.
This setting is disabled by default.

Configure or set the following Prefix List parameters. Up to 2 prefix list entries can be created.
Direction Use the drop-down menu to configure the direction on which the selected
IP prefix list is applied. Select either in or out.
Name Use the drop-down menu to select the IP prefix list to use with this BGP

neighbor. Use the Create icon to create a new IP prefix list or select the
Edit icon to edit an existing IP prefix list after selecting it.

Set or override the following Timers for this BGP neighbor.
Keepalive Set the time duration in seconds for keepalive. The keep alive timer is used
to maintain connections between BGP neighbors. Set a value from 1 -
65,535 seconds.
Holdtime Set the time duration in seconds for the hold time.

27 Select OK to save the changes and overrides.
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28 Select the Experimental tab.
This is an experimental feature and its actual operation may be unpredictable.
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Figure 106: Border Gateway Protocol - Add/Edit - Neighbor - Experimental Tab

29 Set the following Experimental BGP neighbor parameters:

Activate Enable an address family for this neighbor. This setting is enabled by
default.
Attribute Unchanged AS-Path Select to enable propagating AS path BGP attribute unchanged to this

neighbor BGP device. This setting is enabled by default.

Attribute Unchanged Med Select to enable propagating MED BGP attribute unchanged to this
neighbor BGP device. This setting is enabled by default.

Attribute Unchanged Next Hop Select to enable propagating the next hop BGP attribute value
unchanged to this neighbor BGP device. This setting is enabled by
default.

Peer Group Set the peer group for this BGP neighbor device. Peer groups are a set of
BGP neighbors with the same update policies. This facilitates the updates
of various policies, such as, distribute lists and filter lists.

The peer group can be configured as a single entity. Any changes made
to the peer group is propagated to all members.
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Remove Private AS

Select this option to remove the private AS number from outbound
updates. Private AS numbers are not advertised to the Internet. This
option is used with external BGP (eBGP) peers only. The router removes
the AS numbers only if the update includes private AS numbers.

If the update includes both private and public AS numbers, the system
treats it as an error.

Route Reflector Client

Select this option to enable this BGP neighbor as a route reflector client
for the local router. Route reflectors control large numbers of iBGP
peering. Using route reflection, the number of iBGP peers is reduced. This
option configures the local BGP device as a route reflector and the
neighbor as its route reflector client. This setting is disabled by default.

Route Server Client

Select this option to enable this neighbor BGP device to act as a route
server client. This setting is disabled by default.

Strict Capability Match

Select this option to enable a strict capability match before allowing a
neighbor BGP peer to open a connection. When capabilities do not
match, the BGP connection is closed. This setting is disabled by default.

TCP Port

Select to enable configuration of non-standard BGP port for this BGP
neighbor. By default the BGP port number is 179. To configure a non
standard port for this BGP neighbor, use the control to set the port
number. Select a value from 1 - 65,535.

30 Configure or set the following Allowas In parameters.

This configures the PE (Provider Edge) routers to allow the re-advertisement of all prefixes
containing duplicate ASN. This creates a pair of VRF (VPN Routing/Forwarding) instances on each
PE router to receive and re-advertise prefixes. The PE router receives prefixes with ASNs from all PE
routers and advertises to its neighbor PE routers on one VRF. The other VRF receives prefixes with
ASNSs from the CE (Customer Edge) routers and re-advertises them to all PE routers in the

configuration.

Enable

Select this option to enable re-advertisement of all prefixes containing
duplicate ASNSs.

Allowed Occurrences

Set the maximum number of times an ASN is advertised. Select a value in
the rage 1-10.

31 Select OK to save the changes and overrides.

Select Reset to revert to the last saved configuration. Select Exit to close this window and go back

to the main screen.
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32 Select the Experimental tab from the BGP main screen.

This is an experimental feature and its actual operation may be unpredictable.
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Figure 107: Border Gateway Protocol - Experimental tab

33 Set the following Experimental BGP features:

Confederation Identifier

Enable and set a confederation identifier to allow an AS to be divided into
several ASs. This confederation is visible to external routers as a single AS.
Select a value from 1- 4,294,967,295.

Client to Client Reflection

Select to enable client-to-client route reflection. Route reflectors are used
when all iBGP speakers are not fully meshed. If the clients are fully meshed,
the route-reflectors are not required. The default is enabled.

Cluster ID

Select to enable and set a Cluster ID if the BGP cluster has more than one
route-reflectors. A cluster generally consists of a single router reflector and
its clients. The cluster is usually identified by the router ID of this single
route-reflector. Sometimes, to increase the redundancy, a cluster might have
more than one route-reflectors configured. In this case, all route-reflectors in
the cluster are identified by the Cluster ID. Select a value from 1 -
4,294,967,295.

Confederation Peers

Use this spinner to select the confederation members. Once selected, select
the Down Arrow button next to this control to add the AS as a
confederation member. Multiple AS configurations can be added to the list
of confederation members. To remove an AS as a confederation member,
select the AS from the list and select the Up Arrow button next to the list.
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34 Configure or set the following Bestpath parameter:

AS-Path Confed

Select this option to allow the comparison of the confederation AS path
length when selecting the best route. This indicates the AS confederation
path length must be used, if available, in the BGP path when deciding the
best path.

35 Configure or set the following Bestpath Med parameter:

Confed

Select to enable. Use this option to allow comparing MED when selecting
the best route when learned from confederation peers. This indicates that
MED must be used, when available, in the BGP best path when deciding the
best path between routes from different confederation peers.

36 Configure or set the following Dampening parameters

Dampening minimizes the instability caused by route flapping. A penalty is added for every flap in
the flapping route. As soon as the total penalty reaches the Route Suppress Limit value, the
advertisement of this route is suppressed. This penalty is delayed when the time specified in Half
Lifetime occurs. Once the penalty becomes lower than the value specified in Start Route Reuse, the
advertisement of the route is un-suppressed.

Enable Select to enable dampening on advertised routes. When this option is
selected, other configuration fields in this Dampening field are enabled.
This setting is disabled by default.

Half Lifetime Select to enable and configure the half lifetime value. A penalty is imposed

on a route that flaps. This is the time for the penalty to decrease to half its
current value. Set a value from 1- 45 in minutes. The default is 1 second.

Start Route Reuse

Select to enable and configure the route reuse value. When the penalty for
a suppressed route decays below the value specified in Start Route Reuse
field, the route is un-suppressed. Set a value from 1- 20000.

Route Suppress Limit

Select to enable and configure the maximum duration in minutes a
suppressed route is suppressed. This is the maximum duration for which a
route remains suppressed before it is reused. Set a value from 1- 255
minutes.

Start Route Suppress

Select to enable and configure the route suppress value. When a route
flaps, a penalty is added to the route. When the penalty reaches or exceeds
the value specified in Route Suppress Limit, the route is suppressed. Set a
value from 1-20000.

37 Configure or set the Graceful Restart parameters. This provides a graceful restart mechanism for a
BGP session reset in which the BGP daemon is not restarted, so that any changes in network
configuration that caused the BGP reset does not affect packet forwarding.

Enable

Select to enable a graceful restart on this BGP router. This section is
disabled by default.

Stalepath Time

Configure the maximum time to retain stale paths from restarting
neighbor. This is the time the paths from a restarting neighbor is
preserved. All stale paths, unless reinstated by the neighbor after
reestablishment, are deleted at the expiry of this timer value. Set a value

from 1- 3600 seconds.

38 Click OK to save the changes and overrides.

Click Reset to revert to the last saved configuration. Select Exit to close this window and go back to

the main screen.
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Forwarding Database Configuration

An Forwarding Database forwards or filter packets on behalf of the managing controller, service
platform or access point. The bridge reads the packet's destination MAC address and decides to either
forward the packet or drop (filter) it. If it's determined the destination MAC is on a different network
segment, it forwards the packet to the segment. If the destination MAC is on the same network
segment, the packet is dropped (filtered). As nodes transmit packets through the bridge, the bridge
updates its forwarding database with known MAC addresses and their locations on the network. This
information is then used to decide to filter or forward the packet.

To define a forwarding database configuration:

1

Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

Select a device from the list displayed.

The selected device's configuration screen displays.

Expand Profile Overrides — Network and select Forwarding Database.
The Forwarding Database configuration screen displays.

Aging Time

Bridge Aging Time @ 300 (0,10-1000000 seconds)

Static For wanding Table

MALC Address VLAN Id Interface Hame m
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Ll ]
+ Add Row

Figure 108: Network - Forwarding Database screen

Define a Bridge Aging Time from O, 10-1,000,000 seconds.

The aging time defines the length of time an entry will remain in the bridge’s forwarding table
before it is deleted due to lack of activity. If an entry replenishments a destination, generating
continuous traffic, this timeout value will never be invoked. However, if the destination becomes idle,
the timeout value represents the length of time that must be exceeded before an entry is deleted
from the forwarding table. The default setting is 300 seconds.
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Use the +Add Row button to create a new row within the Static Forwarding Table.

Set or override a destination MAC Address.

The bridge reads the packet's destination MAC address and decides to forward the packet or drop
(filter) it. If it's determined the destination MAC is on a different network, it forwards the packet to
the segment. If the destination MAC is on the same network segment, the packet is dropped
(filtered).

Define the target VLAN ID if the destination MAC is on a different network segment.

Provide an Interface Name used as the target destination interface for the target MAC address.
Click OK to save the changes.

Click Reset to revert to the last saved configuration.

Profile Overrides - Bridge VLAN

A VLAN (Virtual LAN ) is separately administrated virtual network within the same physical network.
VLANSs are broadcast domains defined within switches to allow control of broadcast, multicast, unicast,
and unknown unicast within a Layer 2 device.

To override an device profile's Bridge VLAN configuration:

1

Go to Configuration — Devices.

The Device Configuration screen displays. This screen lists wireless controllers, service platforms and
access points within the managed network.

Select a device from the list displayed.

The selected device's configuration screen displays.

Expand the Network node and select Bridge VLAN. The Bridge VLAN Main screen displays. This
screen displays existing Bridge VLAN configurations.

VLAN i) Description Edipe VLAN Mode Trust ARF Responses Trust DHCF Responses
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Device Configuration

4 Review the following VLAN configuration parameters to determine whether an update is warranted:

VLAN

Lists the numerical identifier defined for the Bridge VLAN when initially created. The
available range is from 1- 4095. This value cannot be modified during the edit process.

Description

Lists a description of the VLAN assigned when it was created or modified. The description
should be unique to the VLAN's specific configuration and help differentiate it from other
VLANSs with similar configurations.

Edge VLAN
Mode

Defines whether the VLAN is currently in edge VLAN mode. A green checkmark defines the
VLAN as extended. An edge VLAN is the VLAN where hosts are connected. For example, if
VLAN 10 is defined with wireless clients, and VLAN 20 is where the default gateway resides,
VLAN 10 should be marked as an edge VLAN and VLAN 20 shouldn't. When defining a
VLAN as an edge VLAN, the firewall enforces additional checks on hosts in that VLAN. For
example, a host cannot move from an edge VLAN to another VLAN a