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Preface

This section discusses th
other Extreme Networks

Text Conventions

e conventions used in this guide, ways to provide feedback, additional help, and
° publications.

The following tables list text conventions that are used throughout this guide.

Table 1: Notice Icons

Icon Notice Type Alerts you to...

= General Notice  Helpful tips and notices for using the product.
‘ Note Important features or instructions.

|

=

Caution Risk of personal injury, system damage, or loss of data.

AN
i&j Warning Risk of severe personal injury.

New! New Content Displayed next to new content. This is searchable text within the PDF.

Table 2: Text Conventions

Convention

Description

Screen displays

This typeface indicates command syntax, or represents information as it appears on the
screen.

The words enter and
type

When you see the word “enter” in this guide, you must type something, and then press
the Return or Enter key. Do not press the Return or Enter key when an instruction
simply says “type.”

[Key] names

Key names are written with brackets, such as [Return] or [Esc]. If you must press two
or more keys simultaneously, the key names are linked with a plus sign (+). Example:
Press [CtrI]+[Alt]+[Del]

Words in italicized type

ltalics emphasize a point or denote new terms at the place where they are defined in
the text. Italics are also used when referring to publication titles.

Platform-Dependent Conventions

Unless otherwise noted, all information applies to all platforms supported by ExtremeXOS software,

which are the following:

e ExtremeSwitching” switches

e Summit” switches
e SummitStack™

Access Point for version 7.2.1
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When a feature or feature implementation applies to specific platforms, the specific platform is noted in
the heading for the section describing that implementation in the ExtremeXOS command
documentation (see the Extreme Documentation page at www.extremenetworks.com/
documentation/). In many cases, although the command is available on all platforms, each platform
uses specific keywords. These keywords specific to each platform are shown in the Syntax Description
and discussed in the Usage Guidelines sections.

Providing Feedback to Us

Quality is our first concern at Extreme Networks, and we have made every effort to ensure the accuracy
and completeness of this document. We are always striving to improve our documentation and help
you work better, so we want to hear from you! We welcome all feedback but especially want to know
about:

e Content errors or confusing or conflicting information.

¢ |deas for improvements to our documentation so you can find the information you need faster.
e Broken links or usability issues.

If you would like to provide feedback to the Extreme Networks Information Development team, you can
do so in two ways:

e Use our short online feedback form at https://www.extremenetworks.com/documentation-
feedback/.

e Email us at documentation@extremenetworks.com.

Please provide the publication title, part number, and as much detail as possible, including the topic
heading and page number if applicable, as well as your suggestions for improvement.

Getting Help

If you require assistance, contact Extreme Networks using one of the following methods:

Extreme Search the GTAC (Global Technical Assistance Center) knowledge base, manage support cases
Portal and service contracts, download software, and obtain product licensing, training, and
certifications.

The Hub A forum for Extreme Networks customers to connect with one another, answer questions, and
share ideas and feedback. This community is monitored by Extreme Networks employees, but is
not intended to replace specific guidance from GTAC.

Call GTAC For immediate support: 1-800-998-2408 (toll-free in U.S. and Canada) or +1 408-579-2826. For
the support phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:

* Your Extreme Networks service contract number and/or serial numbers for all involved Extreme
Networks products

e A description of the failure
e A description of any action(s) already taken to resolve the problem

e A description of your network environment (such as layout, cable type, other relevant environmental
information)

e Network load at the time of trouble (if known)
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e The device history (for example, if you have returned the device before, or if this is a recurring
problem)
e Any related RMA (Return Material Authorization) numbers

Subscribing to Service Notifications

You can subscribe to email notifications for product and software release announcements, Vulnerability
Notices, and Service Notifications.

1 Go to www.extremenetworks.com/support/service-notification-form.
2 Complete the form with your information (all fields are required).
3 Select the products for which you would like to receive notifications.

Note
L‘ You can modify your product selections or unsubscribe at any time.

4 Click Submit.

Documentation and Training

To find Extreme Networks product guides, visit our documentation pages at:

Current Product Documentation www.extremenetworks.com/documentation/

Archived Documentation (for earlier www.extremenetworks.com/support/documentation-archives/
versions and legacy products)

Release Notes www.extremenetworks.com/support/release-notes
Hardware/Software Compatibility Matrices https://www.extremenetworks.com/support/compatibility-matrices/

White papers, data sheets, case studies, https://www.extremenetworks.com/resources/
and other product resources

Training

Extreme Networks offers product training courses, both online and in person, as well as specialized
certifications. For more information, visit www.extremenetworks.com/education/.

Access Point for version 7.2.1 / 8
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1 About this Guide

This manual describes how to use the Graphical User Interface (GUI) to configure settings required to
deploy Extreme Networks access points within a WiNG 7.2.1 managed network.

The WING 7.2.1 software supports the following access points and service platforms:

e Access Points (802.11ax) — AP505i, AP510i, AP510e, AP560i, AP560h

e Access Points (802.11ac) — AP7522, AP7532, AP7562, AP7612, AP7632, AP7662, AP8432, AP8533
e Service Platforms — NX5500, NX7500, NX9500, NX9600, VX9000

Note
6 The 802.11ax model access points are a part of the ExtremeWireless OmniEdge line of
products.

The WING 7.X.X software supports the following AP5xx model APs:
e AP560h - This is a dual-radio, cloud-ready, stadium optimized, Wi-Fi 6, 802.11ax outdoor access

point with eight internal antennas, supporting two software selectable 30 degree and 70 degree
directional antennas. It is ideally suited for high-density user environments, such as stadiums, large
public venues, convention centers and school auditoriums. The AP560h offers flexible deployment
options and can be mounted under a seat, to a pole, and a wall, thereby ensuring exceptional mobile
user experience.

e AP560i - This is a cloud-ready, stadium optimized, Wi-Fi 6, 802.11ax outdoor access point with two
internal antenna. It is ideally suited for high-density user environments, such as stadiums, large
public venues, convention centers and school auditoriums. The AP560i offers flexible deployment
options and can be mounted under a seat, to a pole, and a wall, thereby ensuring exceptional mobile
user experience.

e AP510e - This is a next generation, enterprise-class 802.11ax access point. The AP features a dual-
band radio, a band locked radio, and comes with eight (8) Wi-Fi external antennas and one
Bluetooth Low Energy (BLE) antenna.

e AP510i - This is a next generation, enterprise-class 802.11ax access point. The “i” in AP510i indicates
that it comes with internal antennas. The AP features a dual-band radio, a band locked radio, and
comes with eight (8) Wi-Fi internal antennas and one BLE antenna.

e APS505i - This is a next generation, enterprise-class 802.11ax access point. The “i” in AP505i indicates
that it comes with internal antennas. The AP505i can be used in stadiums, public venues such as
hospitals and hotels, retail industry, and educational institutions. The 802.11ax technology supports
more users and internet of things (loT) devices.

Notational Conventions

The following notational conventions are used in this document:

e |talics are used to highlight specific items in the general text, and to identify chapters and sections in
this and related documents

Access Point for version 7.2.1 / 9
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e Bullets () indicate;
* lists of alternatives
* lists of required steps that are not necessarily sequential
* Qaction items
e Sequential lists (those describing step-by-step procedures) appear as numbered lists

Access Point for version 7.2.1 / 10



2 Introduction

This chapter provides a general overview of the WING 7.X.X operating system.

WING 7.1.X Operating System Overview

The WING 7 operating system is a solution designed for 802.11n, 802.11ac and 802.11ax networking. It is a
convergence of the legacy ExtremeWireless™ WING (5.9.X) and ExtremeWireless™ (10.X) wireless
operating systems. It offers a high-level of flexibility and scalability covering both campus and
distributed modes of deployment.

WING 7.1.X brings together the following key benefits of both deployment topologies under one fold:
* ExtremeWireless - The ExtremeWireless software provides a secure, highly scalable, cost-effective
solution based on the IEEE 802.11 standard. The system is intended for enterprise networks
operating on multiple floors in more than one building, and is ideal for public environments, such as
airports and convention centers that require multiple access points. It is an ideal solution for high-
density, campus and stadium deployments. It is well suited to meet the needs of enterprises in the
education, healthcare, sports and entertainment verticals. The ExtremeWireless OS key strengths
are:
* Extensive Policy Framework
» Contextual Device and Application Control
* Application Visibility & Control with Analytics

» BYOD - Single SS/D with Programmable Data Path

* Voice & Video Optimized with Seamless Roaming

*  ExtremeWireless WING - The WiNG architecture is a solution designed for 802.11n and 802.11ac
networking. It is designed for standalone or distributed hierarchical networks. The ExtremeWireless
WING software distributes intelligence right to the network edge, empowering every controller and
access point with the intelligence needed to be network-aware, able to identify and dynamically
route traffic over the most efficient path available at that time. It is highly scalable and well suited to
meet the needs of large, geographically distributed enterprises. It is an ideal wireless networking
solution for the retail, manufacturing, transportation & logistics, and hospitality verticals. The
ExtremeWireless OS key strengths are:
o Simple Guest Access with Analytics
* Contextual Application Control
* Advanced Diagnostics and Remote Troubleshooting
* Intrusion, Compliance and Wi-Fi Forensics
* Scale-out 1000s of APs with Rapid Rollout
+ Self-tuning RF (Smart-RF)

* Distributed Service Intelligence

Access Point for version 7.2.1 / n
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Going forward, this unified, common, wireless, infrastructure WiNG 7.1 OS will power both
ExtremeWireless and ExtremeWireless WING product families. The WING 7.2.1 OS supports the
following platforms:

* Access Points (802.11ax) — AP505i, AP510i, AP510e, AP560i, AP560h

e Access Points (802.11ac) — AP7522, AP7532, AP7562, AP7612, AP7632, AP7662, AP8432, AP8533
e Service Platforms — NX5500, NX7500, NX9500, NX9600, VX9000

Dual Mode Capability

The WING 7 AP5XX (AP505, AP510 and AP560) model access points have the capability of operating in
the Distributed and Centralized modes. For a newly-manufactured, out-of-the-box AP5XX
model access point the mode of operation is not specified.

0 Note
JJ For more information, see Dual Mode Capability.

AP560h Specifications

The enterprise class 802.11ax AP560h access point has the following features:
* Radios: 2 radios; 110T radio (2.4 GHz).

e Console Port: RJ45.

e Two Ethernet Ports:

«  GE1-10/100/1000/2500/5000 Mbps auto-negotiation Ethernet port, RJ45, with Power over
Ethernet (PoE) In

«  GE2-10/100/1000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
e [ EDs: 2 - All LEDs will be on during reset
* One Reset button
e Power: PoE 802.3af; 12VDC external power in connector.
* Antennas:
« Eight WiFiinternal antennas, supporting the following internal antenna modes:
30 degree
70 degree
* OneBLE internal antenna

AP560i Specifications

The enterprise class 802.11ax AP560i access point has the following features:

* Radios: 2 radios; 110T radio (2.4 GHz).

e Console Port: RJ45.

* Two Ethernet Ports:
«  GE1-10/100/1000/2500/5000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
*  GE2-10/100/1000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In

e | EDs: 2 - All LEDs will be on during reset

* One Reset button

Access Point for version 7.2.1 / 12
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e Power: PoE 802.3af; 12VDC external power in connector.
* Antennas:

* Eight WiFiinternal antennas

* OneBLE internal antenna

AP510e Specifications

The enterprise class 802.11ax AP510e access point has the following features:
* Radios: 2 radios; 110T radio (2.4 GHz).
e Console Port: RJ45.
* Two Ethernet Ports:
«  GET-10/100/1000/2500/5000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
*  GE2-10/100/1000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
e | EDs: 6 - All LEDs will be on during reset
* One Reset button
e Power: PoE 802.3af; 12VDC external power in connector.
* Antennas:
+ Eight WiFi external antennas
* OneBLE internal antenna

AP510i Specifications

The enterprise class 802.11ax AP510i access point has the following features:
e Radios: 2 radios; 110T radio (2.4 GHz).
e (Console Port: RJ45.
e Two Ethernet Ports:
«  GE1-10/100/1000/2500/5000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
«  GE2-10/100/1000 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
e LEDs: 6 - All LEDs will be on during reset
* One Reset button
e Power: PoE 802.3af; 12VDC external power in connector.
* Antennas:
* Eight WiFi internal antennas
* OneBLE internal antenna

AP505i Specifications

The enterprise class 802.11ax AP505i access point has the following features:
* Radios: 2 radios (one band locked at 2.4 GHz and the other band at 5 GHz); 10T radio (2.4 GHz)
e Console port: RJ45
e Two Ethernet ports:
* GE1-10/100/1000/2500 Mbps auto-negotiation Ethernet port, RJ45, with PoE In
¢ GE2-10/100/1000 Mbps auto-negotiation Ethernet port, RJ45, with NO PoE
e | EDs: 6 LEDs; all LEDs will be on during reset

Access Point for version 7.2.1 / 13
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e One reset button
e Power: PoE 802.3af; 12VDC external power in connector
* Antennas:

* Eight WiFiinternal antennas

* OneBLE internal antenna

Note
e For more information on the AP505i, AP510i/e and AP560i/h, refer to the respective
installation guides, available at https://extremenetworks.com/documentation.

About the WING Software

Extreme Networks” WING operating system is the next generation in the evolution of WLAN
architectures. This OS is designed to scale efficiently from the smallest networks to large, geographically
dispersed deployments. The co-operative, distributed control plane innovation in the WiNG architecture
offers a software-defined networking (SDN)-ready operating system that can distribute controller
functionality to every access point in your network. Now, every access point is network aware, providing
the intelligence required to truly unleash optimal performance, all wireless LAN infrastructure can work
together to ensure every transmission is routed through the most efficient path, every time.

The WING OS brings you the resiliency of a standalone access point network without the vulnerability of
a centralized controller, with advancements that take performance, reliability, security, scalability and
manageability to a new level. The result? Maximum network uptime and security with minimal
management. And true seamless and dependable mobility for your users.

WING OS advances the following technology:

Comprehensive Wi-Fi support - WING supports all Wi-Fi protocols, including 802.11a/b/g/n/ac/ax,
allowing you to create a cost-effective migration plan based on the needs of your business.

Extraordinary scalability - With WING, you can build any size network, from a small WLAN network in a
single location to a large multi-site network that reaches all around the globe.

Extraordinary flexibility - No matter what type of infrastructure you deploy, WiNG OS delivers
intelligence to all: standalone independent access points or adaptive access points that can be adopted
by a controller but can switch to independent mode; virtual controllers; physical controllers in branch
offices, the NOC (network operating center) or the cloud.

Distributed intelligence - WiNG distributes intelligence right to the network edge, empowering every
controller and access point with the intelligence needed to be network-aware, able to identify and
dynamically route traffic over the most efficient path available at that time.

Extraordinary network flexibility and site survivability - WiNG provides the best of both worlds: true
hierarchical management that delivers a new level of management simplicity and resiliency by enabling
controllers to adopt and manage other controllers and access points, while allowing adopted
infrastructure to also stand on its own.

Gap-free security - When it comes to security, there can be no compromises. WiNG’s comprehensive
security capabilities keep your network and your data safe, ensuring compliance with PCl, HIPAA and
other government and industry security regulations.

Access Point for version 7.2.1 / 14
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Connectivity for large indoor and outdoor spaces - In addition to enabling a robust indoor WLAN, our
patented MeshConnex™ technology enables the extension of Wi-Fi networks to the largest of outdoor
spaces from an expansive outdoor campus environment to an entire city.

Powerful centralized management - With WiNG you get complete control over every aspect of your
WLAN. This single powerful windowpane enables zero touch infrastructure deployment, rich analytics
that can help you recognize and correct brewing issues before they impact service quality and user
connectivity, along with centralized and remote troubleshooting and issue resolution of the entire
network.

Application visibility and control -

With WING you get visibility & control over layer-7 applications with an embedded Deep Packet
Inspection DPI engine that inspects every flow of every user at the access point. The embedded DPI
engine in the WiNG OS is capable of detecting and identifying thousands of applications real time. You
can configure your access points to report this real-time, network statistics to the Extreme NSight.
Network administrators can get in-depth insight into every dimension of the network including layer-7
application visibility, client devices, device & OS types and users. Administrators can discern, at a glance,
the top applications by usage or by count at every level of the network from site level to access points
and clients. In addition to detection, firewall and QoS policies can leverage the application context to
enforce policies.

Distributed Intelligence

WING OS enables all WLAN infrastructure with the intelligence required to work together to determine
the most efficient path for every transmission. The need to route all traffic through a controller is
eliminated, along with the resulting congestion and latency, resulting in higher throughput and superior
network performance. Since all features are available at the access layer, they remain available even
when the controller is offline, for example, due to a WAN outage, ensuring site survivability and
extraordinary network resilience. In addition, you get unprecedented scalability, large networks can
support as many as 10,000 nodes without impacting throughput or manageability, providing
unprecedented scalability.

High Availability Networks

The WING OS enables the creation of highly reliable networks, with several levels of redundancy and
failover mechanisms to ensure continuous network service in case of outages. APs in remote sites
coordinate with each other to provide optimized routing and self-healing, delivering a superior quality
of experience for business critical applications. Even when WING site survivable APs lose
communication with the controller, they continue to function, able to bridge traffic while still enforcing
QoS and security policies, including stateful inspection of Layer2 (locally bridged) or Layer 3 traffic.

Gap-free Security

When it comes to wireless security, one size does not fit all. A variety of solutions are required to meet
the varying needs and demands of different types of organizations. Regardless of the size of your
WLAN or your security requirements, our tiered approach to security allows you to deploy the features
you need to achieve the right level of security for your networks and your data. And where a hub-and-
spoke architecture can’t stop threats until they reach the controller inside your network, WiNG OS
distributes security features to every access point, including those at the very edge of your network,
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creating an around-the-clock constant network perimeter guard that prevents threats from entering
your network for unprecedented gap free security.

Outdoor Wireless and Mesh Networking

When you need to extend your wireless LAN to outdoor spaces, our patented MeshConnex technology
combines with comprehensive mesh networking features to enable you to create secure, high
performance, flexible and scalable mesh networks. With our mesh technology, you can cover virtually
any area without installing cabling, enabling the creation of cost-effective outdoor wireless networks
that provide coverage to enterprise workers in vast campus-style environments as well as public safety
personnel in patrol cars.

Network Services, Routing and Switches

The WING OS integrates network services like built-in DHCP server, AAA server and routing protocols
like policy based routing and OSPF, Layer 2 protocols like MSTP and Link Aggregation. Integration of
services and routing/ switching protocols eliminates the need for additional servers or other networking
gear in small offices thereby reducing Total Cost of Ownership (TOC). In large networks, where such
services are deployed on a dedicated server/ router at the NOC, this provides a backup solution for
remote sites when the WAN link to the NOC is temporarily lost. Integrating also provides the added
benefit of coordination across these services on failover from primary to standby, assisting a more
meaningful behavior, rather than when each fails over independently of the other for the same root
cause.

Management, Deployment and Troubleshooting

The WING OS is a comprehensive, end-to-end management system that covers deployment through
day-to-day management. You get true zero-touch deployment for access points located anywhere in
the world, the simplicity of a single window into the entire network, plus the ability to remotely
troubleshoot and resolve issues. And since our management technology is manufacturer-agnostic, you
can manage your Extreme Networks WLAN infrastructure as well as any legacy equipment from other
manufacturers, allowing you to take advantage of our advanced WLAN infrastructure without requiring
a costly rip and replace of your existing WLAN.
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3 Web Ul Features

The access point’s on board user interface contains a set of features specifically designed to enable
either Virtual Controller AP, Standalone AP or Adopt to Controller functionality. In Virtual Controller AP
mode, an access point can adopt and manage other access points. With the introduction of
Heterogeneous AP management, access points are able to adapt and manage different types of AP
model when functioning as a virtual controller. In Standalone mode, an access point functions as an
autonomous, non adopted, access point servicing wireless clients. If adopted to controller, an access
point is reliant on its connected controller for its configuration and management.

For information on how to access and use the Web Ul, see:
e Accessing the Web Ul on page 17.
e (lossary of [cons Used on page 19.

Accessing the Web Ul

Access points, controllers and service platforms use a GUI that can be accessed using any supported
Web browser on a client connected to the subnet the Web Ul is configured on.

Browser and System Requirements

To access the GUI, a browser supporting Flash Player 11is recommended. The system accessing the GUI
should have a minimum of 1 GB of RAM for the Ul to display and function properly, with the exception of
NX service platforms, which require 4 GB of RAM. The Web Ul is based on Flex, and does not use Java
as the underlying Ul framework. A resolution of 1280 x 1024 pixels for the GUI is recommended.

The following browsers are required to access the WiING Web Ul:
e Firefox 3.5 or higher

e |nternet Explorer 7 or higher

e Google Chrome 2.0 or higher

e Safari 3 and higher

e QOpera 9.5 and higher

Note
6 Throughout the Web Ul, leading and trailing spaces are not allowed in any text fields. In
addition, the “?” character is also not supported in text fields.
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Connecting to Web Ul

Follow the steps below to connect to an access point's (AP's) Web Ul for the first time:

1 Connect one end of an Ethernet cable to the AP's LAN port and connect the other end to a
computer with a working Web browser.

2 Set the computer to use an IP address between 192.168.0.10 and 192.168.0.250 on the connected
port. Set a subnet/network mask of 255.255.255.0.

The AP's IP address is optimally provided using DHCP. A zero config IP address can also be derived if
DHCP resources are unavailable. Using zero config, the last two octets in the IP address are the
decimal equivalent of the last two bytes in the access point’s hard-coded MAC address.

Deriving the AP's IP address using its MAC address.

If the AP's hard-coded MAC address is 00:C0:23:00:F0:0A, follow the steps below to derive the AP's
Zero-config IP address:

a

On your computer, open the Windows calculator. To access the calculator, click Start — All
Programs — Accessories — Calculator. This path may vary depending on the version of
Windows running on your computer.

With the Calculator displayed, select View — Scientific or View — Programmer depending on
the version of Windows running on your computer.

Select the Hex radio button.

Enter the penultimate octet of the AP's MAC address. In this example, the AP's MAC address is:
00:C0:23:00:F0.0A. Enter FO.

Select the Dec radio button. The calculator converts FO into 240.

Repeat this process for the last octet in the AP's MAC address. Enter A, and select Dec. The
calculator converts A into 10.

The AP's zero-config IP address is: 169.254.240.10

3 Once obtained, point the Web browser to the access point’s IP address. The following login screen
displays:

The Web Ul login dialog displays:

Uisarname

I W

B 2004-20 10, Symbol Technologies, Inc. AN righis meserved.

Figure 1: Web Ul Login Screen

4  Enter the default username admin in the Username field.
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5

Enter the default password admin123 in the Password field.

When logging in for the first time, you will be prompted to change the password to enhance device
security. Set the new password and use it for subsequent logins.

Click the Login button to load the device's (access point, wireless controller or service platform)
management interface.

If you are powering-up the AP for the first time, the AP's management Ul opens, and the Initial
Setup Wizard dialog pops up. Use this wizard to configure the basic settings required to get the AP
up and running. For more information on using the Initial Setup Wizard, see Using the Initial Setup
Wizard on page 25.

The AP's Initial Setup Wizard:
Figure 2: The Initial Setup Wizard

i sepwa s o x

Navigation Panel Introduction

+" Introduction E Function Highlight

1 Access Point Settings
= Access Point Settings: Virlual Controller AP, Standalone AP, or Dependent AP

L Metwork Topalogy = Netwaork Topology: Bridge or Rouler Operation
ﬂ LAN Configuration = LAN Configuration
= Radio Configuration
=E Yese LA aslup = WaN Configuration
| Summary and Commit * Wireless LAN Setup
= Location, Country Code, Time Zone, Date and Time

= Summary and SaweCommil

Choose One Type to Setup the Access Point

(#) Typical Setup (Recommended)

- Thew Eard Uses as many defaul parameters as poss bie 10 5 mpily the configuration proc ess.
() Advanced Setup

- With this Sefection, Vou may ¢onfigure the LAN, WAN, Radio Mapping, RADILIS Server, WLAN, efc

Glossary of Icons Used

The Ul uses a number of icons used to interact with the system, gather information, and obtain status
for the entities managed by the system. This chapter is a compendium of the icons used. This chapter is
organized as follows:

Global Icons

Dialog Box Icons
Table Icons

Status Icons
Configurable Objects
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e Configuration Objects

e Configuration Operation Icons
e Access Type lcons

e Administrative Role Icons

¢ Device lcons

Global Icons

This section lists global icons available throughout the interface.

Logout - Select this icon to log out of the system. This icon is always available and is located at the top
right corner of the Ul.

Add - Select this icon to add a row in a table. When selected, a new row is created in the table or a
dialog box displays where you can enter values for a particular list.

Delete - Select this icon to remove a row from a table. When selected, the selected row is deleted.

More Information - Select this icon to display a pop up with supplementary information that may be
available for an item.

Trash - Select this icon to remove a row from a table. When selected, the row is immediately deleted.

Create new policy - Select this icon to create a new policy. Policies define different configuration
parameters that can be applied to individual device configurations, profiles and RF Domains.

18k

Edit policy - Select this icon to edit an existing configuration item or policy. To edit a policy, select a
policy and this icon.

Dialog Box Icons

These icons indicate the current state of various controls in a dialog. These icons enables you to gather
the status of all the controls in a dialog. The absence of any of these icons next to a control indicates the
value in that control has not been modified from its last saved configuration.

I

Entry Updated - Indicates a value has been modified from its last saved configuration.

Entry Update - States that an override has been applied to a device profile configuration.

Mandatory Field - Indicates this control value is a mandatory configuration item. You are not allowed to
proceed further without providing all mandatory values in this dialog.

Error in Entry - Indicates there is an error in a supplied value. A small red popup provides a likely cause
of the error.

Table Icons

The following two override icons are status indicators for transactions:

Access Point for version 7.2.1 / 20



Web Ul Features

Table Row Overridden - Indicates a change (profile configuration override) has been made to a table
row and the change will not be implemented until saved. This icon represents a change from this
device’s profile assigned configuration.

Table Row Added - Indicates a new row has been added to a table and the change is not implemented
until saved. This icon represents a change from this device’s profile assigned configuration.

Status Icons

These icons indicate device status, operations, or any other action that requires a status returned to the

user.

Fatal Error - States there is an error causing a managed device to stop functioning.

&

Error - Indicates an error exits requiring intervention. An action has failed, but the error is not system
wide.

Warning - States a particular action has completed, but errors were detected that did not prevent the
process from completing. Intervention might still be required to resolve subsequent warnings.

Success - Indicates everything is well within the network or a process has completed successfully
without error.

@
+

Information - This icon always precedes information displayed to the user. This may either be a message
displaying progress for a particular process, or just be a message from the system.

Configurable Object Icons

These icons represent configurable items within the Ul.

A

Device Configuration - Represents a configuration file supporting a device category (access point,
wireless controller etc.).

S

Auto Provisioning Policy - Represents a provisioning policy. Provisioning policies are a set of
configuration parameters that define how access points and wireless clients are adopted and their
management configuration supplied.

Critical Resource Policy - States a critical resource policy has been applied. Critical resources are
resources whose availability is essential to the network. If any of these resources is unavailable, an
administrator is notified.

Wireless LANs - States an action impacting a managed WLAN has occurred.

WLAN QoS Policy - States a quality of service policy (QoS) configuration has been impacted.

Radio QoS Policy - Indicates a radio’s QoS configuration has been impacted.

AAA Policy - Indicates an Authentication, Authorization and Accounting (AAA) policy has been
impacted. AAA policies define RADIUS authentication and accounting parameters.

Association ACL - Indicates an Access Control List (ACL) configuration has been impacted. An ACL is a
set of configuration parameters either allowing or denying access to network resources.
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g

Smart RF Policy - States a Smart RF policy has been impacted. Smart RF enables neighboring access
point radios to take over for an access point radio if it becomes unavailable. This is accomplished by
increasing the power of radios on nearby access points to compensate for the coverage hole created by
the non-functioning access point.

Profile - States a device profile configuration has been impacted. A profile is a collection of
configuration parameters used to configure a device or a feature.

Bridging Policy - Indicates a bridging policy configuration has been impacted. A bridging policy defines
which VLANSs are bridged, and how local VLANSs are bridged between the wired and wireless sides of
the network.

=

RF Domain - States an RF Domain configuration has been impacted.

B

Firewall Policy - Indicates a firewall policy has been impacted. Firewalls provide a barrier that prevents
unauthorized access to resources while allowing authorized access to external and internal resources.

IP Firewall Rules - Indicates an IP firewall rule has been applied. An IP based firewall rule implements
restrictions based on the IP address in a received packet.

MAC Firewall Rules - States a MAC based firewall rule has been applied. A MAC based firewall rule
implements network allowance restrictions based on the MAC address in a received data packet.

fix

Wireless Client Role - Indicates a wireless client role has been applied to a managed client. The role
could be either sensor or client.

o

WIPS Policy - States the conditions of a WIPS policy have been invoked. WIPS prevents unauthorized
access to the network by checking for (and removing) rogue access points and wireless clients.

ik

Device Categorization - Indicates a device categorization policy has been applied. This is used by the
intrusion prevention system to categorize access points or wireless clients as either sanctioned or
unsanctioned devices. This enables devices to bypass the intrusion prevention system.

ey

Captive Portals - States a captive portal is being applied. Captive portal is used to provide temporary
controller, service platform or access point access to requesting wireless clients.

H .
|
—,

DNS Whitelist - A DNS whitelist is used in conjunction with captive portal to provide access to
requesting wireless clients.

DHCP Server Policy - Indicates a DHCP server policy is being applied. DHCP provides IP addresses to
wireless clients. A DHCP server policy configures how DHCP provides IP addresses.

RADIUS Group - Indicates the configuration of RADIUS group has been defined and applied. A RADIUS
group is a collection of RADIUS users with the same set of permissions.

P B

RADIUS User Pools - States a RADIUS user pool has been applied. RADIUS user pools are a set of IP
addresses that can be assigned to an authenticated RADIUS user.

i

RADIUS Server Policy - Indicates a RADIUS server policy has been applied. A RADIUS server policy is a
set of configuration attributes used when a RADIUS server is configured for AAA.

£

Management Policy - Indicates a management policy has been applied. Management policies configure
access control, authentication, traps and administrator permissions.

olo

BGP - Border Gateway Protocol (BGP) is an inter-ISP routing protocol which establishes routing
between ISPs. ISPs use BGP to exchange routing and reachability information between Autonomous
Systems (AS) on the Internet. BGP makes routing decisions based on paths, network policies and/or
rules configured by network administrators.

Configuration Object Icons

These configuration icons are used to define the following:

Access Point for version 7.2.1 / 22




Web Ul Features

Configuration - Indicates an item capable of being configured by an interface.

View Events / Event History - Defines a list of events. Click this icon to view events or view the event
history.

Core Snapshots - Indicates a core snapshot has been generated. A core snapshot is a file that records
status events when a process fails on a wireless controller or access point.

Panic Snapshots - Indicates a panic snapshot has been generated. A panic snapshot is a file that records
status when a wireless controller or access point fails without recovery.

Ul Debugging - Select this icon/link to view current NETCONF messages.

View Ul Logs - Select this icon/link to view the different logs generated by the Ul, FLEX and the error
logs.

Configuration Operation lcons

The following operations icons are used to define configuration operations:

B

Revert - When selected, any unsaved changes are reverted to their last saved configuration settings.

S
u

Commit - When selected, all changes made to the configuration are written to the system. Once
committed, changes cannot be reverted.

=

Commit and Save - When selected, changes are saved to the configuration.

Access Type Icons

The following icons display a user access type:

Web Ul - Defines a Web Ul access permission. A user with this permission is permitted to access an
associated device’'s Web Ul.

i

Telnet - Defines a TELNET access permission. A user with this permission is permitted to access an
associated device using TELNET.

By

SSH - Indicates a SSH access permission. A user with this permission is permitted to access an
associated device using SSH.

[

Console - Indicates a console access permission. A user with this permission is permitted to access an
associated device using the device’s serial console.

Administrative Role Icons

The following icons identify the different administrative roles allowed on the system:

Superuser - Indicates superuser privileges. A superuser has complete access to all configuration aspects
of the connected device.

System - States system user privileges. A system user is allowed to configure general settings, such as
boot parameters, licenses, auto install, image upgrades etc.
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E% Network - Indicates network user privileges. A network user is allowed to configure wired and wireless
parameters, such as IP configuration, VLANS, L2/L3 security, WLANs and radios.
c:; Security - Indicates security user privileges. A security level user is allowed to configure all security

related parameters.

E Monitor - Defines a monitor role. This role provides no configuration privileges. A user with this role can
view the system configuration but cannot modify it.

f"a Help Desk - Indicates help desk privileges. A help desk user is allowed to use troubleshooting tools like
sniffers, execute service commands, view or retrieve logs. However, help desk personnel are not allowed
to conduct controller or service platform reloads.

-rﬁ Web User - Indicates a web user privilege. A Web user is allowed accessing the device’s Web Ul.

Device Icons

The following icons represent the different device types managed by the system:

w System - This icon represents the entire WIiNG supported system, and all of its member controller,
service platform or access points that may be interacting at any one time.

Cluster - This icon represents a cluster. A cluster is a set of wireless controllers or service platforms
working collectively to provide redundancy and load sharing amongst its members.

< Service Platform - This icon indicates an NX 5500, NX 7500, NX 9500 or NX 9600 series service
platform that’s part of the managed network

$ Wireless Controller - This icon indicates a wireless controller that’s not part of the managed network.
;;;ﬂ Wireless Controller - This icon indicates a wireless controller that’s part of the managed network.

Ly Access Point - This icon lists any access point that’s part of the managed network.

B
ﬁ Wireless Client - This icon defines any wireless client connection within the network.
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Quick Start

Using the Initial Setup Wizard

WING access points utilize an initial setup wizard to streamline getting on the network for the first time.
This wizard configures location, network and WLAN settings and assists in the discovery of access
points and their connected clients.

Using the Initial Setup Wizard

This chapter describes how to use the Initial Setup Wizard to bring up an access point (AP), with
minimal configurations, to access the wireless network. When bringing up an AP for the first time, use
the wizard to define the AP’s basic, required settings, such as operational mode, deployment location,
basic security, network and WLAN settings. Once the AP is up and running, use the AP's GUI to
configure the remaining, advanced, user-interface functionalities.

To bring up an AP for the first time, follow the steps below:

1

Install and power up the AP.

For more information, see Connecting to Web Ul on page 18.
Point the Web browser to the AP's IP address.

The AP's Web Ul login screen displays.

& 2004-20 0. Symbol Technologies, Inc. AN righis meserved.

Enter the default user name admin in the User name field.
Enter the default password admin123 in the Password field.

; Note
1 When logging in for the first time, you will be prompted to change the password. Set a
new password and use it for subsequent logins.

The AP's management interface Ul displays, and the Initial Setup Wizard landing page pops up.
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-

Navigation Panel Introduction

«" Introduction [5] Function Highlignt

I Access Point Settings
= Access Point Settings: Virtual Controlier AP, Standalone AP, or Dependent AP

L Network Topology = Network Topology. Bridge or Rouler Operation
§4 LAN Contiguration + LAN Configuration

= Radio Configuration

= WAN Configuration

| Summary and Commit « Wirekess LAM Setup

:’E Wireless LAN Setup

« Location, Cowntry Code, Time Zone, Date and Time
= Summary and SaweiCommit

Choose One Type to Setup the Access Point
() Typical Sefup (Rec ommended)
- Thew zard uses as many defaul parameters as poss bie to simplly the configuration process
() Advanced Setup
- With this selection, you may configure the LAN, WAN, Radio Mapping, RADILS Server, WLAN, ic

i Back | |y e ] | saveconnn | [ came ]

Note
g The Initial Setup Wizard displays the same pages and content for all the WING AP model
types - the only difference being the number of radios supported on the AP.

The landing page has the following elements:

Introduction: Lists the tasks you can perform using this wizard.

Navigation Panel: Provides links to configuration pages where you can perform the tasks listed in
the Introduction pane.

Choose One Type to Setup  Provides two AP setup wizards. The options are: Typical Setup and
the Access Point Advanced Setup. The links available on the Navigation Panel vary
depending on the option you select.

Selecting the Access Point Setup Wizard Type.
5 Select one of the following AP setup wizards:

¢ Typical Setup - Select this option to apply system-provided, default values on the AP. We
recommend using this option because it simplifies the configuration process. This option is
enabled by default.

The Typical Setup — Navigation Panel lists the following configurable features:
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Navigation Panel
+ Introduction
7 Access Point Settings
i Network Topology
E_E LAN Configuraticn
27 Wwireless LAN Setup

| Summary and Commit

¢ Advanced Setup - Select this option to configure user-specific values instead of applying default
settings. This option provides additional configurable features, such as Radio
Configuration, System Information, and WAN Configuration.

The Advanced Setup — Navigation Panel lists the following configurable features:

| Navigation Panel

Introduction
| 7 Access Point Settings
7. Network Topelogy
i_g LAN Configuration
ﬁ WAN Configuration
-ﬁﬁ Radio Configuration
a3 Wi
;\ﬁ Wireless LAN Setup

) System Information

Summary and Commit
|

A green check-mark to the left of a task, on the Navigation Panel, indicates that the minimum
required configurations for that task have been set correctly. It is mandatory to have each task green
check-marked to successfully complete the initial setup.

A red X against a task indicates that at least one mandatory parameter is pending configuration.
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+" Introduction
i " Access Point Settings

o Network Topology

#{ LAN Configuration

+" WAN Configuration
" Radio Configuration
¥ Wireless LAN Setup
${ System Information

+ Summary and Commit

Figure 3: Red, Green Check-marks

6 Select the Summary and Commit link, on the Navigation Panel, to view and commit your changes.
7 Select Next to proceed to the next page.

Select Back to revert to the previous page without saving your updates.
Select Cancel to close the wizard without committing your changes.

Select Save/Commit to save changes made to a page. We recommend that you save your updates
before moving to the next page.

Tasks Common to both Wizard Types.

The following steps describe tasks that are common to both wizards.
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8 Click Next.
The Access Point Settings page displays. Use this page to specify the AP's mode of functioning.

Access Point Settings

i, Access Point Settings

() Virtual Controler AP - When more than one access point & deployed, a single access point can function as a
Virtual Controder AP and manage Dependent mode access points. Up to 24 Dependant APs can be connected
to a Virtual Controler AP

() Virtual Controler AP Auto- The AP can be elected as a Virtual Controlier AP. When more than one ac cess-
point is deployed, a sngle access-point can function as a Virtual Controler AP and manage Dependent mode
AcCess-points.

(») Standalone AP - Select this option to deploy this access point as an autonomous "fat” access point. A
standalone APisnt managed by a Virtual Controller AP, or adopted by a controller

& Country Code Selection

Country Code -Lcnoose a Country Code v

Configuring the Access Point Settings.
9 Set the AP's mode of functioning as one of the following:

¢ Virtual Controller AP - Select to configure the AP to function as a virtual controller (VC). In a
multiple-AP network, you can configure one of the APs as the VC. For information on the
adoption capabilities of the different WiNG AP model types, see #unigue 41,

¢ Virtual Controller AP Auto - Select to enable dynamic virtual controller (DVC) mode on the AP.
When enabled, the AP on being elected as the RF Domain manager takes on the role of the VC. If
you have deployed multiple APs in an RF Domain, you can enable DVC on more than one AP.
However, only the current RF Domain manager AP has a running instance of the DVC.

If enabling DVC, configure the AP's management interface settings:

Virtual Coniroller Management Inferface VLAN 1 @ What is this?

Virtual Controller Management Interface IP 192, 168, 0 1/ 24U What is this?

* Use the Virtual Controller Management VLAN spinner control to set the management
interface's virtual local area network (VLAN). This VLAN is exclusively used by the VC to
broadcast MINT packets, and to adopt APs. The default setting is VLAN 1.

* Enter the management interface IP address and subnet in the Virtual Controller
Management Interface IP field.

Because of the random nature of DVC, specifying an explicit management interface IP
address makes it easier to manage VCs. In case of failover, this IP address is installed as the
secondary IP address on the new VC.
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Configuring a management interface IP address is mandatory. However, VLAN configuration
is optional. If you configure the IP address without specifying the VLAN, the system sets the
specified IP address as secondary IP on VLAN 1.

¢ Standalone AP - Select to deploy the AP as an independent AP, not managed by a VC, or
adopted by a wireless controller/service platform. .

Note
r If designating the AP as a Standalone AP, exclusively use the AP’s Ul, and not the CLI,
0 to configure the AP's settings. The CLI allows you to define more than one profile,
whereas the Ul does not. Consequently, you might encounter problems if using both
interfaces to manage profiles.

¢ Adopted to Controller - Select to deploy the AP as a controller-managed, dependent AP.

Note
1 ‘ J The Adopted to Controller option is available only on the Advanced Setup wizard.

Note
-
o A controller-adopted AP obtains its configuration from a profile stored on its managing
controller. Manual changes made on the AP are overwritten by the controller upon
reboot.

If enabling controller adoption, configure the following Adoption Settings:

Adoption Settings

C) Automatic controller dizcovery (L2, DHCP or DRE based)
@) Static Controller Configuration

Controller1 | 172, 16, 10, 7 Controller 2
@ UseDHCP () Static IP Address/Subnet 182 188, 0. 1 [ 24|+
Default Gateway 192, 1685, 0 . 1

» Select Automatic controller discovery (L2, DHCP or DNS based) to enable dynamic
discovery and adoption of the AP by any controller within the same subnet. The AP is Layer 2
(L2) adopted to the controller.

» Select Static Controller Configuration to manually configure the controller to which the AP
should adopt. This is applicable only in case of Layer 3 (L3) adoption.

If enabling L3 adoption:

Enter the IP address of the primary controller in the Controller 1 field.
Enter the IP address of the secondary controller in the Controller 2 field.
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When configured, the AP tries to adopt to Controller 1first. If the controller is unreachable,
the AP tries to adopt to Controller 2.

Select Use DHCP to enable dynamic network address assignment. If selected, the AP's IP
address is provided by the local DHCP server resource.

Alternately, select the Static IP Address/Subnet option to manually configure the AP's
network address.

Enter the Default Gateway IP address to enable the AP to forward traffic destined for
other networks.

10 Use the Country Code Selection spinner control to set the AP's country of deployment.
Ensure that the country code is set correctly because parameters - for example, the available
channels of operation and regulatory compliance rules - are country specific.

This option is available only on the Typical Setup wizard.
11 Select Next.

The Networking Mode page displays. Use this page to define the AP's network-traffic handling
mode.

Networking Mode

& Hetworking Mode Selection

|£/ Roifér Mode - iha acceds poitl roules ralhic bebwaan the wirslass fetedrk afd the
Inbermet of corporate nsbaork (AGAR)

[ aH
, P 1Y | I
e e
- n!'
Virtual Coraroller APy Caerts

I,;:l Bwiclpe Mode - in Bricige Mode, the access pont dapands on an exhernal nouler for
routingL AN ancl VWAN fraffic, Fouting is generally used on one device, whereas bridging
i typically used i & larger dendily fetwork, Thus, Selec] Bridge Mode whah dépldyng
this access poant 'wilth rumerols pear AP 5:@1.'011!’\; charts on both the 2.4 and SGHE

Facho Dans
GiE e
i ' Efirmord BRI Iy "
g .
a .
apy Chgpsy

[t Bock | [ bt ] [ Saveromma | [ Concel
Configuring the AP's Network Topology Settings.
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12 Set the AP's Networking Mode Selection as:

* Router Mode - Select to enable the AP to function as a router. When enabled, the AP routes
traffic between the /ocal area network (LAN) and the Internet or external wide area network
(WAN). We recommend using this option in single-AP supported deployments.

¢ Bridge Mode - Select to enable the AP function as a bridge between the LAN and the Internet or
WAN. When enabled, the AP uses an external router to bridge traffic. We recommend using this
option in multiple-AP deployments, with APs supporting clients on both the 2.4 GHz and 5.0 GHz
radio bands.

Note
0 The Bridge Mode does not require WAN configurations on the AP. Therefore, if you
- select this option, the WAN configuration option is disabled.

13 Select Next.

The LAN Configuration screen displays. Use this screen to configure the AP's LAN address, DHCP
server, and DNS server.

LAN Configuration

£ LAN Configuration
Flease configure interface settings for LAN (VLAN 1) w hich w il be used by w reless clients

® useDHcP  What is this?

@ static IP Address/Subnet | 10 234 160, 13,.l 24@ What is this?
Default Galew ay

DHCP Server

__J Use on-board DHCP server to assign IP addresses o w ireless clients

Dom ain Name Server (DNS)

] DNs Forw arding

Configuring the AP's LAN Settings.
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14 Select one of the following options to configure the IP address of the AP's LAN interface:

e Use DHCP - Select to enable dynamic IP address assignment. When selected, the local DHCP
server resource, running on VLAN 1 (the default VLAN), assigns the IP address.

Note
r If you select this option, the AP's VLAN 1 (the default VLAN interface of the AP) is
0 dynamically assigned an IP address by the DHCP server running on VLAN 1. Therefore,
if you select this option, ensure that a DHCP server is up and running on VLAN 1and is
reachable from the AP.

* Static IP Address/Subnet - Select to manually configure the AP's IP address and subnet.
» Enter the AP's LAN interface IP address and subnet in the Static IP Address/Subnet field.
* Enter the default gateway's IP address in the Default Gateway field.

=

Note
1 0 / The AP routes inter-VLAN traffic through the default gateway.

Note
E If you configure a static IP and subnet for the AP, also enable it to function as an on-board
e DHCP. Therefore, if you select this option, configure the DHCP server and DNS server
settings. For DHCP server configurations, move to step 15. For DNS server configurations,
move to step 16.

15 Set the following DHCP Server settings:

a Select the Use on-board DHCP server to assign IP addresses to wireless clients option to
enable the AP to function as the on-board DHCP server resource.

When this option is enabled, the AP provides its IP address to requesting wireless clients on the
LAN interface.

b Enter the starting and ending IP addresses in the Range fields.
The AP assigns IP addresses to authenticated wireless clients from the specified range.

Avoid assigning IP addresses from x.x.x.1 - x.x.x.10 and x.x.x.255, as they are often reserved for
standard network services.

c Enter the IP address of the default gateway, in the Default Gateway field.
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16 Select one of the following options to configure the Domain Name Server :

¢ Select the DNS Forwarding option to enable DNS forwarding on the AP. This option is enabled
by default.

DNS forwarding is useful when a request for a domain name is made, but the DNS server

responsible for resolving the name into its corresponding IP address cannot locate the matching
IP address.

Note
Disabling DNS Forwarding enables the Primary DNS and Secondary DNS fields.

e Configure the following external DNS server resource parameters:

* Enter the Primary DNS server resource IP address. When specified, the AP forwards DNS
resolution requests to the specified resource.

* Enter the Secondary DNS server resource IP address.
Configuring the AP's WAN settings.
17 Select Next.

The WAN Configuration page displays. Use this page to define network address settings for the AP's
WAN interface. The WAN interface connects the AP to the wired local area network or backhaul.

Note
0 The WAN Configuration option is enabled only if you set the AP in Router Mode on the
Networking Mode page (see step 11).

WAN Configuration

£ WAN Configuration
@ use DHCP  What is this?
® static PAddress/Subnet 0 0 0. 0/ 24|+ whatis this?
Default Gatew ay

[ ] Enable NAT onthe WAN Interface  What is this?
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18 Select one of the following options to configure the AP's WAN interface's IP address:

e Use DHCP - Select to enable dynamic IP address assignment. When selected, an external DHCP
server resource, located on the WAN side of the network, assigns an IP address to the AP’s WAN
interface.

* Static IP Address/Subnet - Select to manually configure IP address and subnet for the AP's
WAN interface.

» Enter the AP's WAN interface IP address and subnet in the Static IP Address/Subnet field.
* Enter the default gateway's IP address in the Default Gateway field.

The Default Gateway is a router that serves as the gateway to other networks.
19 Select Next.
The Wireless LAN Setup page displays. Use this page to configure the AP's Wireless Local Area
Network (WLAN) settings.

Wireless LAN Setup

RITTEN wioanz

a3
& WLAN 1 Configuration

SSID What s this?

WLAN Type ) No Authentic ation and No Encryption  What is this?
C] Captive Portal Authentic ation and No Encryplion  What is this?

(® PSK authentic ation, WPA2 enc ryption What is this?

A WLAN is a means of flexibly extending the functionality of a wired LAN. A WLAN links two or
more computers or devices using spread-spectrum or OFDM modulation based technology. WLANSs
do not require lining up devices for line-of-sight transmission, and are thus desirable for wireless
networking. Roaming users can be handed off from one AP to another, as with a cellular phone
system. WLANSs can therefore be configured around the needs of specific user groups, even when
they are not in physical proximity.

Configuring the WLAN Settings.

=

Note
Lij You can configure up to two (2) WLANS for the AP.
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20 Set the following WLAN parameters:

a Enter the WLAN's SSID.
b Select the WLAN Type.

The WLAN Type defines the encryption and authentication modes used with the WLAN.

¢ No Authentication and No Encryption - Select to configure a network without any
authentication or encryption.

E Note
0 When selected, any device can access the network. Data transmitted through the
network is in plain text.

¢ Captive Portal Authentication and No Encryption - Select to configure a network using Captive
Portal (Web page) based authentication.

Note

When selected, the network serves a Web page (internally or externally hosted) to
wireless clients requesting network access. The clients enter their login credentials on
this Web page. These credentials are authenticated by a RADIUS server. On successful
authentication clients are granted access. Once on the network, the data transmitted
through the network is in plain text.

K

Note
If selecting this option, move to step 21 to configure the RADIUS server details.

K

¢ PSK authentication, WPA2 encryption - Select to configure a network that uses PSK
authentication and WPA2 encryption.

Note
When selected, wireless clients are granted network access only if the pre-shared key
(PSK) configured on the AP matches the PSK configured on the client.

Note
If selecting this option, move to step 22 to configure the PSK.

& &

Configuring RADIUS server for the Captive Portal Authentication and No Encryption network.
21 Specify the RADIUS Server type as one of the following:

¢ External RADIUS Server - Select to use an externally hosted RADIUS server for user
authentication. This is the default setting.

RADIUS Server (®) External RADIUS Server What is this?
@) Onboard RADIUS Server \What is this?

RADIUS Server IP | o ‘ /A This field is required.

RADIUS Shared Sec et | | &y This fieldis required
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e Enter the external RADIUS server resource IP address in the RADIUS Server IP address field.
e Enter the shared secret needed to access the RADIUS server, in the RADIUS Shared Secret
field.
¢ Onboard RADIUS Server - Select to configure the AP as the RADIUS server that performs user
authentication. A RADIUS Server Configuration window is displayed, where you add users to the
RADIUS server database.

RADIUS Server Configuration

Some WLANs require authentication using the on-board RADIUS server. User accounts must be added for all users that
should be authorized by the server.

Username Description

| Adduser | | Wodfy User || Dekete User |

e Click Add User to add a new user. The Add User dialog displays.

Username *
Passw ord o
Confirm Passw ord *

Description ‘

| _Qeae || Creae&Chose | | Cancel |

User name Enter the client's user name.
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Password Enter the password associated with the specified user name.
Confirm Password Re-enter the password.
Description Enter a short description for the user.

» Click Create to add the new user and continue adding other users.
* Click Create & Close to add the new user and close the dialog.

* To modify an existing user in the RADIUS server database, select the user from those listed
and click Modify User. In the Modify User dialog, make the required changes and click Modify

User.
F Note
0 You cannot modify the Username. However, Password and Description can be
modified.

* To delete an existing user in the RADIUS server database, select the user from those listed
and click Delete User. A confirmation dialog displays. Click Yes to confirm deletion.

Configuring PSK for the PSK authentication, WPA2 encryption network.
22 To specify the PSK needed for client authentication:
a Use the drop-down menu to specify the PSK type as ASCII or HEX.
b Enter the PSK in the WPA Key field.

Provide a 64-character HEX key or an 8-63 character ASCII key, based on the PSK type you have
selected.

Advanced Setup-specific Tasks.

The following steps describe the tasks specific to the Advanced Setup wizard.
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23 Click Next.

The Radio Configuration page displays. Use this page to set the radio’s mode of operation. The radio
can be set to transmit data to and from wireless clients, or it can be configured to function as a
dedicated sensor.

Note
70; The number of configurable radios displayed depends on the AP's model type.

The following image shows an AP with two radios:

Radio Configuration

+" Radio...
{(®) Confgure as a Data Radio  What is this?
Pow er Level smart | + [{1-—-23) Channel Mode v
—{

() Configure as a Sensor Radio  What is this?
() Dsable the Radip  Radio 1 wil be dsabled. Pease make sure this s w hat you want o do.

¥ Radio...

(®) Configure as a Data Radio  What is this?

Pow er Level smart 3(1 -23) Channel Mode v
() Configure as a Sensor Radio  What is this?

__rl Disable the Radio Radio 2 w il be disabled. Pease make sure this is w hat you w ant to do.

Configuring the AP's Radio Interface.
24 Set the following parameters for each radio:
a Configure as a Data Radio - Select to dedicate the radio to WLAN client support in the 2.4 GHz
or 5.0 GHz radio bands.

b Power Level - Use the spinner control to select a 1- 23 dBm minimum power level to assign to
this radio. 1dBm is the default setting.

¢ Channel Mode - Set the channel selection mode to one of the following:

Random Select to use with 802.11n radios. In the European Union, to comply with Dynamic Frequency
Selection (DFS) requirements, the 802.11n radio uses a randomly selected channel each time the
AP is powered on.
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Best Select to enable the AP to scan non-overlapping channels and listen for beacons from other APs.
After the channels are scanned, the AP selects the channel with the fewest APs. In case of
multiple APs on the same channel, it selects the channel with the lowest average power level.
Selecting Best enables the Constantly Monitor option. Select this option to enable the AP to
continuously scan the network for excessive noise and sources of interference.

Static Select to assign the AP a permanent channel and scan for noise and interference only when
initialized.

d Configure as a Sensor Radio - Select to dedicate the radio to sensor support exclusively. A
sensor radio scans all channels within the 2.4 and 5.0 GHz bands to identify potential threats. If
you are dedicating the radio to sensor support, also configure a primary and secondary ADSP
server, that receives and analyses inputs from the sensor radio.

e Disable the Radio - Select to disable the radio. When disabled, the radio goes offline. Verify this
course of action with your network administrator before rendering the radio offline.
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25 Click Next.

The Summary and Commit page displays.

Note
‘;J This page is available on both the Typical Setup and Advanced Setup wizards.

Summary and Commit

&} Access Point Settings Page

Access Point Settings ~ Standalone AP

1 Network Topology Page

Network Topology  Router Mode

£8 LAN Configuration Page

LAN Configuration Type  Use DHCP
VLAN ID for the LAN Interface 1

£2 WAN Configuration Page

WAN Configuration Type  Use DHCP

Port to External GE1 Port

L Boen | | o e | savecomm | | came |

Use this page to review and validate the AP's configuration.

¢ |fthe AP's configuration warrants additional changes, click Back, navigate to the desired page,
and make the changes.

* After you have validated the configurations, click Save/Commit to apply the changes.
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Dashboard

The dashboard enables administrators to review and troubleshoot network device operation.
Additionally, the dashboard allows the review of the network topology, the assessment of the network’s
component health and a diagnostic review of device performance.

By default, the Dashboard screen displays a Summary of the System dashboard, which is the top level in
the device hierarchy. To view information for RF Domains, controllers/service platforms or access points,
expand the System node and select the desired, associated item in the tree.

System Dashboard

The dashboard allows network administrators to review and troubleshoot the operation of the devices
comprising the access point managed network. Use the dashboard to review the current network
topology, assess the network’s component health and diagnose problematic device behavior.

By default, the Dashboard screen displays the System Dashboard, which is the top level in the device
hierarchy.

The Dashboard provides the following tools and diagnostics:
e System Health on page 42
e System Inventory on page 44

System Health

The Health tab displays performance status for managed devices, and includes their RF domain
memberships.

To assess system health:
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1 Go to Dashboard — Summary — System.

The overall system Health tab displays by default.

System 2
mm
Devices | Offtine Devices. System Security W
RF Domain Devices Offline (+) Threat Level («» RF Domain
detaut 0
Cnline (1)
. Online . Offtine
Device Types  RF Quality
Device Ty Online Offiine Worst 5 5 RF Domain
W AP505 1 g

Figure 4: System Dashboard - Health Tab
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2 The system health screen is partitioned into the following:

e The Devices field displays a ratio of offline versus online devices within the system. The
information is displayed in pie chart format to illustrate device support ratios.

¢ The Device Types field displays a numerical representation of the different controller, service
platform and access point models in the current system. Their online and offline device
connections are also displayed. Does this device distribution adequately support the number and
types of access point radios and their client load requirements.

¢ The Offline Devices field displays a table of supported RF domains within the system, with each
RF domain listing the number offline devices within that RF domain. Listed RF domains display
as individual links that can be selected to RF domain information in greater detail.

¢ The RF Quality field displays RF quality per RF domain. It is a measure of the overall effectiveness
of the RF environment displayed in percentage. It is a function of the connect rate in both
directions, retry rate and error rate.

e This field displays an average quality index supporting each RF domain. The table lists the
bottom five (5) RF quality values for RF domains. Listed RF domains display as individual links
that can be selected to RF domain information in greater detail. Use this diagnostic information
to determine what measures can be taken to improve radio performance in respect to wireless
client load and the radio bands supported.

The quality is measured as:
* 0-20 - Very poor quality
* 20-40 - Poor quality
* 40-60 - Average quality
* 60-100 - Good quality
¢ The System Security field displays RF intrusion prevention stats and their associated threat level.
The greater the number of unauthorized devices, the greater the associated threat level. It also
displays a list of up to five (5) RF domains in relation to the number of associated wireless clients.

The RF domains appear as links that can be selected to display RF domain information in greater
detail.

System Inventory

The System screen’s Inventory tab displays granular data on specific devices supported within the
network. The screen provides a complete overview of the number and state of managed devices.
Information is displayed in easy to read tables and graphs. This screen also provides links for more
detailed information.
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1 Select the Inventory tab.

The system inventory screen displays.

System

Hoan| WLl

Devices ! Radios

Clients

Top Radio., = RF Domain
Count

l APS05

Figure 5: System Screen - Inventory Tab

2 Review the following:

Last Update

Top cn’mt_ . RF Domain Last Update
Count

The information within the Inventory tab is partitioned into the following fields:

¢ The Devices field displays a ratio of peer controllers and service platforms as well as their
managed access point radios. The information is displayed in pie chart format.

¢ The Radios field displays top performing radios, their RF Domain memberships, and a status time
stamp. RF Domain information can be selected to review RF Domain membership information in
greater detail. Information in the Radio area is presented in two tables. The first lists the total
number of Radios managed by this system, the second lists the top five RF Domains in terms of

the number of available radios.

e The wireless Clients field lists the top five RF Domains with the highest total number of clients
managed by connected devices in this system. Select Refresh as needed to update the screen to

its latest values.
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RF Domain Dashboard

RF domains allow administrators to assign configuration data to multiple devices deployed in a
common coverage area, such as in a floor, building or site. Each RF domain contains policies that can
determine a Smart RF or WIPS configuration.RF domains enable administrators to override WLAN SSID
name and VLAN assignments. This enables the deployment of a global WLAN across multiple sites and
unigue SSID name or VLAN assignments to groups of access points servicing the global WLAN. This
WLAN override technigue eliminates the requirement for defining and managing a large number of
individual WLANSs and profiles.

A configuration contains (at a minimum) one default RF domain and can optionally use additional user
defined RF domains:

The RF Domain screen displays system-wide network status. The screen is partitioned into the following
tabs:

e RF Domain Health on page 46
e RF Domain Inventory on page 49

RF Domain Health

The RF Domain Health tab displays the status of the RF domain’s device membership. To assess the RF
domain component health:

1 Select Dashboard — Summary.
2 Expand the System node to display RF domains.
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3 Select an RF domain.
The RF Domain Health tab displays by default.

RF Domain  khepr (7]
TN s
'[ Domain | Client Guality [ Client Traific Utilization
IRF Dhoemasin Msneagper B4-C7-59-71-16-30 Worst § Clients ® CHent Vendor Top § Client MAC | Vendor
= mac clients ©
| Dovices | WLAN Utilization | Wireless Security
Total WLAN: 3 FF Domain Theest Level | @) 0(Low)
Top5 & WLANHame SSID Riogue APs o
@ O(very Loy Knepeit khepril ol .
@ D0veryLon khepeia hegiz
@ 0(very Lo khepeid kheprid
Onlime 2)
B Onlire B Offtine
| Radio Guality . Radio Traffic Utilization | Traffic Statistics
R Guanlity irchens & 100 (Good) Mace Liser Riste 0 Statistics Transmit  Receive

Betiesh

Figure 6: RF Domain Screen - Health Tab

4 Refer to the following RF domain health information for member devices:

e The Domain field lists the RF domain manager reporting utilization statistics. The MAC address
displays as a link that can be selected to display RF domain information in at more granular level.

¢ The Devices field displays the total number of devices and the status of the devices in the
network as a graph. This area displays the total device count managed by this device and their
status (online vs. offline) as a pie graph.
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5 The Radio Quality table displays a table of RF quality on a per radio basis. It is @ measure of the
overall effectiveness of the RF environment displayed in percentage. It is a function of the transmit
retry rate in both directions and the error rate. This area of the screen displays the average quality
index across all the defined RF domain on the wireless controller. The table lists worst five of the RF
quality values of all the radios defined on the wireless controller. The quality is measured as:

e (0-20 - Very poor quality
e 20-40 - Poor quality

e 40-60 - Average quality
60-100 - Good quality

=
e Note
Select a Radio Id to view its statistics in greater detail.

6 Refer to the Client Quality table, which displays RF quality for the worst five performing clients. It is
a function of the transmit retry rate in both directions and the error rate. This area of the screen
displays the average quality index across all the defined RF domain on the wireless controller. The
quality is measured as:

e (0-20 - Very poor quality
20-40 - Poor quality
40-60 - Average quality
60-100 - Good quality

-
‘ Note
Select a Client to view its statistics in greater detail.

7 The WLAN Utilization displays how efficiently the WLANSs are used. Traffic utilization is defined as
the percentage of current throughput relative to the maximum possible throughput for the WLAN.
The total number of WLANS is displayed above the table. The table displays a list of the top five
WLANSs in terms of overall traffic utilization. It displays the utilization level names, WLAN name and
SSIDs for each of the top five WLANS.

8 The Radio Traffic Utilization displays how efficiently the RF medium is used. Traffic utilization is
defined as the percentage of current throughput relative to the maximum possible throughput for
the RF domain. The Traffic Index area displays an overall quality level for radio traffic and the Max
User Rate displays the maximum data rate of associated radios. The table displays a list of the top
five radios in terms of overall traffic utilization quality. It displays the radio names, MAC Addresses
and radio types for each of the top five radios.

9 The Client Traffic Utilization displays how efficiently the RF medium is utilized for connected clients.
Traffic utilization is defined as the percentage of current throughput relative to the maximum
possible throughput for the clients in the RF domain. The table displays a list of the top five
performing clients in respect to overall traffic utilization. It displays the client names, MAC Addresses
and vendor for each of the top five clients.

10 The Wireless Security displays the overall threat index for the system. This index is based on the
number of Rogue/Unsanctioned APs and Wireless Intrusion Protection System (WIPS) events
detected. The index is in the range O - 5 where O indicates there are no detected threats. An index of
5 indicates a large number of intrusion detection events or rogue/unsanctioned APs detected.

11 The Traffic Statistics includes transmit and receive values for Total Bytes, Total Packets, User Data
Rate, Broadcast/Multicast Packets, Management Packets, Tx Dropped Packets and Rx Errors.
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RF Domain Inventory

The Inventory tab displays information on the devices managed by RF domain member devices in the
controller, service platform or access point managed network. The Inventory screen enables an
administrator to overview of the number and state of the devices in the selected RF domain.
Information is displayed in easy to read tables and graphs.

To review the RF domain inventory:

1 Select the Inventory tab.
The RF Domain Inventory screen displays.

RF Domain default © ‘
bl imventory |
| Device Types Top & Radios by Clients Clients by Channel -
Total Devices 1 Total Wireless Chent| 0
AP  Clie Radi RadioBand Loca
Nam nt old tion
] Cou
nt
. APSDS
Radios by Band WLANS
Total Radios 2 WLAN . Radio Clients
Name * Count
5GHz Radios

Sensof

Figure 7: RF Domain Screen - Inventory Tab
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2 Refer to the following RF domain inventory data collected by member controllers, service platforms
or access points:

¢ The Device Types table displays the devices types populating the RF domain. The Device Type
area displays an exploded pie chart that displays the type of device and their numbers in the RF
domain.

e The Radios by Band table displays a bar graph of RF domain member device radios classified by
their radio band or sensor dedication. Review this information to assess whether RF domain
member radios adequately support client device traffic requirements.

e The Radios by Channel table displays pie charts of the different channels utilized by RF domain
member radios. These dedicated channels should be as segregated as possible from one another
to avoid interference. If too many radios are utilizing a single channel, consider off-loading radios
to non utilized channels to improve RF domain performance.

¢ The Top 5 Radios by Clients table displays a list of radios that have the highest number of clients.
This list displays the radio IDs as links that can be selected to display individual radio information
in greater detail.

¢ The WLANSs table displays a list of WLANs utilized by RF domain member devices. The table is
ordered by WLAN member device radio count and their number of connected clients. Use this
information to assess whether the WLAN is overly populated by radios and clients contributing
to congestion.

¢ The Clients by Band table displays the radio band utilization of connected RF domain member
clients. Assess whether the client band utilization adequately supports the intended radio
deployment objectives of the connected RF domain member access point radios.

¢ The Clients by Channels table displays a bar-graph of wireless clients classified by their
frequency. Information for each channel is further classified by their 802.11x band. In the 5GHz
channel, information is displayed classified under 802.11a and 802.11an bands. In the 2.4 GHz
channel, information is displayed classified under 802.11b, 802.11bg, and 802.11bgn band.

Access Point Dashboard

The Access Point screen displays system-wide network status for standalone or controller-connected
access points. The screen is partitioned into the following tabs:

e Access Point Health on page 50 - The Health tab displays information about the state of the access
point managed network.

e Access Point Inventory on page 53 - The Inventory tab displays information on the physical devices
managed within the access point managed network.

Access Point Health
To assess access point network health:

1 Select Dashboard — Summary.
2 Expand the System node to display RF domains.
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3 Expand an RF domain and select an access point from the list of managed devices.

The selected access point's Health screen displays by default.

| Access Point  ap505-134038 (94-9B-2C-13-40-38)

Y ventory

Device Detais Radio Utilization
Hostname ap505-134038 Parameter Transmit
Device MAC 94-9B-2C-13-40-36 Total Bytes 0
Primary IP 10.234.160.36 Total Packets 0
Type ."'. APS05 Total Dropped 0
Model Number APS0S-WR
RE D Hne aetaus Client RF Quality Index
Version 7.1.0.0-124D
Uptime 0 days, 10 hours 22 minutes —— T pE———
CPU ARM
RAM 699156 kB
System Clock 2019-03-13 21:47:14 UTC

Racdlic RF Quality Index

RF Quality Indess) Radio Id Radio Type
7 D (NA) ap503-134038:R1 2 4 GHz WLAN
7 O (NA) 2p505-134038:R3 5 GHz WLAN

Figure 8: Access Point Screen - Health Tab

4 Review the following information:
¢ Device Details - displays the following information for the selected access point:

Receive
0
1]

Retry Percentage

displayed along with the model number.

Hostname Lists the administrator assigned name of the selected access point.

Device MAC Lists the factory encoded MAC address of the selected access point.

Primary IP Lists the IP address assigned to the access point as a network identifier.

Type Indicates the access point model type. An icon representing the access point is

greater detail.

RF Domain Name | Lists the RF Domain to which the access point belongs. The RF Domain displays as a
link that can be selected to display access point RF Domain membership data in

Access Point for version 7.2.1
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Model Number Lists the specific model number of the access point.

Version Lists the version of the firmware running on the access point. Compare this version
against the version currently on the support site to ensure the access point has the
latest feature set available.

Uptime Displays the duration the access point has been running from the time it was last
restarted.

CPU Displays the CPU installed on this access point.

RAM Displays the amount of RAM available for use in this system.

System Clock Displays the current time on the access point.

¢ Radio RF Quality Index - displays the bottom five (5) RF quality values for the access point’s
single default RF Domain. These values are a measure of the overall effectiveness of the RF
environment displayed in percentage. It is a function of the data rate in both directions, the retry
rate and error rate. The quality is measured as:

e 0-20 - Very poor quality

20-40 - Poor quality
* 40-60 - Average quality
* 60-100 - Good quality

The access point’s RF Domain allows an administrator to assign configuration data to multiple
devices deployed in a common coverage area, such as in a floor, building or site. The RF Domain
contains policies that can determine a Smart RF or WIPS configuration. Use this diagnostic
information to define measures to improve radio performance in respect to wireless client load
and radio band.

Periodically select Refresh (at the bottom of the screen) to update the RF quality data.

¢ Radio Utilization - field displays how efficiently the RF medium is used by the access point. Radio
utilization is defined as the percentage of current throughput relative to the maximum possible
throughput for the radio. The Radio Utilization displays radios in terms of the number of
associated wireless clients and percentage of utilization. It also lists packets types transmitted
and received.

Refer to the number or errors and dropped packets to assess radio performance relative to the
number of packets both transmitted and received.

Periodically select Refresh (at the bottom of the screen) to update the radio utilization
information displayed.

¢ Client RF Quality Index - displays a list of the worst 5 performing clients managed by the
selected access point. It is a measure of the overall effectiveness of the RF environment displayed
in percentage. It is a function of the connect rate in both directions, the retry rate and the error
rate. The quality is measured as:

* 0-20 - Very poor quality
* 20-40 - Poor quality

* 40-60 - Average quality
* 60-100 - Good quality

Periodically select Refresh (at the bottom of the screen) to update client RF quality.
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Access Point Inventory

The access point Inventory tab displays granular data on devices managed by the selected access point.
Information is displayed in easy to read tables and graphs.

To review the access point's inventory of connected devices:

1 Select the Inventory tab.

The selected access point's inventory screen displays.

Access Point  ap505-134038 (94-98-2C-13-40-38) © ‘
S DLUE Inventory
Radio Types Wireless Chents
Total Radios 2 Total Wireless Clients 0
scewin (. e —_
0 ApS05-134035.R1 2 4 GHz WLAM

2o (D : BESIM0NT  5GH v

WLAN Lniliz ation
Total WLANS el
Top & [} WLAN Name $5ID

No data to display

Figure 9: Access Point Screen - Inventory Tab
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2 Review the following access point invemtory information:

¢ The Radios Type field displays the total number of radios utilized by this access point. The graph
lists the number of radios in both the 2.4 GHz and 5 GHz radio bands. Refer to the Total Radios
column to review the number of managed radios. Additionally, use the bar graphs to assess the
number WLANS utilized by supported radio bands.

Periodically select Refresh (at the bottom of the screen) to update the radio information.

e The WLAN Utilization table displays the top 5 WLANSs utilized by this access point in respect to
client support. The first table lists the total number of WLANs managed by this system. The
second table lists the top five (5) WLANSs in terms of the usage percentage along with their name
and network identifying SSID. The utilization index measures how efficiently the RF medium is
utilized. It is defined as a percentage of the current throughput relative to the maximum
throughput possible.

The quality is measured as:

e 0-20 - Very low utilization

* 20-40 - Low utilization

* 40-60 - Moderate utilization

* 60 and above - High utilization

Periodically select Refresh (at the bottom of the screen) to update WLAN utilization information.

e The Wireless Clients table displays information about the wireless clients managed by the
selected access point. Information is presented in two (2) tables and a graph. The first table lists
the total number of clients managed by the listed access point. The second lists the top five (5)
radios in terms of the number of connected clients. The graph just below the table lists the
number of clients by radio type.

Network View

The Network View screen displays device topology association between a selected access point, its RF
Domain and its connected clients.

Access points and clients can be selected and viewed using various color schemes in respect to
neighboring access points, connected devices and performance criteria. Display options can be utilized
to review device performance and utilization, as well as the RF band, channel and vendor. For more
information, see Network View Display Options on page 56.

To review a device’s network topology, select Dashboard — Network View.
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The left side of the Network View screen contains an expandable System browser where access points
can be selected and expanded to display connected clients. Navigate the System browser to review
device connections within the access point managed network. Many of these peer access points are

available for connection to access points in Virtual Controller AP mode.
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Figure 11: Network View - System Browser
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Network View Display Options
To use the Network View options:

1 Select the blue Options link right under the Network View banner to display a menu for different
device interaction display options.
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Figure 12: Network View - Display Options

The following display filter options are available:

None Select this option to keep the Network View display as it currently appears, without any additional
color or device interaction adjustments.

Utilization Select this option to filter based on the percentage of current throughput relative to maximum
throughput. Utilization results include: Red (Bad Utilization), Orange (Poor Utilization), Yellow (Fair
Utilization) and Green (Good Utilization).

Quality Select this option to filter based on the overall RF health. RF health is a ratio of connection rate,
retry rates, and error rates. Quality results include: Red (Bad Quality), Orange (Poor Quality),
Yellow (Fair Quality) and Green (Good Quality).

Vendor Displays the device manufacturer.

Band Select this option to filter based on the 2.4 or 5.0 GHz radio band of connected clients. Results
include: Yellow (2.4 GHz radio band) and Blue (5.0 GHz radio band). Selecting band is a good way
to determine whether 2.4 and 5.0 GHz radios are optimally deployed in respect to the access point
client loads on both bands.

Channel  Use this drop-down menu to filter whether device connections should be displayed in either the
2.4 or 5.0 GHz band.

Search Enter search criteria in the provided text field and select the Update button to isolate located
variables in blue within the Network View display.

2 Select Update to update the display with changes made to the filter options.
3 Select Close to close the options field and remove it from the Network View.
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Device Specific Information

A device-specific information screen is available for individual devices selected from within the Network
View.

This screen displays the name assigned to the access point, its model, factory encoded MAC address,
number of radios within the device, number of connected clients, as well as the highest and lowest
reported quality, utilization and SNR (Signal to Noise Ratio). This information cannot be modified by the
administrator,

To view device-specific information:

Go to Dashboard — Network View.
Expand the System node to display associated RF Domains.
Expand the desired RF Domain node to display associated devices.

NN N

Double-click on the desired access point. The device-specific information screen displays.

ap505-134038 |

APS05 |
MAC Address 94-9B8-2C-13-40-38
Radio Count 2

Client Count 0

Highest Quality

Lowest Quality

Highest Utilization |
Lowest Utilization

Highest SHNR

Statistics

Figure 13: Network View - Device Specific Information

Optionally select the Statistics link at the bottom of the display to open a screen where access point
device data can be reviewed on a much more granular level. For more information, see Access Point
Health on page 50.
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RF Domain
System Profile Configuration
Managing Virtual Controllers

Device Overrides
Auto-Provisioning Policies
Managing an Event Policy

Access points can either be assigned unigue configurations to support a particular deployment
objective or have an existing RF Domain or profile configuration modified (overridden) to support a
requirement that deviates its configuration from the configuration shared by its peer access points.

An RF Domain allows an administrator to assign comparable configuration data to multiple access
points deployed in a common coverage area (floor, building or site). In such instances, there are many
configuration attributes these devices share, as their general client support roles are quite similar.
However, access point configurations may need periodic refinement and overrides from their original RF
Domain administered design. For more information, see RF Domain on page 58.

Profiles enable administrators to assign a common set of configuration parameters and policies to
access points of the same model. Profiles can be used to assign shared network, wireless and security
parameters to access points across a large, multi segment, site. The configuration parameters within a
profile are based on the hardware model the profile was created to support. To define a specific access
point model profile configuration, refer to System Profile Configuration on page 72.

However, device profile configurations may need periodic refinement from their original administered
design. Consequently, a device profile could be applied an override from a configuration shared
amongst numerous peer devices deployed within a particular site.

RF Domain

An access point’s configuration consists of numerous elements including an RF Domain, WLAN and
device specific settings. RF Domains are used to assign regulatory, location and relevant policies to
access points of the same model. For example, an AP 6532 RF Domain can only be applied to another
AP 6532 model access point.

An RF Domain allows an administrator to assign configuration data to multiple access points deployed
in a common coverage area (floor, building or site). In such instances, there are many configuration
attributes these access points share, as their general client support roles are quite similar.

However, an access point’s RF Domain configuration may need periodic refinement from its original RF
Domain designation. Unlike a RFS series wireless controller, an access point supports just a single RF
domain. Thus, administrators should be aware that overriding an access point’s RF Domain
configuration results in a separate configuration that must be managed in addition to the RF Domain
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configuration. Thus, a configuration should only be overridden when needed. For more information, see
RF Domain Overrides in the AP Device Context.

The access point’s RF Domain can have a WIPS sensor configuration applied. For more information on
defining a WIPS sensor configuration for use with the access point’s RF Domain, see RF Domain Sensor
Configuration on page 61.

Note
The WING 7.1 OS enforces interoperability with access points running the WiNG 5.9.X OS.
e WING 7.1 wireless controllers and service platforms are capable of provisioning and managing
‘ / both WING 5.9.X and WING 7.1 APs.
If you have a mixed deployment, with access points running both WING 7.1 and WING 5.9.X
firmware, we recommend that you place these APs in separate RF Domains.

To review the configurations of existing RF Domains:

1 Go to Configuration — Devices.

The RF Domain screen displays.

2 Use the following (read-only) information to determine whether the RF Domain policy needs to be
edited.

RF Domain Lists each policy's name, as assigned when it was created. The RF
Domain name cannot be changed as part of the edit process. Only one
RF Domain can be assigned to a controller or access point at one time.

Location Displays the physical location assigned to the RF Domain. This name
could be as specific as the floor of a building, or as generic as an entire
site. The location defines the physical area where a common set of
devices are deployed using the policy's RF Domain configuration.

Contact Lists the contact (administrator) assigned to respond to events created
by, or impacting, each listed RF Domain.

Time Zone Displays the geographic time zone set for each RF Domain policy. RF
Domains can contain unique country codes and time zone information
for controllers and access points deployed across different states or
countries, thus making them ideal for managing device configurations
across different geographical deployments.

Country Code Display the two-digit country code set for the policy. The country code
must be set accurately to avoid illegal operation, as device radios
transmit in specific channels unique to their country of operation.

RF Domain Basic Configuration

An administrator can only edit, rename or replace an access point's RF Domain assignment.

To edit an RF Domain's configuration:
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1

On the RF Domain screen, select the RF Domain by double-clicking on it.

The RF Domain Basic Configurationtab displays by default with the access point's RF Domain
activated.

RF Domain default (7]

Lo Basic Configuration
Sensor

Location # San Jose
Clent Name

Contact o
Basic Alias
Network Group Alias Time Zone # (GMT-08.00) America/Los_Angeles v
Network Service Alias Country # | United States-us |

Smart Scan

Enable Dynamic Channel @[]

2.4 GHz Channels 01234.. | Select v

5 GHz Chamnels 0 21253436_. | Select v
Statistics

Update nterval 00 " {0,5-300 seconds)

|_intial Setup Wizara | m—— ! |

Figure 14: RF Domain - Basic Configuration Tab

2 Define the following Basic Configuration values:

Location Assign the physical location of the RF Domain. This name could be as
specific as the floor of a building, or as generic as an entire site. The
location defines the physical area where a common set of access point
configurations are deployed and managed by the RF Domain policy.

Contact Provide the name of the contact E-mail (or administrator) assigned to
respond to events created by or impacting the RF Domain.

Time Zone Set the geographic time zone for the RF Domain. The RF Domain can
contain unique country codes and time zone information to access points
deployed across different states or countries, thus making them ideal for
managing device configurations across different geographical
deployments.

Country Define the two-digit country code set for the RF Domain. The country code
must be set accurately to avoid the policy’s illegal operation, as device
radios transmit in specific channels unique to the country of operation.
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3 Refer to the Smart Scan field to define the channels for smart scan.

Enable Dynamic Channel Select this option to enable channel scan.

2.4 GHz Channels Use the Select drop-down menu to select channels to scan in the 2.4 GHz
band. Selected channels are highlighted with a grey-colored background.
Unselected channels are highlighted with a white-colored background.
Multiple channels can be selected at the same time.

5.0 GHz Channels Use the Select drop-down menu to select channels to scan in the 5.0 GHz
band. Selected channels are highlighted with a grey-colored background.
Unselected channels are highlighted with a white-colored background.
Multiple channels can be selected at the same time.

4 Refer to the Statistics field to define how RF Domain statistics are updated.

Update Interval Set a statistics update interval of O or 5-3600 seconds for updates retrieved
from the access point. The default value is O.

5 Use the Initial Setup Wizard to configure the device.
6 Select OK to save the changes to the Basic Configuration.
Click Reset to revert to the last saved configuration.

RF Domain Sensor Configuration

Wireless Intrusion Protection System (WIPS) protects wireless client and access point radio traffic from
attacks and unauthorized access. WIPS provides tools for standards compliance and around-the-clock
wireless network security in a distributed environment. WIPS allows administrators to identify and
accurately locate attacks, rogue devices and network vulnerabilities in real time and permits both a
wired and wireless lockdown of wireless device connections upon acknowledgment of a threat.

In addition to dedicated AirDefense sensors, an access point radio can function as a sensor and upload
information to a dedicated WIPS server (external to the access point). Unique WIPS server
configurations can be used to ensure a WIPS server configuration is available to support the unigue
data protection needs of a RF Domain.

WIPS is not supported on a WLAN basis, rather, sensor functionality is supported on the access point
radio(s) available to each managed WLAN. When an access point radio is functioning as a WIPS sensor,
it is able to scan in sensor mode across all legal channels within the 2.4 and 5.0 GHz band. Sensor
support requires an AirDefense WIPS Server on the network. Sensor functionality is not provided by the
access point alone. The access point works in conjunction with a dedicated WIPS server.

In addition to WIPS support, sensor functionality has been added for Extreme Networks’
Extremelocation system. locationing system. The Extremelocation system for Wi-Fi locationing
includes WING controllers and access points functioning as sensors. Within the Extremelocation
architecture, sensors scan for RSSI data on an administrator defined interval and send to a dedicated
Extremelocation Server resource, as opposed to an ADSP server. The Extremelocation Server collects
the RSSI data from WING sensor devices, and calculates the location of Wi-Fi devices.

To define a WIPS server configuration used with the access point’s RF Domain:

1 Go to Configuration — Devices.
2 Select an RF Domain from those listed on left-hand side of the UI.
The RF Domain configuration menu displays in the left-hand UL.
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3 Select Sensor.

i
Sensor Policy -
Sensor Policy ﬂi-anune;- v | @ ‘9}
Mote: If the sensor is being used by ADSP for WIPS, any policy selected here will be
discarded by the sensor. Please use ADSP channel setlings inslead 1o configure the sensar
ExtremeLocation Applance Configuration
Server id IP Address/Hostname Port Tl
L1
+_Add Row_|
Extremelocation Tenant Account
Tenant Accoun 0
Sensor Appliance Configuration
Server id IP AddressiHostname  Port i
L]
Lt AddRow
NSight Sensor
Enable NSight Sensor @[] E!
oK Reset |l

Figure 15: RF Domain - Sensor Configuration screen

4 Use the Sensor Policy drop-down menu to select a sensor policy for sending RSSI information to a
dedicated system for device locationing calculations. Different policies can be created with either a
default set of scanned channels or with custom channels, widths and weighted scan priorities.
Specific channels can also be isolated and locked for specific channel scans.

Note
= If a dedicated sensor is utilized with ADSP for rogue detection, any sensor policy selected
‘ from the Sensor Policy drop-down menu is discarded and not utilized by the sensor. To
avoid this situation, use ADSP channel settings exclusively to configure the sensor and not
the WING interface.

5 Select the Create icon to create a new sensor policy or select the Edit icon to update the
configuration of an existing policy. The Sensor Policy addition screen displays with the Scan Mode
set to Default-Scan. The user configurable parameters available within the screen differ depending
on the Scan Mode option selected. For more information, see Sensor Policy on page 686.
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6 Inthe Extremelocation Appliance Configuration field, select the + Add Row button to populate the
Extremel.ocation server details.

Within the Extremelocation Appliance architecture, sensors scan for RSSI data and send to a
dedicated Extremelocation server resource, as opposed to an ADSP server.

Starting with WiNG 7.1.2, AP5XX APs will not use WIPS to collect WiFi packets and BLE (iBeacons
and Eddystone) beacons. The information will be collected in the RSSI Collector Table and forwarded
to the Extremelocation server from the Collector Table.

Extremelocation is a highly scalable indoor locationing platform that gathers location-related
analytics, such as visitor trends, peak and off-peak times, dwell time, heat-maps, etc. to enable
entrepreneurs deeper visibility at a venue. To enable the location tracking system, the
Extremelocation server should be up and running and the RF Domain configuration should point to
the ExtremelLocation server.

Server Id Use the spinner control to assign a numerical ID for the Extremelocation
server resource.

Note: As of now only one server is supported.

IP Address/Hostname Provide the hostname of the Extremelocation server resource for receiving
RSSI scan data from the AP. Hostname cannot exceed 64 characters or
contain an underscore.

Note; Enter the ExtremelLocation server’s hostname and not the IP address,
as the IP address is likely to change periodically in order to balance load
across multiple Location server instances.

Port Use the spinner control to specify the port of the Extremelocation server
resource receiving RSSI scan data.

Note:
By default, the Extremelocation server is reachable on port 443.

7 Enterthe Extremelocation Tenant’s account number in the Tenant Account field.

Use this field to configure your Extremelocation Tenant account number. Every Tenant, subscribing
for the Extremel.ocation service, is communicated (via, email) an account number that uniquely
identifies the Tenant. When configured in the RF Domain context, reports pushed to the
Extremelocation server by RF Domain APs contain this account number. Including the Tenant
account number reinforces the Tenant's identity.

8 Select the + Add Row button to populate the Sensor Appliance Configuration table with up to three
rows for ADSP server credentials:

F Note
0 Ensure that the access points in the RF Domain have at least one radio configured in the
'radio-share’ or sensor mode.

F Note
e Starting with WING 7.2.0 release, 802. the AP5XX model access points are capable of
capturing WPA3 frames in the sensor mode.
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Server Id

Use the spinner control to assign a numerical ID for up to three ADSP
server resources. The server with the lowest defined ID is the first
reached by the controller or service platform. The default ID is 1.

IP Address/Hostname

Provide the numerical (non DNS) IP address or hostname of each server
used as a ADSP sensor server by RF Domain member devices. A
hostname cannot exceed 64 characters or contain an underscore.

Port

Use the spinner control to specify the port of each ADSP sensor server
utilized by RF member devices. The default port is 443.

9 Select the Enable NSight Sensor checkbox to enable the NSight module
10 Select OK to save the changes to the Sensor configuration.

Click Reset to revert to the last saved configuration.

RF Client Name Configuration

The RF Domain Client Name Configuration screen displays clients connected to RF Domain member
access points adopted by networked controllers or service platforms. Use the screen to associate
administrator assigned client names to specific connected client MAC addresses for improved client

management.

To define a client name configuration used with RF Domain member devices:

1 Go to Configuration — Devices.

2 Select an RF Domain from those listed on left-hand side of the UI.

The RF Domain configuration menu displays in the left-hand UI.

3 Select Client Name.

The Client Name Configuration screen displays.

RF Domain default

Basic

Sensor

Client Name

Basic Alias

Network Group Alias
Network Service Alias

Client Name Configuration

MAC Address Name ﬁﬁ‘
B4-C7-99-6C-88-09 WCSJSALES 01 Tl

00 - 00 - 00 - 00 - 00 - 00 [ ] il
+ Add Row

| Reset || Bat

Figure 16: RF Domain - Client Name Configuration Screen

4 Either select the + Add Row button to create a new client configuration or highlight an existing
configuration and select the Delete icon to remove it.

5 Enter the client’s factory coded MAC Address.

Assign a Name to the RF Domain member access point’s connected client to assist in its easy

recognition.
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7 Click OK to save the changes to the configuration.

Click Reset to revert to the last saved configuration.

RF Domain Alias Configuration

With large deployments, the configuration of remote sites utilizes a set of shared attributes, of which a
small set of attributes are unique for each location. For such deployments, maintaining separate
configuration (WLANSs, profiles, policies and ACLs) for each remote site is complex. Migrating any global
change to a particular configuration item to all the remote sites is a complex and time consuming
operation.

Also, this practice does not scale gracefully for quick growing deployments.

An alias enables an administrator to define a configuration item, such as a hostname, as an alias once
and use the defined alias across different configuration items such as multiple ACLs.

Once a configuration item, such as an ACL, is utilized across remote locations, the alias used in the
configuration item (ACL) is modified to meet local deployment requirement. Any other ACL or other
configuration items using the modified alias also get modified, simplifying maintenance at the remote
deployment.

Aliases have scope depending on where the alias is defined. Alias are defined with the following scopes:

¢ Global aliases are defined from the Configuration — Network — Alias screen. Global aliases are
available for use globally across all devices, profiles and RF Domains in the system.

¢ Profiles aliases are defined from Configuration — Devices — System Profile — Network — Alias
screen. These aliases are available for use to a specific group of wireless controllers or access points.
Alias values defined in this profile override alias values defined within global aliases.

¢ RF Domain aliases are defined from Configuration — Devices — RF Domain — Alias screen. These
aliases are available for use for a site as a RF Domain is site specific. RF Domain alias values override
alias values defined in a global alias or a profile alias configuration.

¢ Device aliases are defined from Configuration — Devices — Device Overrides — Network — Alias
screen. Device alias are utilized by a single device only. Device alias values override alias values
defined in a global alias, profiles alias or RF Domain alias configuration.

Using an alias, configuration changes made at a remote location override any updates at the
management center. For example, if an Network Alias defines a network range as 192.168.10.0/24 for the
entire network, and at a remote deployment location, the local network range is 172.16.10.0/24, the
network alias can be overridden at the deployment location to suit the local requirement. For the
remote deployment location, the network alias works with the 172.16.10.0/24 network. Existing ACLs
using this network alias need not be modified and will work with the local network for the deployment
location. This simplifies ACL definition and management while taking care of specific local deployment
requirements.

Alias can be classified as:

e Basic Alias on page 66

e Network Group Alias on page 68
e Network Service Alias on page 71
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Basic Alias

A basic alias is a set of configurations that consist of VLAN, Host, Network and Address Range alias
configurations. VLAN configuration is a configuration for optimal VLAN re-use and management for
local and remote deployments. A host alias configuration is for a particular host device’s IP address. A
network alias configuration is utilized for an IP address on a particular network. An address range alias is
a configuration for a range of IP addresses.

A basic alias configuration can contain multiple instances for each of the five (5) alias types.

To edit or delete a basic alias configuration:

1 Go to Configuration — Devices.
2 Select an RF Domain from the options on left-hand side of the Ul, and then go to the Basic Alias tab.

VLAMN Alias Host Alias
Hame VLAN i Name Host |
$SJSALESVIan 1 =] i $SISALESSOL 192, 168, 13 200
I 4 #
= AddRow = Add Fow
Address Range Alias Metw ork Alias
Name start IP End IP i Name Network i
SSJSALE 192 168, 13, 11 192. 168 13 . 100 [ $SISALES 192,168, 13 0 ) 24|» i
# #
<+ Add Rowi =+ Add Row
String Alias
Hame Value 'm‘
$3JP0OL DHCPPoO! il

Figure 17: RF Domain - Basic Alias screen

3 Select + Add Row to define VLAN Alias settings.
Use the VLAN Alias field to create unigue aliases for VLANSs that can be used at different
deployments. For example, if a named VLAN is defined as 10 for the central network, and the VLAN
is set at 26 at a remote location, the VLAN can be overridden at the deployment location with an
alias. At the remote deployment location, the network is functional with a VLAN ID of 26 but utilizes
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the name defined at the centrally managed network. A new VLAN need not be created specifically
for the remote deployment.

Name If adding a new VLAN Alias, provide it a distinguishing name up to 32 characters.
The alias name always starts with a dollar sign ($).

VLAN Use the spinner control to set a numeric VLAN from 1- 4094,

A VLAN alias can be used to replace VLANSs in the following locations:
e Bridge VLAN
¢ |P Firewall Rules
e |2TPv3
e Switchport
*  Wireless LANs
5 Select + Add Row to define Address Range Alias settings.

6 Use the Address Range Alias field to create aliases for IP address ranges that can be utilized at
different deployments. For example, if an ACL defines a pool of network addresses as 192.168.10.10
through 192.168.10.100 for an entire network, and a remote location’s network range is 172.16.13.20
through 172.16.13.110, the remote location’s ACL can be overridden using an alias. At the remote
location, the ACL works with the 172.16.13.20-110 address range. A new ACL need not be created
specifically for the remote deployment location.

Name If adding a new Address Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Start IP Set a starting IP address used with a range of addresses utilized with the
address range alias.

End IP Set a ending IP address used with a range of addresses utilized with the address
range alias.

An address range alias can be used to replace an IP address range in IP firewall rules.
7 Select + Add Row to define Host Alias settings:

Use the Host Alias field to create aliases for hosts that can be utilized at different deployments. For
example, if a central network DNS server is set a static IP address, and a remote location’s local DNS
server is defined, this host can be overridden at the remote location. At the remote location, the
network is functional with a local DNS server, but uses the name set at the central network. A new
host need not be created at the remote location. This simplifies creating and managing hosts and
allows an administrator to better manage specific local requirements.

Name If adding a new Host Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Host Set the IP address of the host machine.

A host alias can be used to replace hostnames in the following locations:
e [P Firewall Rules
e DHCP

9 Select + Add Row to define Network Alias settings:

10 Use the Network Alias field to create aliases for IP networks that can be utilized at different
deployments. For example, if a central network ACL defines a network as 192.168.10.0/24, and a
remote location’s network range is 172.16.10.0/24, the ACL can be overridden at the remote location
to suit their local (but remote) requirement. At the remote location, the ACL functions with the
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172.16.10.0/24 network. A new ACL need not be created specifically for the remote deployment. This
simplifies ACL definition and allows an administrator to better manage specific local requirements.

Name If adding a new Network Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Network Provide a network address in the form of host/mask.

A network alias can be used to replace network declarations in the following locations:
* |P Firewall Rules
e DHCP

11 Select + Add Row to define String Alias settings.

12 Use the String Alias field to create aliases for strings that can be utilized at different deployments.
For example, if the main domain at a remote location is called locl.domain.com and at another
deployment location it is called loc2.domain.com, the alias can be overridden at the remote location
to suit the local (but remote) requirement. At one remote location, the alias functions with the
locl.domain.com domain and at the other with the loc2.domain.com domain.

Name If adding a new String Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Value Provide a string value to use in the alias.

A string alias can be used to replace a domain name string in DHCP.

13 Select OK when completed to update the basic alias rules. Select Reset to revert the screen back to
its last saved configuration.

Network Group Alias

A network group alias is a set of configurations that consist of host and network configurations.
Network configurations are complete networks in the form 192.168.10.0/24 or IP address range in the
form 192.168.10.10-192.168.10.20. Host configuration is in the form of single IP address, 192.168.10.23.

A network group alias can contain multiple definitions for host, network, and IP address range. A
maximum of eight (8) host entries, eight (8) network entries and eight (8) IP addresses range entries
can be configured inside a network group alias. A maximum of 32 network group alias entries can be
created.

A network group alias is used in IP firewall rules to substitute hosts, subnets and IP address ranges:

To edit or delete a network alias configuration:

1 Go to Configuration — Devices.
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2 Select an RF Domain from the options on left-hand side of the Ul, and then go to the Network
Group Alias tab.

The Network Group Alias screen displays.
RF Domain default (7

Basic Name Host Network

Sensor 4 SNGA_01 192.168.13.13,192.168.131.21 192.166.13.0/24

=

Client Name
Basic Alias
Network Group Alias

MNetwork Service Alias

-Type to search in tables i Fow Count: 1
| Add Edit Deete | | Repiace | [ Bt/
Figure 18: RF Domain - Network Group Alias screen

3 Review the following information to determine if an existing alias configuration needs modification
or deletion. Or, if a new alias needs to be created.

Name Displays the administrator assigned name of the network group alias.

Host Displays all host aliases configured in this network group alias. Displays a
blank column if no host alias is defined.

Network Displays all network aliases configured in this network group alias.
Displays a blank column if no network alias is defined.

Adding/Editing Network Group Alias

You can add a new network group alias, or edit an existing alias.

1 Select Edit to modify the attributes of an existing policy or Delete to remove obsolete policies from
the list of those available. Select Add to create a new network group alias. Select Copy to copy an
existing policy or Rename to rename an existing policy.
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2 If adding a new network group alias, provide it a name of up to 32 characters.

Note
i The network group alias name always starts with a dollar sign ($).

Name $NGA_01

Host

41 192.168.13.13

Netw ork

&1 192.168.13.0/24

Range
Start IP

192 168.13.13

End IP o
192.168.13.27 ﬁ

Figure 19: RF Domain - Network Group Alias Add screen

3 Define the following network group alias parameters:

Host Specify the host IP address. You can add up to eight IP addresses supporting
network aliasing. Select the down arrow to add the IP address to the table.

Network Specify the netmask for up to eight IP addresses supporting network aliasing.
Subnets can improve network security and performance by organizing hosts
into logical groups. Applying the subnet mask to an IP address separates the
address into a host address and an extended network address. Select the
down arrow to add the mask to the table.

4 Within the Range table, use the + Add Row button to specify the Start IP address and End IP
address for the alias range or double-click on an existing alias range entry to edit it.

5 Select OK when completed to update the network group alias rules. Select Reset to revert the
screen back to its last saved configuration.
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Network Service Alias
Use a service alias to associate more than one IP address to a network interface, providing multiple
connections to a network from a single IP node.

Network service aliases can be used in the following location to substitute protocols and ports:
e |P Firewall Rules

The Network Service Alias main screen displays existing network service aliases,

To edit or delete a service alias configuration:

1 Go to Configuration — Devices.
2 Select an RF Domain from the options on left-hand side of the Ul, and then go to the Network
Service Alias tab.

The screen displays network service aliases existing within the managed system.

RF Domain default (2]
Basic Name
Sensor & SNSA_D1
Client Name
Basic Alias

Network Group Alias
Network Service Alias

Type to search in tables Fow Count: 1
h Add Edit Delete repace | x|
Figure 20: RF Domain - Network Service Alias screen

Adding/Editing Network Service Alias

You can add a new network service alias, or edit an exisitng network service alias.

1 Select Edit to modify the attributes of an existing policy or Delete to remove obsolete policies from
the list of those available. Select Add to create a new Network Service Alias.
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2 If adding a new network service alias, provide it a name of up to 32 characters.

= Note
@ The network service alias name always starts with a dollar sign ($).

Name j» $NSA 01 (7]
Entry
Protocol Source Port(Low and High) Destination Port{Low and High) i
EIGRP v | 88 0 Enter Ran () Enter Ran fi]
¥
|+ AddRow |

|k OK | Reset || Ext |

Figure 21: RF Domain - Network Service Alias Add screen

3 Within the Range field, use the + Add Row button to specify the Start IP address and End IP address
for the service alias range or double-click on an existing service alias range entry to edit it.

Protocol Specify the protocol for which the alias has to be created. Use the drop-
down menu to select the protocol (eigrp, gre, icmp, igmp, ip, vrrp, igp,
ospf, tcp and udp). Select other if the protocol is not listed. When a
protocol is selected, its protocol number is automatically selected.

Source Port (Low and High) Use this field only if the protocol is tcp or udp. Specify the source ports
for this protocol entry. A range of ports can be specified. Select the Enter
Range button next to the field to enter a lower and higher port range
value. Up to eight (8) such ranges can be specified.

Destination Port (Low and High) Use this field only if the protocol is tcp or udp. Specify the destination
ports for this protocol entry. A range of ports can be specified. Select the
Enter Range button next to the field to enter a lower and higher port
range value. Up to eight (8) such ranges can be specified.

4 Select OK when completed to update the network service alias rules.
Select Reset to revert the screen back to its last saved configuration.

System Profile Configuration

An access point profile enables an administrator to assign a common set of configuration parameters
and policies to access points of the same model. Profiles can be used to assign common or unique
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network, wireless and security parameters to across a large, multi-segment site. The configuration
parameters within a profile are based on the hardware model the profile was created to support. All
WING OS supported access point models supported a single profile that is either shared amongst
multiple access point or not. The central benefit of a profile is the ability to update access points
collectively without having to modify individual configurations.

A profile allows access point administration across large wireless network segments. However, an
administrator cannot manage more than one model’s profile and its set configuration policies at any
one time. Therefore, an administrator should manage multiple access points directly from the Virtual
Controller AP. As individual access point updates are made, the access point no longer shares the profile
based configuration it previously deployed. Changes made to the profile are automatically inherited by
all member access points, but not those who have had their configuration overridden from their
previous profile designation. These devices require careful administration, as they no longer can be
tracked and as profile members. Their customized configurations overwrite their profile assignments
until the profile can be re-applied to the access point.

Each access point model is automatically assigned a default profile. The default profile is available
within the access point’s configuration file. Default profiles are ideal for single-site deployments where
several access points may need to share a common configuration.

Note

0 Default profiles are used as pointers for an access point’s configuration, not just templates
from which the configuration is copied. Therefore, if a change is made in one of the
parameters in a profile, the change is reflected across all access points using that profile.

For more information, refer to the following:

e System Profile Configuration - General Screen on page 73
e Profile Radio Power on page 75

e Profile Adoption (Auto Provisioning) Configuration on page 78
e Profile Wired 802.1X Configuration on page 80

e Profile Interface Configuration on page 81

e Profile Network Configuration on page 149

e Profile Security Configuration on page 220

e \/irtual Router Redundancy Protocol on page 256

e [ st of Critical Resources on page 260

e Configure Profile Services Settings on page 264

e Management Settings on page 268

e Meshpoint Configuration on page 273

e Environmental Sensor Configuration on page 283

e Advanced Profile Configuration on page 284

System Profile Configuration - General Screen

An access point profile requires unigque clock synchronization settings as part of its general
configuration.
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The NTP (Network Time Protocol) is a client-server implementation that manages time and/or network
clock synchronization within the network. Controllers, service platforms, and access points (NTP clients)
periodically synchronize their clock with a master clock (an NTP server). For example, an access point
resets its clock to 07:04:59 upon reading a time of 07:04:59 from its designated NTP server.

To define a profile’s general configuration:

1 Select Configuration — Devices — System Profile from the Web Ul.

A list of device profiles is displayed in the right-hand Ul. This list contains default and user-defined
profiles.

2 Select a device profile from the list.

General configuration options display by default, with the profile activated for use with this access
point model.

Virtual Controlier

Virtual Controlier

Set as Virtual Controlier AP o

Auto Provisioning Rule

Adopt Unknow n APs Automatically @af] ! (Applicabie only if APis configured as Virtual Controller)

Netw ork Time Protocol (NTF)

Server P Key Key Preferred Autokey  Version  Minimum Maximum
Number Polling | Polling o
Interval Interval
L
4+ Add Row
RF Domain Manager
Capable ]
Friority @[] - (11to255)

oK fasnt M

Figure 22: General Profile Screen
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3 Select the Set as Virtual Controller AP checkbox, to configure this AP as VC.

F ‘ Note

WING 7.1 does not support VC configuration on AP505 and AP510 model access points.

4 If you set the AP is a VC, select the Adopt Unknown APs Automatically checkbox.

F e Note

WING 7.1 does not support VC configuration on AP505 and AP510 model access points.

5 Select + Add Row below the Network Time Protocol (NTP) table to define the configurations of NTP
server resources used to obtain system time. Up to three NTP servers can be configured. Set the
following parameters to define the NTP configuration:

Server IP Set the IP address of each server added as a potential NTP resource.

Key Number Select the number of the associated authentication peer key for the NTP
resource.

Key Enter a 64 character maximum key used when the autokey setting is set
to false (disabled). Select the Show option to expose the actual
character string comprising the key.

Preferred Select this option to designate this NTP resource as a preferred NTP
resource. This setting is disabled by default.

AutoKey Select the check box to enable an autokey configuration for the NTP
resource. The default setting is disabled.

Version Use the spinner control to specify the version number used by this NTP

server resource. The default setting is O.

Minimum Polling Interval

Use the drop-down menu to select the minimum polling interval. Once
set, the NTP resource is polled no sooner then the defined interval.
Options include 64,128, 256, 512 or 1024 seconds. The default setting is
64 seconds.

Maximum Polling Interval

Use the drop-down menu to select the maximum polling interval. Once
set, the NTP resource is polled no later then the defined interval. Options
include 64, 128, 256, 512 or 1024 seconds. The default setting is 1024
seconds.

6 Use the RF Domain Manager field
Set the following parameters:

to configure how this access point behaves in standalone mode.

Capable Select to enable this access point to act as a RF Domain Manager in a
particular RF Domain.
Priority Select to prioritize this access point in becoming a RF Domain Manager

in its; particular RF Domain. The higher the value, the more likely the
device becomes the RF Domain Manager for the domain.

7 Select OK to save the changes made to the general profile configuration.

Select Resetto revert to the last saved configuration.

Profile Radio Power

Use the Power screen to set one of two power modes (3af or Auto) for the access point profile. When
Automatic is selected, the access point safely operates within available power. Once the power
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configuration is determined, the access point configures its operating power characteristics based on its
model and power configuration.

An access point uses a complex programmable logic device (CPLD) to manage power. The CPLD
determines proper supply sequencing, the maximum power available and other status information. One
of the primary functions of the CPLD is to determine the maximum power budget. When an access
point is powered on (or performing a cold reset), the CPLD determines the maximum power provided
by the POE device and the budget available to the access point. The CPLD also determines the access
point hardware SKU (model) and the number of radios.

If the access point’s POE resource cannot provide sufficient power to run the access point (with all
intended interfaces enabled), some of the following interfaces could be disabled or modified:

e The access point’s transmit and receive algorithms could be negatively impacted

¢ The access point’s transmit power could be reduced due to insufficient power

e The access point’s WAN port configuration could be changed (either enabled or disabled)

Consider the following information before configuring the AP5XX power capability.

The new 802.1Tax AP5XX (AP505, AP510 and AP560) model access points can be powered up with POE
or through an external power source. These APs support both IEEE 802.3af and 802.3at standards. If
connected to a POE AT power source (25W) or external power source, the APs operate in normal mode
with full performance. If connected to a POE AF power source (14.5W), the APs operate in low power
mode with limited performance.

AP510 and AP560 mode of functioning (normal/low power):

To operate your AP510 and AP560 access points in the normal mode, the AP has to be powered from:
e GE1POE connected to AT switch port and GE2 is not connected, or

GE2 POE connected to AT switch port and GE1is not connected, or

Both GE1and GE2 POE connected to AT switch port, or

e External power supply source

To operate your AP510 and AP560 access points in the low power mode, the AP has to be powered
from:

e GE1POE connected to AF switch port and external power source not connected, or
e GE2 POE connected to AF switch port and external power source not connected, or

AP5050 mode of functioning (normal/low power):

To operate your AP505 access point in the normal mode, the AP has to be powered from:
e GETPOE connected to AT switch port, or
e External power supply source

To operate your AP505 access point in the low power mode, the AP has to be powered from:
e GE1POE connected to AF switch port and external power source not connected

To define an access point’s power configuration:
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1 Select Configuration — Devices — System Profile — Power from the web Ul.

Power Mode Configuration on this AP
Pow er Mode gy Automatic  w
e
1 AP must be restarted for power-management change to take effect

802.3af Power Mode
802 3af Mode @) Throughput v |
L

802.3at Power Mode

802 3at Mode | Throughput |+ |
L

i itk m

Figure 23: Device Configuration - System Profile - Power Screen

2 Use the Power Mode drop-down menu to set the Power Mode Configuration on this AP.

Note
-
e Single radio model access points always operate using a full power configuration. The
j power management configurations described in this section do not apply to single radio
access point models.

When an access point is powered on for the first time, it determines the power budget available.
Using the Automatic setting, the access point automatically determines the best power
configuration based on the available power budget. Automatic is the default setting.

If 802.3af isselected, the access point assumes 12.95 watts are available. If the mode is changed,
the access point requires a reset to implement the change. If 802.3at is selected, the access point
assumes 23 - 26 watts are available.

3 Set the access point radio’s 802.3af Power Mode and the radio’s 802.3at Power Mode.
Use the drop-down menu for each power mode to define a mode of either Range or Throughput.

Select Throughput to transmit packets at the radio’s highest defined basic rate (based on the radio’s
current basic rate settings). This option is optimal in environments where the transmission range is
secondary to broadcast/multicast transmission performance.

Select Range when range is preferred over performance for broadcast/multicast (group) traffic. The
data rates used for range are the lowest defined basic rates. Throughput is the default setting for
both 802.3af and 802.3at.

4 Select OK to save the changes made to the access point power configuration. Select Reset to revert
to the last saved configuration.
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Profile Adoption (Auto Provisioning) Configuration

Adoption is the process an access point uses to discover an available controller or service platform, pick
the most desirable one, establish an association and optionally obtain an image upgrade and
configuration. Adoption settings are configurable and supported within a device profile and applied to
other access points supported by the profile. Individual attributes of an access point's auto provisioning
policy can be overridden as specific parameters require modification.

At adoption, an access point solicits and receives multiple adoption responses from controllers and
service platforms available on the network. These adoption responses contain loading policy
information the access point uses to select the optimum controller or service platform for adoption. By
default, an auto provisioning policy generally distributes AP adoption evenly amongst available
controllers and service platforms. Modify existing adoption policies or create a new one as needed to
meet access point adoption requirements and profile settings.

Note

A device configuration does not need to be present for an auto provisioning policy to take
Li} effect. Once adopted, and the device's configuration is defined and applied by the controller,

the auto provisioning policy mapping does not have an impact on subsequent adoptions by

the same device.

To define the access point profile’s adoption configuration:
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1 Select Configuration — Devices — System Profile — Adoption from the web Ul.

Controller Group

Preferred Group g
Controlier VILAN

VLAN aL] £ (1to4,004)
Auto-Provisioning Policy

Auto-Provisioning Polcy ﬂl - & &

Learn and Save Metwork Configuration ﬂ [ﬂ

Controlier Hello Interval

Helo Interval | = (1 to120)

Adiacency Hold Time - | (2o &00)

Controtler Adoption Settings

Oiffine Duration 10 2 5 0 43.200)
i ] = =

Controller Hostnames

Host Pool Routing Level IPSec Secure [PSec GW Force Remote VPN m
Client

Figure 24: Device Configuration - System Profile - Adoption Screen

2 Define the Preferred Group used as optimal group of controllers for the access point's adoption. The
name of the preferred group cannot exceed 64 characters.

The preferred group is the controller group the access point would prefer to connect upon adoption.

3 Select the VLAN option to define a VLAN the access point’s associating Virtual Controller AP is
reachable on. VLANs O and 4,095 are reserved and cannot be used. This setting is disabled by
default.

4 Set the following Auto-Provisioning Policy settings for access point adoptions:

Auto-Provisioning Select an auto provisioning policy from the drop-down menu. To create a new auto

Policy provisioning policy, select the Create icon or modify an existing one by selecting the
Edit icon.

Learn and Save Select this option to enable allow the controller tor service platform to maintain a

Network Configuration | local configuration records of devices requesting adoption and provisioning. This
feature is enabled by default.

Hello Interval Select this option to define the hello packet exchange interval (from 1- 120 seconds)
between the controller or service platform and an adoption requesting access point.
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5 Define the Hello Interval value in seconds.

The Hello interval is the interval between two consecutive hello keep alive messages exchanged
between the access point and the adopting wireless controller. These messages serve as a
connection validation mechanism to ensure the availability of the adopting wireless controller. Use
the spinner to set a value from 1- 120 seconds.

6 Define the Adjacency Hold Time value. This value sets the time after which the preferred controller
group is considered down and unavailable to provide services. Use the spinner to set a value from 2 -
600 seconds.

7 Enter Controller Hostnames as needed to define resources for adoption. Click +Add Row to add
controllers. Set the following parameters to define Controller Hostnames:

Allow Adoption of | Select either access points or Controllers (or both) to refine whether this
Devices controller or service platform can adopt just networked access points or peer controller
devices as well.

Allow Adoption of | Select this option to enable this controller or service platform to be capable of adoption
this Controller by other controllers or service platforms. This setting is disabled by default and must be
selected to allow peer adoptions.

Preferred Group If Allow Adoption of this Controller is selected, provide the controller group preferred as
the adopting entity for this controller or service platform. If utilizing this feature, ensure
the appropriate group is provided within the Controller Group field.

Hello Interval Select this option to define the hello packet exchange interval (from 1-120 seconds)
between the controller or service platform and an adoption requesting access point.

Adjacency Hold Select this option to set a hold time interval (from 2 - 600 seconds) for the transmission
Time of hello packets.

8 Select + Add Row as needed to populate the table with IP addresses or hostnames of adoption
resources.

9 Select OK to save the changes made to the general profile configuration. Select Reset to revert to
the last saved configuration.

Profile Wired 802.1X Configuration

802.1X provides administrators secure, identity based access control as another data protection option
to utilize with a device profile.

802.1X is an IEEE standard for media-level (Layer 2) access control, providing the capability to permit or
deny connectivity based on user or device identity.
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1 Select Configuration — Devices — System Profile — Wired 802.1x from the web UI.

Wired 802.1X Settings
Cot1x Authentic ation Control 7 ] |:|

Cot1x AAA Policy o ¥

Cot1x Guest VLAN Control i | |:|

Dot1x Hold Time e Minutes vy | (0t010)

MAC Authentication AAA Foicy ) v | S &

Figure 25: Device Configuration - System Profile - Wired 802.1X screen

2 Review the Wired 802.1x Settings area to configure the following parameters:

Dotlx Authentication Control | Select this option to globally enable 802.1x authentication. 802.1x
authentication is disabled by default.

Dotlx AAA Policy Select a AAA policy to associate with wired 802.1x traffic. If a suitable AAA
policy does not exist, click the Create icon to create a new policy or the Edit
icon to modify an existing policy.

Dotlx Guest VLAN Control Select this option to globally enable 802.1x guest VLANS for the selected
device. This setting is disabled by default.

MAC Authentication AAA Select a AAA authentication policy for MAC address authentication. If a
Policy suitable MAC AAA policy does not exist, click the Create icon to create a new
policy or the Edit icon to modify an existing policy.

3 Click OK to save the changes made to the 802.1x configuration.

Click Reset to revert to the last saved configuration.

Profile Interface Configuration

A access point profile can support customizable Ethernet port, virtual interface, port channel, radio and
PPPoE configurations unigue to each supported access point model.

A profile’s interface configuration process consists of the following:

e [thernet Port Configuration on page 82

e \/irtual Interface Configuration on page 93

e Port Channel Configuration on page 109

e Access Point Radio Configuration on page 116
e PPPoE Configuration on page 142

e Bluetooth Configuration on page 145

Additionally, deployment considerations and guidelines for profile interface configurations are available
for review prior to defining a configuration that could significantly impact the performance of the
network. For more information, see WAN Backhaul Deployment Considerations on page 142.
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Ethernet Port Configuration

To define a profile’s physical Ethernet port configuration:

1 Select Configuration — Devices — System Profile from the web Ul.
2 Expand the Interface menu and select Ethernet Ports.

Name _.  Type

gel Ethernet
ge2 Ethernet

Type to search (n tables

Admin Status Mode Native VLAN Tag Native | Allowed VLANs
VLAN
o Enabled Access 1 x
« Enabled Access 1 x
Row Count: 2

| Add l Edt || Repiace i Exit

Figure 26: Device Configuration - System Profile - Interfaces - Ethernet Ports

screen

3 Refer to the following to assess port status, mode and VLAN configuration:

Name Displays the physical port name reporting runtime data and statistics.
Supported ports vary depending on model.

Type Displays the physical port type.

Description Displays an administrator defined description for each listed port.

Admin Status

A green check mark means the port is active and currently enabled with
the profile. A red "X" means the port is currently disabled and not
available for use. The interface status can be modified with the port
configuration as needed.

Mode

The profile's switching mode: either Access or Trunk (as defined on
the Ethernet Port Basic Configuration screen).

If Access is selected, the port accepts packets only from the native
VLAN. Frames are forwarded untagged with no 802.1Q header. All
frames received on the port are expected as untagged and mapped to
the native VLAN.

If Trunk is selected, the port allows packets from a list of VLANs added
to the trunk. The port supports multiple 802.1Q tagged VLANs and one
native VLAN which can be tagged or untagged.
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Native VLAN

The VLAN ID (1-4094) for the native VLAN. The native VLAN allows an
Ethernet device to associate untagged frames to a VLAN when no
802.1Q frame is included in the frame. Additionally, the native VLAN is
the VLAN over which untagged traffic is directed when using a port in
Trunk mode.

Tag Native VLAN

A green check mark means the native VLAN is tagged. A red "X" means
the native VLAN is untagged.

When a frame is tagged, the 12-bit frame VLAN ID is added to the 802.1Q
header so upstream Ethernet devices know which VLAN ID the frame
belongs to. The device reads the 12-bit VLAN ID and forwards the frame
to the appropriate VLAN. When a frame is received with no 802.1Q
header, the upstream device classifies the frame using the default or
native VLAN assigned to the Trunk port. A native VLAN allows an
Ethernet device to associate untagged frames to a VLAN when no
802.1Q frame is included in the frame.

Allowed VLANs

The VLANSs allowed to send packets over the listed port. Allowed VLANSs
are listed only when the port is in Trunk mode.

Basic Ethernet Port Configuration

To define a profile's Ethernet port basic configuration:

1 To edit the configuration of an existing port, select it from amongst those displayed and select the
Edit button. The Ethernet port Basic Configuration screen displays by default.

Access Point for version 7.2.1



Device Configuration

Tag Natve VLAN i

Allow ed VLANS (b (1-4004) (247-12,.)

Name ge2 (7]
P TEAUES Securlty Spanning Tree
Properties COPLLDP
Descripton - Osco Dscovery Protoc of Receve i)
Csc o Dscovery Protoc o Transmi [
Admin Staus @& Deabed ® Enabied
Link Layer Discovery Profoc ol Receive (]
Speed O Automatic | ¥
Link Layer Discovery Frofoc o Transmit (s
a7 T
BEhernet_port_captive_portal_enforcement
Switching Mode Enforce captive portal @ Hone v
Mode O® access @ Trunk Fabric Attach
NawveVLAN @l 1 (1 - 4004) VLAN 18I0 i)

Paort Channel Members hip

Port Channt e 7 | : (2

Set the following Ethernet port Properties:

Description

physical port.

Enter a brief description for the port (64 characters maximum). The
description should reflect the port's intended function to differentiate it
from others with similar configurations or perhaps just the name of the

Admin Status

Select the Enabled radio button to define this port as active to the
controller profile it supports. Select the Disabled radio button to
disable this physical port in the profile. It can be activated at any future

time when needed.

Access Point for version 7.2.1



Device Configuration

Speed

Select the speed at which the port can receive and transmit the data.
Select either 10 Mbps, 100 Mbps or 1000 Mbps. Select either of
these options to establish a 10, 100 or 1000 Mbps data transfer rate for
the selected half duplex or full duplex transmission over the port. These
options are not available if Auto is selected. Select Automatic to
enable the port to automatically exchange information about data
transmission speed and duplex capabilities. Auto negotiation is helpful
when in an environment where different devices are connected and
disconnected on a regular basis. Automatic is the default setting.

Duplex

Select either half, full or automatic as the duplex option. Select
Half duplex to send data over the port, then immediately receive data
from the same direction in which the data was transmitted. Like a full-
duplex transmission, a half-duplex transmission can carry data in both
directions, just not at the same time. Select Fu// duplex to transmit data
to and from the device port at the same time. Using Full duplex, the port
can send data while receiving data as well. Select Automatic to
dynamically duplex as port performance needs dictate. Automatic is the
default setting.

3 Enable or disable the following CDP/LLDP parameters used to configure Cisco Discovery Protocol
and Link Layer Discovery Protocol for this profile's Ethernet port configuration:

Cisco Discovery Protocol Receive

Select this box to allow the Cisco discovery protocol to be received on
this port. If enabled, the port sends out periodic interface updates to a
multicast address to advertise its presence to neighbors. This option is
enabled by default.

Cisco Discovery Protocol Transmit

Select this box to allow the Cisco discovery protocol to be transmitted on
this port. If enabled, the port sends out periodic interface updates to a
multicast address to advertise its presence to neighbors.

Link Layer Discovery Protocol
Receive

Select this box to allow the Link Layer discovery protocol to be received
on this port. If enabled, the port sends out periodic interface updates to
a multicast address to advertise its presence to neighbors. This option is
enabled by default.

Link Layer Discovery Protocol
Transmit

Select this box to allow the Link Layer discovery protocol to be
transmitted on this port. If enabled, the port sends out periodic interface
updates to a multicast address to advertise its presence to neighbors.

4  Set the following Power Over Ethernet (PoE) parameters for this profile's Ethernet port

configuration:

Enable POE

Select the check box to configure the selected port to use Power over
Ethernet. To disable PoE on a port, clear this option. Power over Ethernet
is supported on RFS 4000 model controllers only. When enabled, the
controller supports 802.3af PoE on each of its ge ports. The PoE allows
users to monitor port power consumption and configure power usage
limits and priorities for each ge port.

Power Limit

Use the spinner control to set the total watts available for Power over
Ethernet on the defined ge port. Set a value between O - 40 watts.

Power Priority

Set the power priority for the listed port to either to either Low, Medium
or High. This is the priory assigned to this port versus the power
requirements of the other ports on the controller.

5 Define the following Switching Mode parameters to apply to the Ethernet port configuration:
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Mode

Select either the Access or Trunk radio button to set the VLAN
switching mode over the port. If Access is selected, the port accepts
packets only form the native VLANSs. Frames are forwarded out the port
untagged with no 802.1Q header. All frames received on the port are
expected as untagged and are mapped to the native VLAN. If the mode
is set to Trunk, the port allows packets from a list of VLANSs you add to
the trunk. A port configured as Trunk supports multiple 802.1Q tagged
VLANSs and one Native VLAN which can be tagged or untagged. Access
is the default mode.

Native VLAN

Use the spinner control to define a numerical Native VLAN ID between 1 -
4094. The native VLAN allows an Ethernet device to associate untagged
frames to a VLAN when no 802.1Q frame is included in the frame.
Additionally, the native VLAN is the VLAN which untagged traffic will be
directed over when using a port in trunk mode. The default VLAN is 1.

Tag Native VLAN

Select the check box to tag the native VLAN. WING managed devices
support the IEEE 802.1Q specification for tagging frames and
coordinating VLANs between devices. IEEE 802.1Q adds four bytes to
each frame identifying the VLAN ID for upstream devices that the frame
belongs. If the upstream Ethernet device does not support IEEE 802.1Q
tagging, it does not interpret the tagged frames. When VLAN tagging is
required between devices, both devices must support tagging and be
configured to accept tagged VLANSs. When a frame is tagged, the 12 bit
frame VLAN ID is added to the 802.1Q header so upstream Ethernet
devices know which VLAN ID the frame belongs to. The device reads the
12 bit VLAN ID and forwards the frame to the appropriate VLAN. When a
frame is received with no 802.1Q header, the upstream device classifies
the frame using the default or native VLAN assigned to the Trunk port.
The native VLAN allows an Ethernet device to associate untagged
frames to a VLAN when no 802.1Q frame is included in the frame. This
feature is disabled by default.

Allowed VLANs

Selecting Trunk switching mode enables the Allowed VLANSs parameter
to add VLANS that exclusively send packets over the listed port.

6 In the Dynamic Link Aggregation (LACP) area, set the following parameters to enable link
aggregation on the selected GE port:
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Port Channel Select to configure the selected port as a member of a LAG (link
aggregation group). Link aggregation is supported only on the following
platforms: AP7502, AP7602, AP7612, AP8432, AP8533, NX5500,
NX7500, NX9500, NX9600, and VX900.

LACP enables combining and managing multiple physical connections
like Ethernet ports as a single logical channel as defined in the IEEE
802.1ax standard. LACP provides redundancy and increase in throughput
for connections between two peers. It also provides automatic recovery
in cases where one or more of the physical links - making up the
aggregation - fail. Similarly, LACP also provides a theoretical boost in
speed compared to an individual physical link.

Note; if enabling LACP, disable or physically disconnect interfaces that
do not use spanning tree to prevent loop formation until LACP is fully
configured on both the local WiNG device and the remote device.

Port Mode Set the port mode as Active or Passive. If setting the port as a
LAG member, specify whether the port is an active or passive member
within the group.

An active member initiates and participates in LACP negotiations. It is
the active port that always transmits LACPDU irrespective of the remote
device’s port mode.

The passive port only responds to LACPDU received from its
corresponding active port.

At least one port within a LAG, on either of the two negotiating peers,
should be in the active mode. LACP negotiations are not initiated if all
LAG member ports are passive. Further, the peer-to-peer LACP
negotiations are always initiated by the peer with the lower system-
priority value.

Port Priority Select this check box and set the selected Ethernet Port’s priority value,
within the LAG, from 1-65535.

The selected port’s actual priority within the LAG is determined by the
port-priority value specified here along with the port’s number. Higher
the value, lower is the priority. Use this option to manipulate a port’s
priority. For example, in a LAG having five physical ports, four active and
one standby, manually increasing the standby port’s priority ensures that
if one of the active port fails, the standby port is included in the LAG
during re-negotiation.

7 Select a Captive Portal Enforcement option for the selected Ethernet port interface.

Captive portal enforcement allows wired network users to pass traffic through the captive portal
without being redirected to an authentication page. Authentication instead takes place when the
RADIUS server is queried against the wired user's MAC address. If the MAC address is in the RADIUS
server's user database, the user can pass traffic on the captive portal. If None is selected, captive
portal policies are not enforced on the wired interface. If Authentication Failure is selected,
captive portal policies are enforced only when RADIUS authentication of the client’'s MAC address is
not successful. If Always is selected, captive portal policies are enforced regardless of whether the
client's MAC address is in the RADIUS server's user database.

8 Click + Add Row and set or override the Fabric Attach parameters. This option enables WING
devices (access points and controllers) as FA (Fabric Attach) Clients.

Note
1 e J To enable FA Client feature, the Ethernet port’s switching mode should be set to trunk.
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VLAN Set the VLAN from 1-4094.

ISID User the spinner control to specify the ISID from 1-16777214. This is the
ISID (Individual Service Identifier) associated with the VLAN interface
specified above.

Configuring a VLAN to ISID assignment, enables FA client operation on
the selected Ethernet port.

The FA Client requests acceptance of the VLAN to ISID mapping from
the FAS within the FC (Fabric Connect) network. Once acceptance is
achieved, the FC edge switch applies the ISID to the VLAN traffic from
the device (AP or controller), and uses this ISID inside the Fabric.

Note: A maximum of 94 pairs of I-SID to VLAN mappings can be
configured per Ethernet port.

FA-enabled switches, in the FC network, send out LLDP messages with TLV extensions of
Organization-specific TLV with OUI, to discover FA clients and advertise capabilities.

The FA-enabled client associates with the FAS (FA Server), and obtains provisioning information
(management VLAN interface details, and whether the interface is tagged or not) that allows the
client to be configured with parameters that allow traffic to flow through the Fabric to the WLAN
controller. Use this option to configure the ISID to VLAN mapping that the FA Client uses to
negotiate with the FAS.

You can configure FA Client capability on a device’s profile as well as device contexts.
Optionally select the Port Channel checkbox and define a setting between 1 - 3 using the spinner
control. This sets the channel group for the port.

Select OK to save the changes made to the Ethernet Port Basic Configuration. Select Reset to revert
to the last saved configuration.

Ethernet Port Security Configuration

To define a profile's Ethernet port security configuration:

1

Select the Security tab.

Access Point for version 7.2.1 / 88



Device Configuration

Name ge1 (2]

mmmmm

Access Control
802.1X supplicant (chent) feature

IPv4 inbound Firew all Rules 0 rl 2 %
Enable 0o
Inbound MAC Firew all Rules 0 x| L
! Username g
IPv6 Inbound Firew all Rules 0| ) 0 8
Password
Trust
Trust ARF RESPONSes i ||
Trus! DHCP Respons s O

ARP header Msmatch Validation @[]

Trust 802 1p COS values o

Trust P DSCP 0¥
Pvé Settings

Trust ND Requests o]

Trust DHCPYE Responses O

ND Header Msmatch Validation @[]

RA Guard O
o ]

Figure 27: Interface GE Port - Security Tab

2 Refer to the Access Control field. As part of the port's security configuration, Inbound IP and MAC
address firewall rules are required.

Use the Inbound IP Firewall Rules and MAC Inbound Firewall Rules pull-down menus to select the
firewall rules to apply to this profile's Ethernet port configuration.

The firewall inspects IP and MAC traffic flows and detects attacks typically not visible to traditional
wired firewall appliances.

3 If afirewall rule does not exist suiting the data protection needs of the target port configuration,
select the Create icon to define a new rule configuration. For more information, see Wireless Firewall
on page 748.

4 Refer to the Trust field to define the following:

Trust ARP Responses Select the check box to enable ARP trust on this port. ARP packets
received on this port are considered trusted and information from these
packets is used to identify rogue devices within the network. The default
value is disabled.

Trust DHCP Responses Select the check box to enable DHCP trust on this port. If enabled, only
DHCP responses are trusted and forwarded on this port, and a DHCP
server can be connected only to a DHCP trusted port. The default value
is enabled.
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ARP header Mismatch Validation

Select this option to enable a mismatch check for the source MAC in
both the ARP and Ethernet header. The default value is disabled.

Trust 802.1p COS values

Select the check box to enable 802.1p COS values on this port. The
default value is enabled.

Trust IP DSCP

Select the check box to enable IP DSCP values on this port. The default
value is enabled.

Note; Some vendor solutions with VRRP enabled send ARP packets with
Ethernet SMAC as a physical MAC and inner ARP SMAC as VRRP MAC. If
this configuration is enabled, a packet is allowed, despite a conflict
existing.

5 Set the following IPv6 Settings

Trust ND Requests

Select this option to enable the trust of neighbor discovery requests
required on an IPv6 network on this Ethernet port. This option is
disabled by default.

Trust DHCPv6 Responses

Select this option to trust all DHCPv6 responses on this Ethernet port.
DHCPv6 is a networking protocol for configuring IPv6 hosts with IP
addresses, IP prefixes, or other configuration attributes required on an
IPv6 network. This option is enabled by default.

ND Header Mismatch Validation

Select this option to enable a mismatch check for the source MAC within
the ND header and Link Layer Option. This option is disabled by default.

RA Guard

Select this option to enable router advertisements or ICMPV6 redirects
from this Ethernet port. This option is enabled by default.

6 Set the following 802.1X Settings:

Host Mode Use the drop-down menu to select the host mode configuration to apply
to this port. Options include single-host or multi-host. The default setting
is single-host.

Guest VLAN Specify a guest VLAN for this port from 1- 4094. This is the VLAN traffic

is bridged on if this port is unauthorized and the guest VLAN is globally
enabled.

Port Control

Use the drop-down menu to set the port control state to apply to this
port. Options include force-authorized, force-unauthorized and
automatic. The default setting is force-authorized.

Re Authenticate

Select this setting to force clients to reauthenticate on this port. The
default setting is disabled, thus clients do not need to reauthenticate for
connection over this port until this setting is enabled.

Max Reauthenticate Count

Set the maximum reauthentication attempts (1 - 10) before this port is
moved to unauthorized. The default setting is 2.

Maximum Request

Set the maximum number of authentication requests (1 - 10) before
returning a failed message to the requesting client. The default setting is
2.

Quiet Period

Set the quiet period for this port from 1- 65,535 seconds. This is the
maximum wait time 802.1x waits upon a failed authentication attempt.
The default setting is 60 seconds.
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Reauthenticate Period

Use the spinner control to set the reauthentication period for this port
from 1- 65,535 seconds. The default setting is 60 seconds.

Port MAC Authentication

When enabled, a port's MAC address is authenticated, as only one MAC
address is supported per wired port. When successfully authenticated,
packets from the source are processed. Packets from all other sources
are dropped. Port MAC authentication is supported on RFS 4000, model
controllers and NX 9000 series service platforms.

Port MAC authentication may be enabled on ports in conjunction with
Wired 802.1x settings for a MAC Authentication AAA policy.

7 Select Enable within the 802.1x supplicant (client) field to enable a username and password pair
used when authenticating users on this port. This setting is disabled by default. The password

cannot exceed 32 characters.

8 Select OK to save the changes made to the Ethernet port's security configuration. Select Reset to
revert to the last saved configuration.

Spanning Tree Configuration

To define an Ethernet port's spanning tree configuration:

1 Select Configuration — Devices — System Profile.

The Profile screen, listing device profiles is displayed.
2 Select a device profile from those listed on the screen.

The selected device profile's configuration menu displays.
3 Expand the Interface menu and select Ethernet Ports.
To edit the configuration of an existing port, select it from amongst those displayed and select the

Edit button.

5 Select the Spanning Tree tab.
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6 Define the following PortFast parameters for the port's MSTP configuration:

Enable PortFast

Select the check box to enable pull-down menus for both the Enable
Portfast BPDU Filter and Enable Portfast BPDU guard options for the
port.

PortFast BPDU Filter

Select enable to invoke a BPDU filter for this portfast enabled port.
Enabling the BPDU filter feature ensures this PortFast enabled port does
not transmit or receive BPDUs.

PortFast BPDU Guard

Select enable to invoke a BPDU guard for this portfast enabled port.
Enabling the BPDU Guard feature means this portfast-enabled port will
shutdown on receiving a BPDU. Thus, no BPDUs are processed.

7 Set the following MSTP Configuration parameters:

Enable as Edge Port

Select the check box to define this port as an edge port. Using an edge
(private) port, isolate devices to prevent connectivity over this port.

Link Type

Select either the Point-to-Point or Shared radio button.
Selecting Point-to-Point indicates the port should be treated as
connected to a point-to-point link. Selecting Shared indicates this port
should be treated as having a shared connection. A port connected to a
hub is on a shared link, while one the connected to a controller is a point-
to-point link.

Cisco MSTP Interoperability

Select either the Enable or Disable radio buttons. This enables
interoperability with Cisco's version of MSTP over the port, which is
incompatible with standard MSTP.
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Force Protocol Version Sets the protocol version to either STP (0), Not Supported (1),
RSTP (2) or MSTP (3) . MSTP is the default setting.

Guard Determines whether the port enforces root bridge placement. Setting
the guard to Root ensures the port is a designated port. Typically, each
guard root port is a designated port, unless two or more ports (within
the root bridge) are connected together. If the bridge receives superior
(BPDUs) on a guard root-enabled port, the guard root moves the port to
a root-inconsistent STP state. This state is equivalent to a listening state.
No data is forwarded across the port. Thus, the guard root enforces the
root bridge position.

8 Refer to the Spanning Tree Port Cost table.

9 Define an Instance Index using the spinner control, then set the Cost. The default path cost depends
on the speed of the port. The cost helps determine the role of the port in the MSTP network. The
designated cost is the cost for a packet to travel from this port to the root in the MSTP configuration.
The slower the media, the higher the cost.

Speed Default Path Cost
<=100000 bits/sec 200000000
<=1000000 bits/sec 20000000
<=10000000 bits/sec 2000000
<=100000000 bits/sec 200000
<=1000000000 bits/sec 20000
<=10000000000 bits/sec 2000
<=100000000000 bits/sec 200
<=1000000000000 bits/sec 20
>1000000000000 bits/sec 2

10 Select + AddRow as needed to include additional indexes.
11 Refer to the Spanning Tree Port Priority table.

Define an Instance Index using the spinner control and assign a Priority value. The lower the priority,
a greater likelihood of the port becoming a designated port. Thus applying an higher value impacts
the port's likelihood of becoming a designated port.

12 Select + Add Row needed to include additional indexes.

13 Select OK to save the changes made to the Ethernet Port's spanning tree configuration. Select Reset
to revert to the last saved configuration.

Virtual Interface Configuration

A virtual interface is required for layer 3 (IP) access to a controller or service platform or provide to layer
3 service on a VLAN. The virtual interface defines which IP address is associated with each VLAN ID the
controller or service platform is connected to. A virtual interface is created for the default VLAN (VLAN
1) to enable remote administration. A virtual interface is also used to map VLANS to IP address ranges.
This mapping determines the destination for routing.

To review existing virtual interface configurations and create a new virtual interface configuration,
modify (override) an existing configuration or delete an existing configuration:
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1 Select Configuration — Devices — System Profile from the web Ul.

A list of device profiles is displayed in the right-hand Ul. This list contains default and user-defined
profiles.

2 Select a profile from those listed on the screen.
The profile's configuration menu is displayed.
3 Expand the Interface menu and select Virtual Interfaces.

Name ) Type Description Admin Status VLAN IP Address

vian1 VLAN ¢ Enabled 1 dhcp

Type lo search in tables Row Count: 1
| Add | Edit [ekls Replace l Exit

Figure 28: Profile Interface - Virtual Interfaces screen

4 Review the following parameters unigue to each virtual interface configuration:

Name The name of each listed virtual interface assigned when it was created. The name is
between 1- 4094, and cannot be modified as part of a virtual interface edit.

Type The type of virtual interface for each listed interface.

Description The description defined for the virtual interface, either when it was created or when it
was edited.

Admin Status A green check mark means the listed virtual interface configuration is active and

enabled with its supported profile. A red “X” means the virtual interface is currently
shut down. The interface status can be modified when a new virtual interface is
created or an existing one modified.

VLAN The numerical VLAN ID associated with each listed interface.

IP Address Whether DHCP was used to obtain the primary IP address used by the virtual
interface configuration.

After reviewing the configurations of existing virtual interfaces, determine whether a new interface
needs to be created, an existing virtual interface needs to be edited (overridden), or an existing
virtual interface needs to be deleted.

General Configuration

To configure the VLAN's basic configurations:
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1 Select Add to define a new virtual interface configuration, Edit to modify or override the
configuration of an existing virtual interface, or Delete to permanently remove a selected virtual
interface.

The Basic Configuration screen displays by default, regardless of a whether a new virtual interface is
being created or an existing one is being modified. Select the General tab if it is not selected by

default.
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Figure 29: Profile Overrides - Virtual Interfaces Basic Configuration Screen

2 If you are creating a new virtual interface, use the VLAN ID spinner control to define a numeric VLAN
ID from1-4094.

3 Define or override the following parameters in the Properties field:

Description Provide or edit a description (up to 64 characters) for the virtual
interface that helps differentiate it from others with similar
configurations.

Admin Status Select Disabled or Enabled to define this interface’s current status
within the managed network. When set to Enabled, the virtual interface
is operational and available to the controller or service platform. The
default value is enabled.

4 Define or override the Network Address Translation (NAT) direction.

Select one of the following options:

Inside  The inside network is transmitting data over the network its intended destination. On the way out,
the source IP address is changed in the header and replaced by the (public) IP address.

Outside Packets passing through the NAT on the way back to the managed LAN are searched against to the
records kept by the NAT engine. There the destination IP address is changed back to the specific
internal private class IP address in order to reach the LAN over the switch managed network.

None  No NAT activity takes place. This is the default setting.
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5 Set the following DHCPv6 Client Configuration.
The DHCPv6 (Dynamic Host Configuration Protocol for IPv6) provides a framework for passing

configuration information.

Stateless DHCPv6 Client

Select this option to request information from the DHCPv6 server using
stateless DHCPv6. DHCPV6 is a networking protocol for configuring IPv6
hosts with IP addresses, IP prefixes or other configuration attributes
required on an IPv6 network. This setting is disabled by default.

Prefix Delegation Client

Specify a 32-character maximum request prefix for prefix delegation
from a DHCPv6 server over this virtual interface. Devices use prefixes to
distinguish destinations that reside on-link from those reachable using a
router.

Request DHCPv6 Options

Select this option to request DHCPv6 options on this virtual interface.
DHCPv6 options provide configuration information for a node that must
be booted using the network rather than locally. This setting is disabled
by default.

6 Define the Bonjour Gateway settings.

Bonjour is Apple’s implementation of zeroconfiguration networking (Zeroconf). Zeroconf is a group
of technologies that include service discovery, address assignment and hostname resolution.
Bonjour locates devices such as printers, other computers, and services that these computers offer

over a local network.

Bonjour provides a general method to discover services on a /local area network (LAN). It allows
users to set up a network without any configuration. Services such as printers, scanners and file-
sharing servers can be found using Bonjour. Bonjour works within a single broadcast domain.
However, with special DNS configuration, it can be extended to find services across broadcast

domains.

Select the Bonjour Gateway Discover policy from the drop-down menu. Click the Create icon to
define a new Bonjour Gateway policy configuration, or click the Edit icon to modify an existing
Bonjour Gateway policy configuration.

7 Define the following MTU settings for the virtual interface:

Maximum Transmission Unit (MTU)

Set the PPPoE client MTU from 500 - 1,492. The MTU is the largest
physical packet size in bytes a network can transmit. Any messages
larger than the MTU are divided into smaller packets before being sent. A
PPPoE client should be able to maintain its point-to-point connection for
this defined MTU size. The default MTU is 1,492.

IPve MTU

Set an IPv6 MTU for this virtual interface from 1,280 - 1,500. A larger MTU
provides greater efficiency because each packet carries more user data
while protocol overheads, such as headers or underlying per-packet
delays, remain fixed; the resulting higher efficiency means a slight
improvement in bulk protocol throughput. A larger MTU results in the
processing of fewer packets for the same amount of data. The default is
1,500.

8 In the ICMP field, define whether ICMPv6 redirect messages are sent. Redirect requests data packets

be sent on an alternative route.

This setting is enabled by default.
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9 In the Address Autoconfiguration field, define whether to configure IPv6 addresses on this virtual
interface based on the prefixes received in router advertisement messages. Router advertisements
contain prefixes used for link determination, address configuration and maximum hop limits.

This setting is enabled by default.

10 Set the following Router Advertisement Processing settings for the virtual interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.

Accept RA

Enable this option to allow router advertisements over this virtual
interface. IPv6 hosts can configure themselves automatically when
connected to an IPv6 network using the neighbor discovery protocol via
ICMPv6 router discovery messages. When first connected to a network, a
host sends a link-local router solicitation multicast request for its
configuration parameters; routers respond to such a request with a
router advertisement packet that contains Internet layer configuration
parameters.This setting is enabled by default.

No Default Router

Select this option to consider routers unavailable on this interface for
default router selection. This setting is disabled by default.

No MTU

Select this option to not use the existing MTU setting for router
advertisements on this virtual interface. If the value is set to zero, no MTU
options are sent. This setting is disabled by default.

No Hop Count

Select this option to not use the hop count advertisement setting for
router advertisements on this virtual interface. This setting is disabled by
default.

11 Click OK to save the changes.

Click Reset to revert to the last saved configuration.

IPv4 Configuration

IPv4 is a connectionless protocol. It operates on a best effort delivery model that does not guarantee
delivery or assures proper sequencing or avoidance of duplicate delivery (unlike TCP).

To configure the VLAN IPv4 configuration:
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1 Select the IPv4 tab.

VLAN ID vian150 (7]
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Figure 30: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv4
Tab

2 Set the following network information in the IPv4 Addresses field:

Enable Zero Configuration Zero configuration can be a means of providing a primary or secondary
IP addresses for the virtual interface. Zero configuration (or zero config)
is a wireless connection utility included with Microsoft Windows XP and
later as a service dynamically selecting a network to connect based on a
user's preferences and various default settings. Zero config can be used
instead of a wireless network utility from the manufacturer of a
computer's wireless networking device. This value is set to None by

default.
Primary IP Address Define the IP address for the VLAN associated virtual interface.
Use DHCP to Obtain IP Select this option to allow DHCP to provide the IP address for the virtual

interface. Selecting this option disables the Primary IP Address field.
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Use DHCP to Obtain Gateway/DNS | Select this option to allow DHCP to obtain a default gateway address

Servers and DNS resource for one virtual interface. This setting is disabled by
default and only available when the Use DHCP to Obtain IP option is
selected.

Secondary Addresses Use this parameter to define additional IP addresses to associate with

VLAN IDs. The address provided in this field is used if the primary IP
address is unreachable.

3 Click OK to save the changes to the IPv4 configuration.

Click Reset to revert to the last saved configuration.

IPv6 Configuration

IPv6 is the latest revision of the IP (Internet Protocol), designed to replace IPv4. IPV6 provides
enhanced identification and location information for computers on networks routing traffic across the
Internet. IPv6 addresses are composed of eight groups of four hexadecimal digits separated by colons.
IPv6 hosts can configure themselves automatically when connected to an IPv6 network using the
neighbor discovery protocol via ICMPV6 router discovery messages. When first connected to a network,
a host sends a link-local router solicitation multicast request for its configuration parameters; routers
respond to such a request with a router advertisement packet that contains Internet layer configuration
parameters.

To configure the VLAN IPv6 configuration:
1 Select the IPv6 tab.
e EEEEE}Y}YETET
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Figure 31: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab
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2 Refer to the IPv6 Addresses field to define how IP6 addresses are created and utilized:

IPv6 Mode Select this option to enable IPv6 support on this virtual interface. IPv6 is disabled
by default.

IPv6 Address Static Define up to 15 global IPv6 IP addresses that can created statically. IPv6
addresses are represented as eight groups of four hexadecimal digits separated
by colons.

IPv6 Address Static using | Optionally, set up to 15 global IPv6 IP addresses (in the EUI-64 format) that can
EUI64 created statically. The IPv6 EUI-64 format address is obtained through a 48-bit
MAC address. The MAC is initially separated into two 24- bits, with one being an
OUI (Organizationally Unique Identifier) and the other being client specific. A 16-
bit OXFFFE is then inserted between the two 24-bits for the 64-bit EUl address.
IEEE has chosen FFFE as a reserved value which can only appear in EUI-64
generated from the an EUI-48 MAC address.

IPv6 Address Link Local Provide the IPv6 local link address. IPv6 requires a link local address assigned to
every interface the IPv6 protocol is enabled, even when one or more routable
addresses are assigned.

3 Enable the Enforce Duplicate Address option to enforce duplicate address protection when any
wired port is connected and in a forwarding state.

This option is enabled by default.
4 Refer to the IPv6 Address Prefix from Provider table to create IPv6 format prefix shortcuts as
supplied by an ISP.

Select + Add Row to launch a screen in which a new delegated prefix name and host ID can be
defined.

IPvé Address Prefix from Provider

Delegated Prefix Name

bt

Figure 32: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add Address Prefix from Provider
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Designated Prefix Name | Enter a 32-character maximum name for the IPv6 address prefix from your
provider.

Host ID Define the subnet ID, host ID, and prefix length.

5 Click OK to save the changes to the IPv6 configuration.

Click Exit to close the screen without saving any updates.

6 Refer to the IPv6 Address Prefix from Provider EUI64 table to set an (abbreviated) IP address prefix
in EUIB4 format.

Select + Add Row to launch a screen in which a new delegated prefix name and host ID can be
defined in EUI64 format.

IPvé Address Prefix from Provider EU164

Delegated Prefx Name

Host 1D ! v

Figure 33: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add Address Prefix from Provider EUI64

Designated Prefix Enter a 32-character maximum name for the IPv6 prefix from your provider in EUI
Name format. Using EUI64, a host can automatically assign itself a unique 64-bit IPv6
interface identifier without manual configuration or DHCP.

Host ID Define the subnet ID and prefix length.

7 Click OK to save the changes to the new IPv6 prefix from provider in EUI64 format.
Click Exit to close the screen without saving any updates.
8 Refer to the DHCPv6 Relay table to set the address and interface of the DHCPV6 relay.

The DHCPv6 relay enhances an extended DHCP relay agent by providing support in IPv6. DHCP
relays exchange messages between a DHCPV6 server and client. A client and relay agent exist on the
same link. When A DHCP request is received from the client, the relay agent creates a relay forward
message and sends it to a specified server address. If no addresses are specified, the relay agent

Access Point for version 7.2.1 / 101



Device Configuration

forwards the message to all DHCP server relay multicast addresses. The server creates a relay reply
and sends it back to the relay agent. The relay agent then sends back the response to the client.

Select + Add Row to launch a screen in which a new DHCPv6 relay address and interface VLAN ID

can be set.
DHCPVE Relay
Address
nterface 4[] VLANID 1 - (1104,094)

ot

Figure 34: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add DHCPv6 Relay

Address Enter an address for the DHCPv6 relay. These DHCPvV6 relay receive messages from
DHCPv6 clients and forward them to DHCPvG6 servers. The DHCPv6 server sends
responses back to the relay, and the relay then sends these responses to the client on
the local network.

Interface Select this option to enable a spinner control to define a VLAN ID from 1- 4,094 used
as the virtual interface for the DHCPVG6 relay. The interface designation is only
required for link local and multicast addresses. A local link address is a locally derived
address designed for addressing on a single link for automatic address configuration,
neighbor discovery or when no routing resources are available.

9 Click OK to save the changes to the DHCPv6 relay configuration.
Click Exit to close the screen without saving any updates.

IPv6 RA Prefixes Configuration
To configure the VLAN IPv6 RA Prefixes configuration:
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1 Select the IPv6 RA Prefixes tab.

VLANID vian1 ﬂ
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Router Advertisement Policy
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Type orld Prefix Lifetime Lifetime Lifetime Lifetime Lifetime Lifetime red  onfig Lifetime Link
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Date

Latsnce ]
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Figure 35: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
RA Prefixes Tab

2 Use the Router Advertisement Policy drop-down menu to select and apply a policy to the virtual
interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.
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3 Review the configurations of existing IPv6 advertisement policies.

If necessary, select + Add Row to define the configuration for an additional IPv6 RA prefix.

IPv6 RA Prefixes
Prefx Type ¥ lm - J
Prefix or id * !
Site Prefix * /

vadifeimeType 4 |Exiemal (Fixed) | v |

Valid Litetime Sec ¥ 30

Vald Lifetme Date o

Vald Lifetime Tme 9 A

Freferred Lifetime Type . Extemal (Fixed)  w |

Preferred Lifetime Sec 4 7 Days v
Preferred Lifetime Date g

Preferred Lifetime Time o : 0 : =
Autoconfig * of]

On Link i

Figure 36: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
RA Prefix

4 Define the following IPv6 RA Prefix settings:

Prefix Type Set the prefix delegation type used with this configuration. Options include
Prefix and prefix-from-provider. The default setting is Prefix. A
prefix allows an administrator to associate a user defined name to an IPv6 prefix. A
provider assigned prefix is made available from an ISP (Internet Service Provider) to
automate the process of providing and informing the prefixes used.

Prefix or ID Set the actual prefix or ID used with the IPv6 router advertisement.

Site Prefix The site prefix is added into a router advertisement prefix. The site address prefix
signifies the address is only on the local link.
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Valid Lifetime Type

Set the lifetime for the prefix's validity. Options include External (fixed),
decrementing, and infinite. If set to External (fixed), only the Valid
Lifetime Sec setting is enabled to define the exact time interval for prefix validity. If
set to decrementing,, use the lifetime date and time settings to refine the prefix
expiry period. If set to infinite, no additional date or time settings are required
for the prefix and the prefix will not expire. The default setting is External (fixed).

Valid Lifetime Sec

If the lifetime type is set to External (fixed), set the Seconds, Minutes, Hours, or

Days values used to measure the prefix's expiration. 30 days, O hours, O minutes, and
0 seconds is the default lifetime.

Valid Lifetime Date

If the lifetime type is set to External (fixed), set the date in MM/DD/YYYY format
for the expiration of the prefix.

Valid Lifetime Time

If the lifetime type is set to decrementing, set the time for the prefix's validity.
Use the spinner controls to set the time in hours and minutes. Use the AM and PM
radio buttons to set the appropriate hour.

Preferred Lifetime
Type

Set the administrator preferred lifetime for the prefix's validity. Options include
External (fixed), decrementing, and infinite. If set to External
(fixed), only the Preferred Lifetime Sec setting is enabled to define the exact time
interval for prefix validity. If set to decrementing,, use the lifetime date and time
settings to refine the prefix expiry period. If set to infinite, no additional date or
time settings are required for the prefix and the prefix will not expire. The default
setting is External (fixed).

Preferred Lifetime Sec

If the administrator preferred lifetime type is set to External (fixed), set the
Seconds, Minutes, Hours, or Days values used to measure the prefix's expiration. 30
days, O hours, O minutes, and O seconds is the default lifetime.

Preferred Lifetime Date

If the administrator preferred lifetime type is set to External (fixed), set the date
in MM/DD/YYYY format for the expiration of the prefix.

Preferred Lifetime

If the administrator preferred lifetime type is set to decrementing, set the time

Time for the prefix's validity. Use the spinner controls to set the time in hours and minutes.
Use the AM and PM radio buttons to set the appropriate hour.

Autoconfig Autoconfiguration includes generating a link-local address, global addresses via
stateless address autoconfiguration and duplicate address detection to verify the
unigueness of the addresses on a link. This setting is enabled by default.

On Link Select this option to keep the IPv6 RA prefix on the local link. The default setting is

enabled.

5 Click OK to save the changes to the IPv6 RA prefix configuration.

Click Exit to close the screen without saving any updates. Or, click Reset to revert to the last saved

configuration.

Security Configuration

Use this screen to configure firewalls. The firewall inspects packet traffic to and from connected clients.
If there is no firewall rule that meets the data protection needs of this virtual interface, select the Create
icon to define a new firewall rule configuration or the Edit icon to modify or override an existing
configuration. For more information, see Wireless Firewall on page 748.

To set the VLAN security configuration:

Access Point for version 7.2.1

/ 105



Device Configuration

1 Select the Security tab.

VLAN ID vian1 (2]

IPvd Access Control
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Figure 37: Profile Overrides - Virtual Interfaces Security Screen

2 Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific inbound firewall
rules to apply to this profile’s virtual interface configuration.

Click the Create icon to define a new IPv4 firewall rule configuration, or click the Edit icon to modify
an existing configuration.

IPv4 is a connectionless protocol for packet switched networking. IPv4 operates as a best effort
delivery method, since it does not guarantee delivery, and does not ensure proper sequencing or
duplicate delivery (unlike (TCP). For more information on creating IPv4 firewall rules, see
Configuring IP Firewall Rules on page 762.

IPv4 and IPv6 are different enough to warrant separate protocols. IPv6 devices can alternatively use
stateless address autoconfiguration. IPv4 hosts can use link local addressing to provide local
connectivity.
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3 Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific inbound firewall
rules to apply to this profile’s virtual interface configuration.

Click the Create icon to define a new IPv6 firewall rule configuration, or click the Edit icon to modify
an existing configuration.

IPv6 is the latest revision of the IP (Internet Protocol) replacing IPv4. IPV6 provides enhanced
identification and location information for systems routing traffic across the Internet. IPv6 addresses
are composed of eight groups of four hexadecimal digits separated by colons. For more information
on creating IPv6 firewall rules, see Configuring IP Firewall Rules on page 762.

4 Use the VPN Crypto Map drop-down menu to select or override the Crypto Map configuration
applied to this virtual interface.

The VPN Crypto Map entry defines the type of VPN connection and its parameters. For more
information see Defining Profile VPN Settings on page 221.

5 Click OK to save the changes and overrides to the Security screen.
Click Reset to revert to the last saved configuration.

Dynamic Routing Configuration

To configure the VLAN Dynamic Routing configuration:
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1 Select the Dynamic Routing tab.

3
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Figure 38: Profile Overrides - Virtual Interfaces Dynamic Routing Screen

2 Define or override the following parameters in the OSPF Settings field:

Priority

Select this option to enable or disable OSPF priority settings. Use the
spinner to configure a value from O - 255. This option sets the priority of
this interface becoming the DR (Designated Router) for the network.
DRs provide routing updates to the network by maintaining a complete
topology table of the network and sends the updates to the other
routers in the network using multicast. Setting a high value increases the
chance of this interface becoming a DR. Setting this value to zero
prevents this interface from being elected a DR.

Cost

Select this option to enable or disable OSPF cost settings. Use the
spinner to configure a cost value from 1- 65535, Use this option to set
the OSPF cost of this interface. OSPF cost is the overhead required to
send a packet over this interface.

Bandwidth

Set the OSPF bandwidth from 1-10,000,000 KBps.
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3 Configure the OSPF Authentication Type settings by selecting from the drop-down list.

The available options are None, null, simple-password, and message-digest.

4 Select + Add Row at the bottom of the MD5 Authentication table to add the Key ID and Password
used for an MD5 validation of authenticator credentials.

Key ID Use the spinner control to set the unique OSPF message digest
authentication key ID. The available range is from 1- 255. The password is
the OSPF key either displayed as series or asterisks or in plain text (by
selecting Show).

Password Set the OSPF password. This value is displayed as “asterisk” (*). Select
Show to expose the characters in the password.

5 Click OK to save the changes and overrides to the Security screen.

Click Reset to revert to the last saved configuration.

Port Channel Configuration

Controller, service platform and access point profiles can be applied customized port channel settings
as part of their interface configuration.

Note
@ . WING 7.1.X release does not support Port Channel configuration on AP5XX model access
points. This feature will be supported in future releases.

To define a port channel configuration for a device profile:

1 Select Configuration — Devices — System Profile from the web Ul

Alist of device profiles is displayed in the right-hand Ul. This list contains default and user-defined
profiles.

2 Select a profile from those listed on the screen.

The profile's configuration menu is displayed.
3 Expand the Interface menu and select Port Channels.

The Port Channels screen displays.
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4 Refer to the following to review existing port channel configurations and their current status:

differentiating it from others with similar configurations.

Name Displays the port channel's numerical identifier assigned to it when it was created. The
numerical name cannot be modified as part of the edit process.

Type Displays whether the type is port channel.

Description | Lists a short description (64 characters maximum) describing the port channel or

Admin Status | A green checkmark defines the listed port channel as active and currently enabled with the
profile. A red "X" defines the port channel as currently disabled and not available for use. The
interface status can be modified with the port channel configuration as required.

Port Channel Basic Configuration

You can add a new port channel configuration or edit an existing configuration.

1 Select Add to create a new manual session, Edit to modify an existing configuration. To remove a
selected port channel configuration select Delete.

The port channel Basic Configuration screen displays by default.
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2 Set the following port channel Properties:

Description | Enter a brief description for the port channel (64 characters maximum). The description should
reflect the port channel's intended function.

Admin Status| Select the Enabled radio button to define this port channel as active to the profile it supports.
Select the Disabled radio button to disable this port channel configuration within the profile. It
can be activated at any future time when needed. The default setting is enabled.

Speed Select the speed at which the port channel can receive and transmit the data. Select either 710
Mbps, 100 Mbps, 1000 Mbps. Select either of these options to establish a 10, 100 or 1000 Mbps
data transfer rate for the selected half duplex or full duplex transmission over the port. These
options are not available if Automatic is selected. Select Automatic to enable the port channel
to automatically exchange information about data transmission speed and duplex capabilities.
Auto negotiation is helpful when in an environment where different devices are connected and
disconnected on a regular basis. Automatic is the default setting.

Duplex Select either Half, Full or Automatic as the duplex option. Select Half duplex to send data over
the port channel, then immediately receive data from the same direction in which the data was
transmitted. Like a Full duplex transmission, a Half duplex transmission can carry data in both
directions, just not at the same time. Select Full duplex to transmit data to and from the port
channel at the same time. Using Full duplex, the port channel can send data while receiving
data as well. Select Automatic to dynamically duplex as port channel performance needs
dictate. Automatic is the default setting.

3 Use the Port Channel Load Balance drop-down menu to define whether port channel load balancing
is conducted using a Source/Destination IP or a Source/Destination MAC. Source/Destination IP is
the default setting.

4 Define the following Switching Mode parameters to apply to the port channel configuration:
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Mode

Select either the Accessor Trunk radio button to set the VLAN switching mode over
the port channel. If Access is selected, the port channel accepts packets only form the
native VLANSs. Frames are forwarded out the port untagged with no 802.1Q header. All
frames received on the port are expected as untagged and are mapped to the native
VLAN. If the mode is set to Trunk, the port channel allows packets from a list of VLANs
you add to the trunk. A port channel configured as Trunk supports multiple 802.1Q
tagged VLANs and one Native VLAN which can be tagged or untagged. Access is the
default setting.

Native VLAN

Use the spinner control to define a numerical ID between 1- 4094. The native VLAN
allows an Ethernet device to associate untagged frames to a VLAN when no 802.1Q
frame is included in the frame. Additionally, the native VLAN is the VLAN which

untagged traffic will be directed over when using trunk mode. The default value is 1.

Tag the Native VLAN

Select the checkbox to tag the native VLAN. WING managed devices support the IEEE
802.1Q specification for tagging frames and coordinating VLANSs between devices.
IEEE 802.1Q adds four bytes to each frame identifying the VLAN ID for upstream
devices that the frame belongs. If the upstream Ethernet device does not support IEEE
802.1Q tagging, it does not interpret the tagged frames. When VLAN tagging is
required between devices, both devices must support tagging and be configured to
accept tagged VLANs. When a frame is tagged, the 12 bit frame VLAN ID is added to
the 802.1Q header so upstream Ethernet devices know which VLAN ID the frame
belongs to. The device reads the 12 bit VLAN ID and forwards the frame to the
appropriate VLAN. When a frame is received with no 802.1Q header, the upstream
device classifies the frame using the default or native VLAN assigned to the Trunk port.
The native VLAN allows an Ethernet device to associate untagged frames to a VLAN
when no 802.1Q frame is included in the frame. This setting is disabled by default.

Allowed VLANs

Selecting Trunk as the mode enables the Allowed VLANs parameter. Add VLANSs that
exclusively send packets over the port channel.

5 Select OK to save the changes made to the port channel Basic Configuration. Select Reset to revert
to the last saved configuration.

Port Channel Security

To define a port channel's security configuration.

1 Select the Security tab.
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2 Refer to the Access Control section. As part of the port channel's security configuration, Inbound IP
and MAC address firewall rules are required.

Use the Inbound IP Firewall Rules and MAC Inbound Firewall Rules drop-down menus to select
firewall rules to apply to this profile's port channel configuration.

The firewall inspects IP and MAC traffic flows and detects attacks typically not visible to traditional
wired firewall appliances.

If a firewall rule does not exist suiting the data protection needs of the target port channel
configuration, select the Create icon to define a new rule configuration or the Edit icon to modify an
existing firewall rule configuration. For more information, see Wireless Firewall on page 748.

3 Refer to the Trust field to define the following:

Trust ARP Select the check box to enable ARP trust on this port channel. ARP packets received on

Responses this port are considered trusted and information from these packets is used to identify
rogue devices within the network. The default value is disabled.

Trust DHCP Select the check box to enable DHCP trust. If enabled, only DHCP responses are trusted

Responses and forwarded on this port channel, and a DHCP server can be connected only to a
DHCP trusted port. The default value is enabled.

ARP header Select the check box to enable a mismatch check for the source MAC in both the ARP

Mismatch Validation |and Ethernet header. The default value is enabled.

Trust 802.1p COS Select the check box to enable 802.1p COS values on this port channel. The default

values value is enabled.

Trust IP DSCP Select the check box to enable IP DSCP values on this port channel. The default value is
enabled.

4  Set the following IPv6 Settings:

Access Point for version 7.2.1

/ 13




Device Configuration

Trust ND Requests Select to enable the trust of neighbor discovery requests required on an IPv6
network. This setting is disabled by default.

Trust DHCPv6 Select to enable the trust all DHCPv6 responses. DHCPvV6 is a networking protocol for

Responses configuring IPv6 hosts with IP addresses, IP prefixes, or other configuration attributes

required on an IPv6 network. This setting is enabled by default.

ND Header Mismatch | Select to enable a mismatch check for the source MAC within the ND header and Link
Validation Layer Option. This option is disabled by default.

RA Guard Select this option to enable router advertisements or ICMPvV6 redirects from this
Ethernet port. This option is disabled by default.

5 Select OK to save the changes to the security configuration. Select Reset to revert to the last saved
configuration.

Port Channel Spanning Tree
To define a port channel’ spanning tree configuration:
1 Select the Spanning Tree tab.
_

Hame port-channei (7]
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2 Define the following PortFast parameters for the port channel's MSTP configuration:
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Enable PortFast

Select the check box to enable drop-down menus for both the port Enable Portfast BPDU
Filter and Enable Portfast BPDU guard options. This setting is disabled by default.

PortFast BPDU
Filter

Select Enable to invoke a BPDU filter for this portfast enabled port channel. Enabling the
BPDU filter feature ensures this port channel does not transmit or receive any BPDUs. The
default setting is None.

PortFast BPDU
Guard

Select Enable to invoke a BPDU guard for this portfast enabled port channel. Enabling the
BPDU Guard feature means this port will shutdown on receiving a BPDU. Thus, no BPDUs are
processed. The default setting is None.

Set the following MSTP Configuration parameters for the port channel:

Enable as Edge
Port

Select the check box to define this port as an edge port. Using an edge (private) port,
you can isolate devices to prevent connectivity over this port channel. This setting is
disabled by default.

Link Type

Select either the Point-to-Point or Shared radio button. Selecting Point-to-Point
indicates the port should be treated as connected to a point-to-point link. Selecting
Shared indicates this port should be treated as having a shared connection. A port
connected to a hub is on a shared link, while the one connected to the wireless device is
a point-to-point link. Point-to-Point is the default setting.

Cisco MSTP
Interoperability

Select either the Enable or Disable radio buttons. This enables interoperability with
Cisco's version of MSTP, which is incompatible with standard MSTP. This setting is
disabled by default.

Force Protocol
Version

Sets the protocol version to either STP(0), Not Supported(1), RSTP(2) or MSTP(3). MSTP
is the default setting.

Guard

Determines whether the port channel enforces root bridge placement. Setting the guard
to Root ensures the port is a designated port. Typically, each guard root port is a
designated port, unless two or more ports (within the root bridge) are connected
together. If the bridge receives superior (BPDUS) on a guard root-enabled port, the
guard root moves the port to a root-inconsistent STP state. This state is equivalent to a
listening state. No data is forwarded across the port. Thus, the guard root enforces the
root bridge position.

indexes.

4 Refer to the Spanning Tree Port Cost table. Select + AddRow as needed to include additional

Define an Instance Index using the spinner control and then set the Cost. The default path cost
depends on the user defined port speed. The cost helps determine the role of the port channel in the
MSTP network. The designated cost is the cost for a packet to travel from this port to the root in the
MSTP configuration. The slower the media, the higher the cost.

Speed Default Path Cost
<=100000 bits/sec 200000000
<=1000000 bits/sec 20000000
<=10000000 bits/sec 2000000
<=100000000 bits/sec 200000
<=1000000000 bits/sec 20000
<=10000000000 bits/sec 2000
<=100000000000 bits/sec 200
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Speed Default Path Cost
<=1000000000000 bits/sec 20
>1000000000000 bits/sec 2

5

6 Refer to the Spanning Tree Port Priority table. Select + Add Row needed to include additional
indexes.

Define an Instance Index using the spinner control and then set the Priority. The lower the priority, a
greater likelihood of the port becoming a designated port.

7 Select OK to save the changes made to the Ethernet Port Spanning Tree configuration. Select Reset
to revert to the last saved configuration.

Access Point Radio Configuration

Access points can have their radio configurations modified by their managing controller, service
platform or peer access point. Take care not to modify an access point's configuration using its resident
Web Ul, CLI or SNMP interfaces when managed by a profile, or risk the access point having a
configuration independent from the profile until the profile can be uploaded to the access point again
from its managing device.

The WING 7.1.X OS supports new, ExtremeMobility AP5XX model access points. These new AP5XX
access points are dual radio access point models. Refer to the following for radio and antenna details:

AP505i radio and antenna specifications:
e Number of Radios: 2
* Radio T: Band locked at 2.4GHz. provides Bluetooth Low Energy (BLE) support
* Radio 2: Band locked at 5 GHz
*  Number of Antennas:
« Eight WiFi internal antennas
* OneBLE internal antenna

AP510i radio and antenna specifications:
e Number of Radios: 2
* Radio T: Dual-band, supporting 2.4GHz and 5 GHz, provides BLE support
* Radio 2: Band locked at 5 GHz
e Number of Antennas:
« Eight WiFi internal antennas
* One BLE internal antenna

AP510e radio and antenna specifications:
e Number of Radios: 2
» Radio 1: Dual-band, supporting 2.4GHz and 5 GHz, provides BLE support
* Radio 2: Band locked at 5 GHz
e Number of Antennas:
* Eight WiFi external antennas, with the antenna ports grouped into:
group1-1,2,3 and 4
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group 2-5,6,7and 8
* One BLE internal antenna

AP560i radio and antenna specifications:
e Number of Radios: 2
* Radio T: Dual-band, supporting 2.4GHz and 5 GHz, provides BLE support
* Radio 2: Band locked at 5 GHz
*  Number of Antennas:
+ Eight WiFi internal antennas
* OneBLE internal antenna

AP560h radio and antenna specifications:
e Number of Radios: 2
* Radio T: Dual-band, supporting 2.4GHz and 5 GHz, provides BLE support
* Radio 2: Band locked at 5 GHz
e Number of Antennas:
« Eight WiFi internal antennas, supporting the following internal antenna modes:
30 degree
70 degree
* OneBLE internal antenna

To define an access point radio configuration from an associated peer access point controller AP,
controller or NX service platform:

1 Select Configuration — Devices — System Profile from the web Ul.

A list of device profiles is displayed in the right-hand Ul. This list contains default and user-defined
profiles.

2 Select a profile from those listed on the screen.

The profile's configuration menu is displayed.
3 Expand the Interface menu and select Radios.
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4 Review the following to determine whether a radio configuration requires modification to better

support the managed network:

Name Displays whether the reporting radio is the access point's radiol, radio2
or radio3.

Type Displays the type of radio housed by each listed access point.

Description Displays a brief description of the radio provided by the administrator

when the radio's configuration was added or modified.

Admin Status

A green checkmark defines the listed radio as active and enabled with its
supported profile. A red "X" defines the radio as currently disabled.

RF Mode

Displays whether each listed radio is operating in the 802.11a/n or
802.11b/g/n radio band. If the radio is a dedicated sensor, it will be listed
as a sensor to define the radio as not providing typical WLAN support. If
the radio is a client-bridge, it provides a typical bridging function and
does not provide WLAN support. The radio band is set from within the
Radio Settings tab.

Channel

Lists the channel setting for the radio. Smart is the default setting. If set
to smart, the access point scans non-overlapping channels listening for
beacons from other access points. After the channels are scanned, it
selects the channel with the fewest access points. In the case of multiple
access points on the same channel, it selects the channel with the lowest
average power level.

Transmit Power

Lists the transmit power for each radio displayed as a value in milliwatts.

5 If required, select a radio configuration and select the Edit button to modify its configuration.

Radio Settings

Use the Radio Settings screen to apply QoS, ACL, operational mode, WLAN attributes and sensor

configuration settings to the radio.
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To edit an access point's radio settings:

1 Select the radio and select the Edit.

Name radiol

Propertes 11AX Propertes ﬁ
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BSS Color F EJ (11063)
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Radio QoS Folcy +# | defaull | "9 &
[ | TWT o
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RF Mode 0| 2.4GHz-wian v | DT Interval %* 2
Lock RF Mode
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Short Frearrbie o_|
Channel nisman -
Guard Interval
Faliback Channel 0 - OM
DFS Revert Horme oV Frobe Response Rate (| follow-probe-request. | w |
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@ " y
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Antenna Mode O Defaull |«
Enable Antenna Diversity @ [
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The Radio Settings tab displays by default.
2 Define the following radio configuration parameters from within the Properties field:

Description

Provide or edit a description (1 - 64 characters in length) for the radio
that helps differentiate it from others with similar configurations.

Admin Status

Select the Enabled radio button to define this radio as active to the

profile it supports. Select the Disabled radio button to disable this
radio configuration within the profile. It can be activated at any future

time when needed. The default setting is enabled.
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Radio QoS Policy

Use the drop-down menu to specify an existing QoS policy to apply to
the access point radio in respect to its intended radio traffic. If there's no
existing suiting the radio's intended operation, select the Create icon to
define a new QoS policy that can be applied to this profile.

Association ACL

Use the drop-down menu to specify an existing Association ACL policy
to apply to the access point radio. An Association ACL is a policy-based
ACL that either prevents or allows wireless clients from connecting to an
access point radio. An ACL is a sequential collection of permit and deny
conditions that apply to packets. When a packet is received on an
interface, its compared against applied ACLs to verify the packet has the
required permissions to be forwarded. If a packet does not meet any of
the criteria specified in the ACL, the packet is dropped. Select the Create
icon to define a new Association ACL that can be applied to this profile.

3 Set the following profile Radio Settings for the selected access point radio:

RF Mode

The radio can be configured to provide WLAN service for 2.4 GHz and 5
GHz enabled clients. You can also set the radio to provide sensor
support, scan-ahead support, or function as a client bridge.

Set the mode to either 2.4 GHz WLAN or 5 GHz WLAN depending on
the radio's intended client support requirement.

Set the mode to Sensor if using the radio for rogue device detection. To
set a radio as a detector, disable Sensor support on the other access
point radio.

Note: For information on the possible modes of operations for the
AP510i/e and AP560i/h radios, click here.

Note: For information on the possible modes of operations for the
AP505i radios, click here.

Note: The AP510e access point has eight, external antennas grouped
into: Group 1 (with antenna ports 1to 4) and Group 2 (with antenna ports
5 to 8). Use the 'Antenna’ option to configure the antenna-id for the
group-1(1to 4) or group-2 (5 to 8) antennas. For information on
configuring the antenna-id, see Table 5 on page 298.

Note: The AP560h access point has eight, internal antennas, supporting
following two antenna modes: 30 degree and 70 degree. Use the
'Antenna’ option to configure the antenna-id. For information on
configuring the antenna-id, see Table 5 on page 298.

Note; Starting with the WING 7.2.0 release, SMART RF is supported on
AP510i/e and AP560i/h in the dual-5GHz software mode.

Lock RF Mode

Select the check box to lock Smart RF for this radio. The default setting
is disabled.

DFS Revert Home

Select this option to revert to the home channel after a DFS evacuation
period.
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Channel

Use the drop-down menu to select the channel of operation for the
radio. Only a trained installation professional should define the radio
channel. Select Smart for the radio to scan non-overlapping channels
listening for beacons from other access points. After channels are
scanned, the radio selects the channel with the fewest access points. In
the case of multiple access points on the same channel, it selects the
channel with the lowest average power level. The default value is Smart.
Channels with a “w” appended to them are unigue to the 40 MHz band.
Channels with a “ww” appended to them are 802.11ac specific, and are
unique to the 80 MHz band.

Transmit Power

Set the transmit power of the selected access point radio. If using a dual
or three radio model access point, each radio should be configured with
a unigue transmit power in respect to its intended client support
function. A setting of O defines the radio as using Smart RF to determine
its output power. 20 dBm is the default value.

Antenna Gain

Set the antenna between 0.00 - 15.00 dBm. The access point's Power
Management Antenna Configuration File (PMACF) automatically
configures the access point's radio transmit power based on the antenna
type, its antenna gain (provided here) and the deployed country's
regulatory domain restrictions. Once provided, the access point
calculates the power range. Antenna gain relates the intensity of an
antenna in a given direction to the intensity that would be produced
ideally by an antenna that radiates equally in all directions (isotropically),
and has no losses. Although the gain of an antenna is directly related to
its directivity, its gain is a measure that takes into account the efficiency
of the antenna as well as its directional capabilities. Only a professional
installer should set the antenna gain. The default value is 0.00.

Antenna Mode

Set the number of transmit and receive antennas on the access point. 1x1
is used for transmissions over just the single "A" antenna, 1x3 is used for
transmissions over the "A" antenna and all three antennas for receiving.
2x2 is used for transmissions and receipts over two antennas for dual
antenna models. 3x3x3 is used for transmissions and receipts over three
antennas models. The default setting is dynamic based on the access
point model deployed and its transmit power settings.

Enable Antenna Diversity

Select this box to enable antenna diversity on supported antennas.
Antenna diversity uses two or more antennas to increase signal quality
and strength. This option is disabled by default.

Wireless Client Power

Select this option to specify the transmit power on supported wireless
clients. If this is enabled set a client power level between O to 20 dBm.
This option is disabled by default.

Dynamic Chain Selection

Select this option for the radio to dynamically change the number of
transmit chains. This option is enabled by default.
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Data Rates

Once the radio band is provided, the Data Rates drop-down menu
populates with rate options depending on the 2.4 or 5 GHz band
selected. If the radio band is set to Sensor or Detector, the Data Rates
drop-down menu is not enabled, as the rates are fixed and not user
configurable. If 2.4 GHz is selected as the radio band, select separate
802.11b, 802.11g and 802.11n rates and define how they are used in
combination. If 5 GHz is selected as the radio band, select separate
802.11a and 802.11n rates then define how they are used together. When
using 802.11n (in either the 2.4 or 5 GHz band), Set a MCS (modulation
and coding scheme) in respect to the radio's channel width and guard
interval. A MCS defines (based on RF channel conditions) an optimal
combination of 8 data rates, bonded channels, multiple spatial streams,
different guard intervals and modulation types. Clients can associate as
long as they support basic MCS (as well as non-11n basic rates).

If dedicating the radio to either 2.4 or 5 GHz support, a Custom Rates
optionis available to set a modulation and coding scheme (MCS) in
respect to the radio’s channel width and guard interval. A MCS defines
(based on RF channel conditions) an optimal combination of rates,
bonded channels, multiple spatial streams, different guard intervals and
modulation types. Clients can associate as long as they support basic
MCS (as well as non-11n basic rates). If Basic is selected within the 802.11n
Rates field, the MCSO-7 option is auto selected as a Supported rate and
that option is greyed out. If Basic is not selected, any combination of
MCSO0-7, MCS8-15 and MCS16-23 can be supported, including a case
where MCSO-7 and MCS16-23 are selected and not MCS8-15. The MCSO-7
and MCS8-15 options are available to each supported access point.
Refer to the bottom of this page for 802.11an and 802.11ac MCS dates
rates in detail, both with and without short guard intervals (SGI).

Note: For information on supported data rates see, SUPPORTED DATA
RATES

Radio Placement

Use the drop-down menu to specify whether the radio is located
Indoors or Outdoors. The placement should depend on the
country of operation and its regulatory domain requirements for radio
emissions. The default setting is Indoors.

Max Clients

Use the spinner control to set a maximum permissible number of clients
to connect with this radio. The available range is between O - 512 clients.
The default value is 512.

Note: Starting with the WING 7.2.0 release, the AP505, AP510 and
AP560 model access points can support a maximum of 512 wireless
clients per radio.

Rate Selection Method

Specify a radio selection method for the radio. The selection methods
are: Standard: standard monotonic radio selection method will be
used. Opportunistic: sets opportunistic radio link adaptation as
the radio selection method. This mode uses opportunistic data rate
selection to provide the best throughput.

Refer to the following table for the three possible combinations of WLAN/Sensor configuration that
can be applied on the AP510i/e and AP560i/h access point radios.
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Table 3: AP510i/e and AP560i/h Radio 1 and Radio 2: Possible Modes of Operation

Radio T Set to 2.4 GHz WLAN, Channels 1-11in the 20 MHz /40 MHz
1 ' bandwidths
Option
Padio 2 Set to 5 GHz WLAN, Channels 36 - 165 in the 20 MHz /40 MHz /80
: MHz /160 MHz bandwidths
Radio I: Set to Sensor
Option 2 ool 2 Set to 5 GHz WLAN, Channels 36 - 165 in the 20 MHz /40 MHz /80
’ MHz /160 MHz bandwidths
Radio I Set to 5 GHz, Channels 36 - 64 in the 20 MHz /40 MHz /80 MHz /160
opti 3 ' MHz bandwidths
ion
Radio 2- Set to 5 GHz, Channels 100 - 165 in the 20 MHz /40 MHz /80 MHz /160
' MHz bandwidths

Refer to the following table for the two possible combinations of WLAN/Sensor configuration that
can be applied on the AP505i access point radios.

Table 4: AP505i Radio 1 and Radio 2: Possible Modes of Operation

Option 1 |Radiol: Set to 2.4 GHz WLAN, Channels 1-11in the 20 MHz /40 MHz bandwidths
Radio 2: Set to 5 GHz WLAN, Channels 36 - 165 in the 20 MHz /40 MHz /80 MHz /160
MHz
Option 2 |Radiol: Set to Sensor.
Radlo 2: Set to Sensor.

4  Set the following 1TAX Properties for the selected access point radios. These parameters are
applicable only for the 802.11ax capable AP5XX model APs.

Enable TAX Support

Select to enable 802.11ax support. The AP5xx model APs are 802.11ax
capable. Select this checkbox to enable the AP to function in the
802.11ax mode.

Note: 802.11ax support is enabled by default.

BSS Color

Configures support for 802.11ax BSS coloring and assign the BSS color
associated with the radio.

BSS coloring is a means by which 802.11ax radios differentiate between
overlapping Basic Service Sets (BSSs) in multi-path channels. A BSS
represents a set of communicating devices consisting of one AP radio
and one or more client stations. In an 802.11ax enabled wireless network,
each BSS is identified by a numerical identifier (the BSS color) added to
the header of the PHY frame.

BSS coloring impacts channel access behavior and spatial reuse
operation. Based on the BSS color detected, APs can assign new channel
access behavior. Spatial reuse, is another advantage of enabling BSS
color. It applies adaptive Clear Channel Assessment (CCA) thresholds for
detected Overlapping BSS (OBSS) frame transmissions, enabling APs to
ignore transmissions from an OBSS and transmit at the same time.

BSS color support is disabled by default.

Access Point for version 7.2.1

/ 123



Device Configuration

OFDMA

Enables support for Orthogonal frequency-division multiple access
(OFDMA) in both or one direction. OFDMA support is disabled by
default.

802.1ax APs use OFDMA technology to partition a channel into smaller
sub-channels called resource units (RUs) allowing multiple users, with
varying bandwidth needs, to be served simultaneously. OFDMA is ideal
for low bandwidth applications and results in better frequency reuse,
reduced latency, and increased efficiency. When enabled, the AP
mandates the RU allocation for multiple clients for downlink (dI) and
uplink (ul) OFDMA. A series of trigger frames are exchanged to allow
multi-user transmission in the downlink and uplink directions.

Note; Specify a guard-interval to avoid overlapping of OFDMA symbols.

OFDMA is disabled by default.

TWT

Enables Tax 7Target Wake Time (TWT) support on the radio.

The IEEE 802.11ax standard defines power saving enhancements and
improved resource scheduling features, such as scheduled sleep and
wake times. TWT allows devices, APs and stations, to negotiate when
and how frequently they will wake up to send or receive data. TWT
increases device sleep time, thereby substantially improving the client
device's battery life.

TWT is disabled by default.

5 Set the following profile WLAN Properties for the selected access point radio.

Beacon Interval

Set the interval between radio beacons in milliseconds (either 50, 100 or
200). A beacon is a packet broadcast by adopted radios to keep the
network synchronized. The beacon includes the WLAN service area,
radio address, broadcast destination addresses, time stamp and
indicators about traffic and delivery such as a DTIM. Increase the DTIM/
beacon settings (lengthening the time) to let nodes sleep longer and
preserve battery life. Decrease these settings (shortening the time) to
support streaming-multicast audio and video applications that are jitter-
sensitive. The default value is 100 milliseconds.

DTIM Interval BSSID

Set a DTIM Interval to specify a period for Delivery Traffic Indication
Messages (DTIM). A DTIM is periodically included in a beacon frame
transmitted from adopted radios. The DTIM period determines how often
the beacon contains a DTIM, for example, 1 DTIM for every 10 beacons.
The DTIM indicates broadcast and multicast frames (buffered at the
access point) are soon to arrive. These are simple data frames that
require no acknowledgment, so nodes sometimes miss them. Increase
the DTIM/ beacon settings (lengthening the time) to let nodes sleep
longer and preserve their battery life. Decrease these settings
(shortening the time) to support streaming multicast audio and video
applications that are jitter-sensitive.
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RTS Threshold Specify a Request To Send (RTS) threshold (between 1- 2,347 bytes) for
use by the WLAN's adopted access point radios. RTS is a transmitting
station's signal that requests a Clear To Send (CTS) response from a
receiving client. This RTS/CTS procedure clears the air where clients are
contending for transmission time. Benefits include fewer data collisions
and better communication with nodes that are hard to find (or hidden)
because of other active nodes in the transmission path.

Control RTS/CTS by setting an RTS threshold. This setting initiates an
RTS/CTS exchange for data frames larger than the threshold, and sends
(without RTS/CTS) any data frames smaller than the threshold.
Consider the trade-offs when setting an appropriate RTS threshold for
the WLAN's access point radios. A lower RTS threshold causes more
frequent RTS/CTS exchanges. This consumes more bandwidth because
of additional latency (RTS/CTS exchanges) before transmissions can
commence. A disadvantage is the reduction in data-frame throughput.
An advantage is quicker system recovery from electromagnetic
interference and data collisions. Environments with more wireless traffic
and contention for transmission make the best use of a lower RTS
threshold.

A higher RTS threshold minimizes RTS/CTS exchanges, consuming less
bandwidth for data transmissions. A disadvantage is less help to nodes
that encounter interference and collisions. An advantage is faster data-
frame throughput. Environments with less wireless traffic and contention
for transmission make the best use of a higher RTS threshold.

Short Preamble If using an 802.11bg radio, select this checkbox for the radio to transmit
using a short preamble. Short preambles improve throughput. However,
some devices (SpectralLink/Polycomm phones) require long preambles.
The default value is disabled.

Guard Interval Use the drop-down menu to specify a Long or Any guard interval. The
guard interval is the space between the packets being transmitted. The
guard interval is there to eliminate inter-symbol interference (IS). ISI
occurs when echoes or reflections from one transmission interfere with
another. Adding time between transmissions allows echo's and
reflections to settle before the next packet is transmitted. A shorter
guard interval results in a shorter times which reduces overhead and
increases data rates by up to 10%.

The default value is Long.

Probe Response Rate Use the drop-down menu to specify the data transmission rate used for
the transmission of probe responses. Options include, highest-
basic, lowest-basic and follow-probe-request (default
setting).

Probe Response Retry Select the check box to retry probe responses if they are not
acknowledged by the target wireless client. The default value is enabled.

6 Select a mode from the Feed WLAN Packets to Sensor check box in the Radio Share section to
enable this feature.

Select either Inline or Promiscuous mode to allow the packets the radio is switching to also be
used by the WIPS analysis module. This feature can be enabled in two modes: an inline mode where
the WIPS sensor receives the packets from the radios with radio operating in normal mode. A
promiscuous mode where the radio is configured to a mode where it receives all packets on the
channel whether the destination address is the radio or not, and the wips module can analyze them.

SUPPORTED DATA RATES
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802.11n MCS rates are defined as follows for MCS 1-3 streams, both with and without SG:

0 1 6.5 7.2 13.5 15

1 1 13 14.4 27 30

2 1 19.5 21.7 40.5 45

3 1 26 289 54 60

4 1 39 434 81 90

5 1 52 57.8 108 120
6 1 585 65 121.5 135
7 1 65 722 135 150

0 2 13 14.4 27 30

1 2 26 289 54 60
2 2 39 434 81 90
3 2 52 57.8 108 120
4 2 78 86.7 162 180
5 2 104 115.6 216 240
6 2 17 130 243 270
7 2 130 144.4 270 300

0 3 19.5 217 40.5 45
1 3 39 433 81 90
2 3 585 65 1215 135
3 3 78 86.7 162 180
4 3 17 130.7 243 270
5 3 156 173.3 324 360
6 3 175.5 195 364.5 405
7 3 195 216.7 405 450

802.1ac MCS rates (theoretical throughput for single spatial streams) are defined as follows, both

with and without SGI:
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MCS Index 20 MHz No SGI 20 MHz With 40 MHz No 40 MHz With 80 MHz No SGI 80 MHz With
SGI SGI SGI SGI

0 6.5 72 13.5 15 29.3 325

1 13 14.4 27 30 585 65

2 19.5 21.7 40.5 45 87.8 975

3 26 289 54 60 17 130

4 39 433 81 90 1755 195

5 52 578 108 120 234 260

6 585 65 121.5 135 263.3 2925

7 65 722 135 150 2925 325

8 78 86.7 162 180 351 390

9 N/A N/A 180 200 390 4333

7 Select OK to save the changes made within the screen. Select Reset to revert to the last saved
configuration.

WLAN Mapping / Mesh Mapping

You can assign each WLAN its own BSSID. If using a single-radio access point, there are 8 BSSIDs
available. If you are using a dual-radio access point there are 8 BSSIDs for the 802.11b/g/n radio and 8
BSSIDs for the 802.11a/n radio.

Note
e WING 7.1.X release does not support MeshConnex on AP5XX model access points. This
feature will be supported in future releases.

To set a radio's WLAN mapping configuration:

1 Select the WLAN Mapping tab.
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2 Refer to the WLAN/BSS Mappings field to set WLAN BSSID assignments for an existing access point
deployment.

Use the ‘< or ">’ buttons to assign WLANs and mesh points to the available BSSIDs.

You can assign each WLAN its own BSSID. If using a single-radio access point, there are 8 BSSIDs
available. If using a dual-radio access point there are 8 BSSIDs for the 802.11b/g/n radio and 8
BSSIDs for the 802.11a/n radio. Each supported access point model can support up to 8 BSS IDs.

3 Select Advanced Mapping to enable WLAN mapping to a specific BSS ID.

Select OK to save the changes to the WLAN Mapping. Select Reset to revert to the last saved
configuration.

Mesh Legacy

Each radio can have a uniqgue mesh mode and link configuration. This provides a customizable set of
connections to other mesh supported radios within the same radio coverage area.

-~ Note

‘ WING 7.1.X release does not support MeshConnex on AP5XX model access points. This
feature will be suported in future releases.

To set/override a radio’s legacy mesh configuration:

1 Select the Legacy Mesh tab.
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2 Refer to the Advanced Settings field to define basic mesh settings for the access point radio.

Mesh

Use the drop-down menu to set the mesh mode for this radio. Available
options are Disabled, Portal or Client. Setting the mesh mode to Disabled
deactivates all mesh activity on this radio. Setting the mesh mode to
Portal turns the radio into a mesh portal. This will start the radio
beaconing immediately and accept connections from other mesh nodes.
Setting the mesh mode to client enables the radio to operate as a mesh
client and scan and connect to mesh portals or nodes connected to
portals.

Mesh Links

Specify the number of mesh links allowed by the radio. The radio can
have between 1-6 mesh links when the radio is configured as a Portal or
Client.

Mesh PSK

Provide the encryption key in either ASCII or Hex format. Administrators
must ensure this key is configured on the access point when staged for
mesh, added to the mesh client and to the portal access point’s
configuration on the controller or service platform. Select Show to
expose the characters used in the PSK.

Note: Only single hop mesh links are supported at this time.

Note: The mesh encryption key is configurable from the CLI using the
command 'mesh — psk'. Administrators must ensure this key is
configured on the AP when it is being staged for mesh, and also added
to the mesh client as well as to the portal APs configuration on the
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3 Refer to the Preferred Peer Device table to add mesh peers. For each peer added, enter its MAC
Address and a Priority between 1and 6. The lower the priority number the higher priority it'll be
given when connecting to mesh infrastructure.

4 Select the + Add Row and define the following MAC addresses to preferred mesh connection

mappings:
Priority Use this spinner control to set a priority (1-6) for connection preference.
Peer MAC For each priority value, define the MAC address of the associated peer

device. Use this option to are define MAC addresses representing peer
devices for the radio to connect to in mesh mode.

5 Select OK to save the changes. Select Reset to revert to the last saved configuration.

Client Bridge Settings

An access point’s radio can be configured to form a bridge between its wireless/wired clients and an
infrastructure WLAN. The bridge radio authenticates and associates with an infrastructure WLAN
access point. After successful association, the access point switches frames between its bridge radio
and wired/wireless client(s) connected either to its GE port(s) or to the other radio, thereby providing
the clients access to the infrastructure WLAN resources.

Note

Lg WING 7.1.X release does not support Client Bridge configuration on AP5XX model access
points. This feature will be supported in future releases.

To configure a radio’s client bridge settings:
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1

Select the Client Bridge Settings tab.
The selected radio's client bridge configuration screen displays.
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Figure 39: Radio Interface - Client Bridge Configuration Screen
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2 Define the following General settings:

SSID

Set the infrastructure WLAN’s SSID, with which the client-bridge access
point associates.

VLAN

Set the VLAN to which the bridged clients’ sessions are mapped after
successful association with the infrastructure WLAN. Once mapped, the
client bridge communicates with permitted hosts over the infrastructure
WLAN. Specify the VLAN from 1to 4095.

Max Clients

Set the maximum number of client-bridge access points that can
associate with the infrastructure WLAN. Specify a value from 1to 64. The
default value is 64.

Connect through Bridges

Select this option to enable the client-bridge access point radio to
associate with the infrastructure WLAN through another client-bridge
radio thereby forming a chain. This is referred to as daisy chaining of
client-bridge radios. This option is disabled by default.

Channel Dwell Time

Set the channel-dwell time from 50 to 2000 milliseconds. This is the time
the client-bridge radio dwells on each channel (configured in the list of
channels) when scanning for an infrastructure WLAN. The default is 150
milliseconds.

Authentication

Set the mode of authentication with the infrastructure WLAN. The
authentication mode specified here should be the same as that
configured on the infrastructure WLAN. The options are None and EAP.
If you select EAP, specify the EAP authentication parameters. The
default setting is None.

For information on WLAN authentication, see Configuring \WLAN
Security on page 569.

Encryption

Set the packet encryption mode. The encryption mode specified here
should be the same as that configured on the infrastructure WLAN. The
options are None, CCMP, and TKIP. The default setting is None.

For information on WLAN encryption, see Configuring WLAN Security
on page 569.

Refer to the EAP Parameters field

and define the following EAP authentication parameters:

Type Select the EAP authentication method used by the supplicant. The
options are TLS and PEAP-MS-CHAPv2. The default EAP type is
PEAP-MS-CHAPv2.

Username Set the 32-character maximum user name for an EAP authentication
credential exchange.

Password Set the 32-character maximum password for the specified EAP user

name.

Pre-shared Key

Set the PSK (pre-shared key) used with EAP. Note that the
authenticating algorithm and PSK should be the same as on the
infrastructure WLAN.

Handshake Basic Rate

Set the basic rate of exchange of handshake packets between the client-
bridge and infrastructure WLAN Access Points. The options are
highest and normal. The default value is highest.
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Trustpoint CA

Set the Trustpoint CA name (this is the trustpoint installed on the
RADIUS server host). This parameter is applicable to both EAP-TLS and
PEAP-MS-CHAPv2 authentication modes.

In case of both EAP-TLS and PEAP-MS-CHAPV2 authentication, provide
the RADIUS server TP name to enable RADIUS server certificate
validation at the client end. This parameter is not mandatory for enabling
TP-based authentication of CB (Client-Bridge) AP.

Trustpoint Client

Set the Trustpoint Client name (this is the TP installed on the CB AP).
This parameter is applicable only for EAP-TLS authentication mode.
When configured, this client certificate is sent across a TLS tunnel and
matched for authentication at the RADIUS server host. This configuration
is mandatory for enabling TP-based authentication of CB AP.

Trustpoint Expiry

Use the drop-down menu to specify whether the wireless client-bridge is
to be continued or discontinued in case of certificate expiry.

In EAP-TLS authentication, a CA-signed certificate is used to
authenticate the CB AP and RADIUS server host to establish the wireless
CB. Use this option to specify whether the wireless CB is to be continued
or terminated on expiration of this certificate.

continue - Enables continuation of the CB even after the certificate
(CA/client) has expired. When selected, this option enables automatic
CA certificate deployment as and when new CA certificates are available.
This is the default setting.

discontinue - Terminates the CB once the certificate (CA/client)
has expired.

Note;

Configure this parameter only if the CB AP and the RADIUS server host
are using a crypto CMP policy for automatic certificate renewal. For more
information, see Crypto CMP Policy on page 703.

4 Refer to the Channel Lists field and define the list of channels the client-bridge radio scans when

scanning for an infrastructure WL

AN.

Band A Define a list of channels for scanning across all the channels in the 5.0
GHz radio band.
Band BG Define a list of channels for scanning across all the channels in the 2.4

GHz radio band.

Access Point for version 7.2.1

/ 133



Device Configuration

5 Refer to the Keepalive Parameters field and define the following configurations:

Keepalive Type

Set the keepalive frame type exchanged between the client-bridge and
infrastructure access points. This is the type of packets exchanged
between the client-bridge and infrastructure access points, at specified
intervals, to keep the client-bridge link up and active. The options are
null-data and WNMP packets. The default value isnull-data.

Keepalive Interval

Set the keepalive interval from O to 86,400 seconds. This is the interval
between two successive keepalive frames exchanged between the
client-bridge and infrastructure Access Points. The default value is 300
seconds.

Inactivity Timeout

Set the inactivity timeout for each bridge MAC address from O to
864,000 seconds. This is the time for which the client-bridge access
point waits before deleting a wired/wireless client’s MAC address from
which a frame has not been received for more than the time specified
here. For example, if the inactivity time is set at 120 seconds, and if no
frames are received from a client (MAC address) for 120 seconds, it is
deleted. The default value is 600 seconds.

6 Refer to the Radio Link Behaviour field and define the following configurations:

Shutdown Other Radio when Link
Goes Down

Select this option to enable shutting down of the non-client bridge radio
(this is the radio to which wireless clients associate) when the link
between the client-bridge and infrastructure access points is lost. When
enabled, wireless clients associated with the non-client bridge radio are
pushed to search for and associate with other access points having
backhaul connectivity. This option is disabled by default.

If you enable this option, specify the time for which the non-client bridge
radio is shut down. Use the spinner to specify a time from 1- 1,800
seconds.

Refresh VLAN Interface when Link
Comes Up

Select this option to enable the SVI to refresh on re-establishing client
bridge link to the infrastructure access point. If you are using a DHCP
assigned IP address, this option also causes a DHCP renew. This option is
enabled by default.

7 Refer to the Roam Criteria field a

nd define the following configurations:

Seconds for Missed Beacons

Set this interval from O to 60 seconds. This is the time for which the
client-bridge access point waits, after missing a beacon from the
associated infrastructure WLAN access point, before roaming to another
infrastructure access point. For example, if Seconds for Missed Beacon is
set to 30 seconds, and if more than 30 seconds have passed since the
last beacon received from the infrastructure access point, the client-
bridge access point resumes scanning for another infrastructure access
point. The default value s 20 seconds.

Minimum Signal Strength

Set the minimum signal-strength threshold for signals received from the
infrastructure access point. Specify a value from -128 to -40 dBm. If the
RSSI value of signals received from the infrastructure access point falls
below the value specified here, the client-bridge access point resumes
scanning for another infrastructure access point. The default is -75 dBm.

8 Click OK to save the changes and

overrides to the client bridge settings screen.

Click Reset to revert to the last saved configuration.

Advanced Settings

A radio's profile configuration is customizable to define how transmit and receive data frames are
processed. A radio’s sniffer redirect settings can be refined to adjust how captured packets are directed.
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Additionally, channel scanning settings can refined in respect to channel scanning requirements on
either the 2.4 or 5 GHz radio bands.

To set or edit the selected radio's advanced settings:

1 Select the Advanced Settings tab.
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2 Snter Redirect {Packet Capture)

Recelved Frams Size Limk | default .

Transmit Frame Size Limt #2000 Ej [2_DDD1D1_024E|DGD-,'|!$|.msncrm'ﬂ[ea Packets @ 0.0, 0.0

Channel to Capture Pac kets o -

Crannel Scanning

Aggregate MAC Service Data Unit (A-MSDU)
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Off Channel Scan st for SGHz | ||
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Sniffer Redrect @ 0. 0.0 0
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Figure 40: Access Point - Radio Interface - Advanced Settings Screen

2 Refer to the Radio Settings field to define how MAC service frames are aggregated by the access
point radio.
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A-MPDU Modes

Use the drop-down menu to define the A-MPDU mode supported. Options
include Transmit Only, Receive Only, Transmit and
Receive andNone. The default value is Transmit and Receive. Using the
default value, long frames can be both sent and received (up to 64 KB). When
enabled, define either a transmit or receive limit (or both).

Minimum Gap Between
Frames

Use the drop-down menu to define, in microseconds, the minimum gap
between consecutive A-MPDU frames. The options include:

0 - Configures the minimum gap as O microseconds
1 - Configures the minimum gap as 1 microseconds
2 - Configures the minimum gap as 2 microseconds
4 - Configures the minimum gap as 4 microseconds
8 - Configures the minimum gap as 8 microseconds
16 - Configures the minimum gap as 16 microseconds

auto - Auto configures the minimum gap depending on the
platform and radio type (default setting)
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Received Frame Size Limit

If the A-MPDU mode is set to Receive Only or Transmit and Receive, use this
option to define an advertised maximum limit for received A-MPDU
aggregated frame size. The options include:

e 8191 - Advertises the maximum received frame size limit as 8191 bytes.
e 16383 - Advertises the maximum received frame size limit as 16383

bytes.

e 32767 - Advertises the maximum received frame size limit as 32767
bytes.

* 65535 - Advertises the maximum received frame size limit as 65535
bytes.

e 128000 - Advertises the maximum received frame size limit as 128000
bytes.

e 256000 - Advertises the maximum received frame size limit as 256000
bytes.

e 512000 - Advertises the maximum received frame size limit as 512000
bytes.

e 1024000 - Advertises the maximum received frame size limit as 1024000
bytes.

e default - This option auto configures the maximum received frame size
based on the platform and radio type. This is the default setting.

Transmit Frame Size Limit

If the A-MPDU mode is set to Transmit Only or Transmit and Receive, use the

spinner control to set limit on transmitted A-MPDU aggregated frame size.

The range depends on the AP type and the radio selected.

For 802.11ac capable APs, the range is as follows:

e 2000 - 65,535 bytes - Forradiol, the range is 2000 - 65,535
bytes. The default value is 65,535 bytes.

Note:

The WING AP7662 and AP7632 access points are an exception to the
above rule. For the AP7662 and AP7632 access point models, the radio 1
range is 2000 - 1,024,000 bytes. And the default value is 1,024,000 bytes.

e 2000 - 1,024,000 bytes -Forradio 2, the range is 2000 -
1,024,000 bytes. The default value is 1,024,000 bytes.

Note:

The WING 802.11ac capable APs are: AP7522, AP7532, AP7562, AP7602,
AP7612, AP7632, AP7662, AP8432, and AP8533.

For non 802.11ac capable APs the range is as follows:
¢ 2000 - 65,535 bytes - For bothradio1and radio 2 the range is
2000 - 65,535 bytes. The default value is 65,535 bytes.

3 in the Aggregate MAC Service Data Unit (A-MSDU) section , use the A-MSDU Modes drop-down
menu to set the supported A-MSDU mode.

Available modes include Receive Only and Transmit and Receive. Transmit and Receive is
the default value. Using Transmit and Receive, frames up to 4 KB can be sent and received. The
buffer limit is not configurable.

4 Use the Airtime Fairness fields to optionally prioritize wireless access to devices.
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Enable Fair Access Select this option to enable this feature and provide equal access client access to
radio resources.

Prefer High Throughput Select this option to prioritize clients with higher throughput (802.11n clients)
Clients over clients with slower throughput (802.11 a/ b/g) clients. Use the spinner
control to set a weight for the higher throughput clients.

5 Use the Rx Sensitivity Reduction drop-down menu to set the selected radio’s receive sensitivity
reduction threshold level.

This threshold determines the RSSI (in dBm) at which the radio acknowledges the SOP (Start of
Packet) frames received from the client, and begins to demodulate and decode the packets.

In highly dense environments, or single-channel networks, having two or more radios sharing a
channel, CCl (co-channel interference) adversely impacts network performance. By setting this
threshold, you can control the radio’s receive sensitivity to interference and noise, thereby reducing
the impact of CCl. You are basically configuring the AP to not decode packets that have a signal
strength below the specified threshold level.

The available rx-sensitivity-reduction threshold levels are: High, Low, Medium and None. Set the
threshold level as High, to force your radio to ignore all traffic having a signal strength below the
high threshold level value. This results in fewer traffic interruptions due to collision and Wi-Fi
interference. Note, the default setting is None.

The following table provides the rx-sensitivity-reduction threshold level to RSS/ mapping for the 2.4
GHz and 5 GHz bands:

802.11 Bands High Threshold Medium Threshold Low Threshold
2.4 GHz -79 dBm -82 dBm -85dBm
5GHz -76 dBm -78 dBm -80 dBm

B Note

0 This feature is supported only on the following access points: AP-7522, AP 7532, AP 7562,
AP-8432, AP-8533

6 Set the following Aeroscout Properties:

Forward Select enable to forward Aeroscout packets to a specified MAC address. Aeroscout
tags associate with an access point, then communicate with a location engine. This
setting is disabled by default.

MAC to be Forwarded | Specify the MAC address to be forwarded.

7 Set the following Ekahau Properties:

Forward Host Specify the Ekahau engine IP address. Using Ekahau small, battery powered Wi-Fi
tags are attached to tracked assets or carried by people. Ekahau processes locations,
rules, messages and environmental data and turns the information into locationing
maps, alerts and reports.

Forwarding Host Use the spinner control to set the Ekahau TZSP port used for processing information
from locationing tags.

MAC to be Forwarded | Specify the MAC address to be forwarded.
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8 Set the following Non-Unicast Traffic values for the profile's supported access point radio and its
connected wireless clients:

Broadcast/Multicast Transmit | Use the drop-down menu to define the data rate broadcast and multicast
Rate frames are transmitted. Seven different rates are available if the not using the
same rate for each BSSID, each with a separate menu.

Broadcast/Multicast Define whether client broadcast and multicast packets should always follow
Forwarding DTIM, or only follow DTIM when using Power Save Aware mode. The default
setting is Follow DTIM.

9 Refer to the Sniffer Redirect (Packet Capture) field to define the radio's captured packet
configuration.

Host for Redirected | If packets are re-directed from a connected access point radio, define an IP

Packets address resource (additional host system) to capture the re-directed packets. This
address is the numerical (non DNS) address of the host used to capture re-directed
packets.

Channel to Capture | Use the drop-down menu to specify the specific channel used to capture re-directed
Packets packets. The default value is channel 1.

10 Refer to the Channel Scanning field to define the radio’s captured packet configuration.

Enable Off Channel Scan Enable this option to scan across all channels using this radio. Channel scans use
access point resources and can be time consuming, so only enable when your
sure the radio can afford the bandwidth be directed towards to the channel scan
and does not negatively impact client support.

Off Channel Scan list for Define a list of channels for off channel scans using the 5GHz access point radio.
5GHz Restricting off channel scans to specific channels frees bandwidth otherwise
utilized for scanning across all the channels in the 5GHz radio band.

Off Channel Scan list for Define a list of channels for off channel scans using the 2.4GHz access point

2.4GHz radio. Restricting off channel scans to specific channels frees bandwidth
otherwise utilized for scanning across all the channels in the 2.4GHz radio band.

Max Multicast Set the maximum number (from O - 100) of multicast/broadcast messages used
to perform off channel scanning. The default setting is four.

Scan Interval Set the interval (from 2 - 100 dtims) off channel scans occur. The default setting
is 20dtims.

Sniffer Redirect Specify the IP address of the host to which captured off channel scan packets

are redirected.

11 Select OK to save the changes to the advanced settings screen. Select Reset to revert to the last
saved configuration.

WAN Backhaul Configuration

A Wireless Wide Area Network (WWAN) card is a specialized network interface card that allows a
network device to connect, transmit and receive data over a Cellular Wide Area Network. The WWAN
card uses point to point protocol (PPP) to connect to the /nternet Service Provider (ISP) and gain access
to the Internet. PPP is the protocol used for establishing internet links over dial-up modems, DSL
connections, and many other types of point-to-point communications. PPP packages your system'’s
TCP/IP packets and forwards them to the serial device where they can be put on the network. PPP is a
full-duplex protocol that can be used on various physical media, including twisted pair or fiber optic
lines or satellite transmission. It uses a variation of High Speed Data Link Control (HDLC) for packet
encapsulation.
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The following 3G cards are supported:

Verizon V740

Verizon PC770

Sprint C777

Novatel Merlin XU870

Sierra Aircard 880E

Telstra Elite Mobile Broadband
Option GT Ultra Express
Vodaphone Mobile Connect E3730
Aircard 503

Aircard 504 / AT & T 890

To define a WAN Backhaul configuration:

1

Select Configuration — Devices — System Profile from the web Ul.
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2 Expand the Interface menu and select WAN Backhaul.

WAN (3G) Backhaul
WAN Interface Name

Enable WAN (3G)

Basic Settings

Username

Passw ord

Authentic ation Type

NAT Direction

Security Settings

VPN Crypto Map

Default Route Priority

Access Point Name (APN)

WWAN Default Route Priority @ 3000

o wwant

0®) Disabled @ Enabled

0 | show
i ]
©|CHAP v

Network Address Translation (NAT)

0@ inside @ outside ® None

TRER
@ <none> v | 9 &
L:_J (1 1o 8.000)

Figure 41: Profile Interface - WAN Backhaul screen

3 Refer to the WAN (3G) Backhaul configuration to specify the access point’s WAN card interface

settings:

WAN Interface Name

Displays the WAN Interface name for the WAN 3G Backhaul card.

Enable WAN (3G)

Select this option to enable 3G WAN card support on the access point. A
supported 3G card must be connected for this feature to work.

Username

Provide username for authentication support by the cellular data carrier.

Password

Provide password for authentication support by the cellular data carrier.

Access Point Name (APN)

Enter the name of the cellular data provider if necessary. This setting is
needed in areas with multiple cellular data providers using the same
protocols such as Europe, the Middle East and Asia.
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Authentication Type Use the drop-down menu to specify authentication type used by the cellular
data provider. Supported authentication options include None, PAP, CHAP,
MSCHAP, and MSCHAP-v2.

Use the NAT Direction field to specify the NAT direction used with the access point’s WAN card.
Options include Inside, Outside or None. The default is None.

Configure the IPv4 Inbound Firewall Rules. Use the drop-down menu to select a firewall (set of IP
access connection rules) to apply to the PPPoE client connection. If a firewall rule does not exist
suiting the data protection needs of the PPPoE client connection, select the Create icon to define a
new rule configuration or the Edit icon to modify an existing rule.

Select the VPN Crypto Map to use with this WWAN configuration. Use the drop-down menu to
apply an existing crypto map configuration to this WWAN interface.

Use the WWW Default Route Priority spinner to set a default route priority for this interface. The
default value is 3000.

Select OK to save the changes to the Advanced Settings screen. Select Reset to revert to the last
saved configuration.

WAN Backhaul Deployment Considerations

Before defining a profile’s WAN Backhaul configuration refer to the following deployment guidelines to
ensure these configuration are optimally effective:

If the WAN card does not connect after a few minutes after a no shutdown, check the access point’s
syslog for a detected ttyUSBO No such file event. If this event has occurred, linux didn’t detect the
card. Re-seat the card.

If the WAN card has difficulty connecting to an ISP (syslog shows that it retries LCP ConfReq for a
long time), ensure the SIM card is still valid and is plugged in correctly.

If a modem doesn’t responding with an OK during the dialing sequence, the WAN card is in an
unknown state and will not accept a command. Re-seat the card and begin the dialup sequence
again until the card is recognized.

If encountering a panic when conducting a hotplug, power off the access point for one minute. The
access point could continue to panic or detect the descriptor of the last utilized WAN card. Thus, it's
a good idea to clear the panic state by temporarily disconnecting then re-applying access point
power.

If wanting to unplug the WAN card, ensure sure you shutdown first, as the probability of getting a
panic is reduced. With the new high-speed WAN cards currently being utilized, the chances of
getting a panic significantly increase.

PPPoE Configuration

PPP over Ethernet (PPPOE) is a data-link protocol for dialup connections. PPPoE allows the access point
to use a broadband modem (DSL, cable modem, etc.) for access to high-speed data and broadband
networks. Most DSL providers support (or deploy) the PPPoE protocol. PPPoE uses standard
encryption, authentication, and compression methods as specified by the PPPoE protocol.

PPPoE enables controllers, service platforms, and access points to establish a point-to-point connection
to an ISP over existing Ethernet interface.

To provide this point-to-point connection, each PPPOE session learns the Ethernet address of a remote
PPPOE client, and establishes a session. PPPoE uses both a discover and session phase to identify a
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client and establish a point-to-point connection. By using such a connection, a Wireless WAN failover is
available to maintain seamless network access if the access point's Wired WAN should fail.

Note

PPPoE-enabled devices continue to support VPN, NAT, PBR, and 3G failover on the PPPoE
interface. Multiple PPPoOE sessions are supported using a single user account user account if
RADIUS is configured to allow simultaneous access.

When PPPoE client operation is enabled, it discovers an available server and establishes a PPPoE link for
traffic slow. When a wired WAN connection failure is detected, traffic flows through the WWAN
interface in fail-over mode (if the WWAN network is configured and available). When the PPPOE link
becomes accessible again, traffic is redirected back through the access point's wired WAN link.

When the access point initiates a PPPoE session, it first performs a discovery to identify the Ethernet
MAC address of the PPPOE client and establish a PPPoE session ID. In discovery, the PPPOE client
discovers a server to host the PPPoE connection.

Note
0 The WING 7.1 releases does not provide PPPoE support on the AP505 and AP510 model
access points. This feature will be supported in future releases.

To create a PPPoE point-to-point configuration:

1 Select Configuration — Devices — System Profile from the web Ul.
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2 Expand the Interface menu and select PPPoE.
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Figure 42: Profile Interface - PPPOE screen

3 Use the Basic Settings field to enable PPPoE and define a PPPoE client.

Enable PPPoE Select this option to support a high speed client mode point-to-point connection
using the PPPoE protocol. The default setting is disabled.

Service Enter the 128-character maximum PPPOE client service name provided by the service
provider.

DSL Modem Network | Set the PPPoE VLAN (client local network) connected to the DSL modem. This is the
(VLAN) local network connected to the DSL modem. The available range is 1- 4,094. The
default value is 1.

Client IP Address Provide the numerical (non hostname) IP address of the PPPoE client.
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4 Define the following Authentication parameters for PPPoE client interoperation:

Username Provide the 64 character maximum username used for authentication support by the
PPPOE client.
Password Provide the 64 character maximum password used for authentication by the PPPoE

client. Click Show to display the characters that make up the password.

Authentication Type Specify the authentication type used by the PPPoE client, and whose credentials
must be shared by its peer access point. Supported authentication options include
None, PAP, CHAP, MSCHAP, and MSCHAP-v2.

5 Define the following Connection settings for the PPPoE point-to-point connection with the PPPoE

client:

Maximum Transmission | Set the PPPoE client maximum transmission unit (MTU) from 500 - 1,492. The MTU is
Unit (MTU) the largest physical packet size in bytes a network can transmit. Any messages larger
than the MTU are divided into smaller packets before being sent. A PPPoE client
should be able to maintain its point-to-point connection for this defined MTU size.
The default MTU is 1,492.

Client Idle Timeout Set a timeout in either Seconds (1 - 65,535), Minutes (1-1093) or Hours
(1-18). The access point uses the defined timeout so it does not sit idle waiting for
input from the PPPoE client and server that may never come. The default setting is 10
minutes.

Keep Alive Select this option to ensure that the point-to-point connection to the PPPoE client is
continuously maintained and not timed out. This setting is disabled by default.

Set the Network Address Translation (NAT) direction for the PPPoE configuration.

NAT converts an IP address in one network to a different IP address or set of IP addresses in another
network. The access point router maps its local (Inside) network addresses to WAN (Outside) IP
addresses, and translates the WAN IP addresses on incoming packets to local IP addresses. NAT is
useful because it allows the authentication of incoming and outgoing requests, and minimizes the
number of WAN IP addresses needed when a range of local IP addresses is mapped to each WAN IP
address. The default setting is None (neither inside nor outside).

Define the following Security Settings for the PPPoE configuration:

Inbound IP Firewall Select a firewall (set of IP access connection rules) to apply to the PPPoE client
Rules connection. If there is no firewall rule that meets the data protection needs of the
PPPoE client connection, select the Create icon to define a new rule configuration or
the Edit icon to modify an existing rule. For more information, see Wireless Firewall
on page 748.

VPN Crypto Map Use the drop-down menu to apply an existing crypto map configuration to this
PPPoE interface.

Set the Default Route Priority for the default route learned using PPPoE.

Select from 1-8,000. The default setting is 2,000.
Click OK to save the changes and overrides made to the PPPoOE screen.

Click Reset to revert to the last saved configuration. Saved configurations are persistent across
reloads.

Bluetooth Configuration

WING access points utilize a built-in Bluetooth chip for specific Bluetooth functional behaviors in a
WING managed network. Both Bluetooth classic and Bluetooth low energy (BLE) technology are
supported. Bluetooth classic-enabled radios sense other Bluetooth-enabled devices and report device
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data (MAC address, RSSI and device calls) to an ADSP server for intrusion detection. If the device
presence varies in an unexpected manner, ADSP can raise an alarm.

WING model access points support Bluetooth beaconing to emit either iBeacon or Eddystone-URL
beacons. The access point’s Bluetooth radio periodically sends non-connectable, undirected low-energy
(LE) advertisement packets. These advertisement packets are short and sent on Bluetooth advertising
channels that conform to already-established iBeacon and Eddystone-URL standards. However,
portions of the advertising packet are customizable via the Bluetooth radio interface configuration
context.

To define a Bluetooth radio interface configuration:

1 Select Configuration — Devices — System Profile from the web Ul.
2 Expand the Interface menu and select Bluetooth.

Biuetooth Radio Contiguration
Admin Status @ Dsabled @ Enabled

Description o
¥\ Warning: Enabling Bluelooth may cause interference on 2.4 GHz radio in wian mode
Basic Settngs
Bluetooth Radio Funtional Mode ) le-sensor v
Beacon Transmssion Period 0 = (100 1o 10,000 miiseconds)
Beacon Transmission Pattern (i ]
Beacon Transmission Fow er O 10 = (-1510 31 dBm)
=)
Eddystone Seftings
Eddystone Beacon Calbration Signal Strength @ : = (=127 10 127 ¢Bm)
URL-1 to Transmit Eddystone-URL 0
URL-2 10 Transmit Bddystone-URL 0
Beacon Settngs
iBeacon Calibration Signal Strength (1] (-127 to 127 aBm)
iBeacon Major Number 0 T = (0toB5,535)
iBeacon Mnor Nurmber 0 (010 65,535)
iBeacon UUD 0

Figure 43: Profile Interface - Bluetooth Screen

3 Set the following Bluetooth Radio Configuration parameters:

Admin Status Select Enabled or Disabled to enable/disable support for
Bluetooth beacon transmission on the selected access point.
The default value is disabled.

Description Define a 64 character maximum description for the access point’s
Bluetooth radio to differentiate this radio interface from other Bluetooth
supported radio’s that might be members of the same RF Domain.
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4 Set the following Basic Settings:

Bluetooth Radio Functional Mode

Use this option to set the access point’s Bluetooth radio functional mode.

The options are..

e bt-sensor - Select this option to enable the radio as a bt-
sensor. Btsensors are Bluetooth classic sensors providing robust
wireless connections for legacy devices. Typically these connections
are not ideally suited for the newer BLE (Bluetooth low energy)
technology supported devices. This is the default setting.

e le-beacon - Select this option to provide Bluetooth support for
newer BLE technology supported devices. Le-beacons are newer
Bluetooth low energy beacons ideal for applications requiring
intermittent or periodic transfers of small amounts of data. Le-
beacons are not designed as replacements for classic beacon
sensors. If selecting this option, configure the Beacon transmission
period and Beacon transmission pattern.

Note; Setting the Bluetooth Radio Functional mode to 'le-becon’
enables the ' Beacon Transmission Period and 'Beacon
Transmission Pattern'options.

e le-sensor - Select this option to provide Bluetooth support for
LE (low energy) asset tracking. When enabled, it uses the AP’s
Bluetooth radio to detect BLE ‘asset tags’ within the managed
network. This information is reported to a back-end server (for
example, the ExtremelLocation server or a third-party locationing
server). The interval at which the AP scans for asset tags is
determined by the Sensor policy applied on the AP's self or in the
AP's RF domain context. For information on Sensor policies, see
Sensor Policy on page 686.

Beacon Transmission Period

Use this spinner control to set the Bluetooth radio’s beacon transmission
period from 50 - 10,000 milliseconds. As the defined period increases, so
does the CPU processing time and the number packets incrementally
transmitted (typically one per minute). The default setting is 1,000
milliseconds.

Note: This parameter is enabled when the functional mode is set to 'le-
beacon'.
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Beacon Transmission Pattern

Use this drop-down menu to set the beacon’s transmission pattern. The

options are:

* eddystone_urll and eddystone_url2 - Aneddystone-
URL frame broadcasts a URL using a compressed encoding scheme
to better fit within a limited advertisement packet. Once decoded,
the URL can be used by a client for internet access.

* ibeacon - iBeacon was created by Apple for use in iOS devices
(beginning with iOS version 7.0). Apple has made three data fields
available to i0S applications: a UUID for device identification, a Major
value for device class, and a Minor value for more refined information
like product category.

Note: This parameter is enabled when the functional mode is set to 'le-
beacon'.

Beacon Transmission Power

Use this spinner control to set the Bluetooth radio’s le-beacon transmit

power. This determines how far a beacon can transmit data.

e <-15-31> - Specify a value from -15 to 31 dBM. The default value is -10
dBm.

5 If setting the Beacon Transmission Pattern to eddystone_urll or eddystone_url2, define the
following Eddystone Settings settings:

Eddystone Beacon Calibration
Signal Strength

Set the Eddystone Beacon measured calibration signal strength, from
-127 dBm to 127 dBm, at O meters. Mobile devices can approximate their
distance to beacons based on received signal strength. However,
distance readings can fluctuate since they depend on several external
factors. The closer you are to a beacon, the more accurate the reported
distance. This setting is the projected calibration signal strength at O
meters. The default setting is -19 dBm.

URL-1to Transmit Eddystone-URL

Enter a 64-character maximum Eddystone-URL1. The URL must be 17
characters or less once auto-encoding is applied. URL encoding is used
when placing text in a query string to avoid confusion with the URL itself.
It is typically used when a browser sends data to a web server.

URL-2 to Transmit Eddystone-URL

Enter a 64-character maximum Eddystone-URL2. The URL must be 17
characters or less once auto-encoding is applied. URL encoding is used
when placing text in a query string to avoid confusion with the URL itself.
It is typically used when a browser sends data to a web server.

6 If setting the Beacon Transmission Pattern to ibeacon, define the following iBeacon Settings :

Beacon Calibration Signal Strength

Set the iBeacon measured calibration signal strength, from -127 dBm to
127 dBm, at 1 meter. Mobile devices can approximate their distance to
beacons based on received signal strength. However, distance readings
can fluctuate since they depend on several external factors. The closer
you are to a beacon, the more accurate the reported distance. This
setting is the projected calibration signal strength at 1 meter. The default
setting is -60 dBm.

iBeacon Major Number

Set the iBeacon major value from O - 65, 535. Major values identify and
distinguish groups. For example, each beacon on a specific floor in a
building could be assigned a unique major value. The default value is 1,111.
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iBeacon Minor Number Set the iBeacon minor value from O - 65, 535. Minor values identify and
distinguish individual beacons. Minor values help identify individual
beacons within a group of beacons assigned a major value. The default
setting is 2,222.

iBeacon UUID Define a 32 hex character maximum Universally Unique IDentifier (UUID).
The UUID classification contains 32 hexadecimal digits, split into 5
groups, separated by dashes - for example,
f2468da6-5fa8-2e84-1134- bc5b71e0893e. The UUID
distinguishes iBeacons in the network from all other beacons in networks
outside of your direct administration.

Select OK to save the changes to the Bluetooth configuration. Saved configurations are persistent
across reloads.

Select Reset to revert to the last saved configuration.

Profile Network Configuration

Setting an access point profile’s network configuration is a large task comprised of numerous
administration activities.

Before defining a profile’s network configuration, refer to the following deployment guidelines to ensure
the profile configuration is optimally effective:

Administrators often need to route traffic to interoperate between different VLANSs. Bridging VLANSs
are only for non-routable traffic, like tagged VLAN frames destined to some other device which will
untag it. When a data frame is received on a port, the VLAN bridge determines the associated VLAN
based on the port of reception.

Static routes, while easy, can be overwhelming within a large or complicated network. Each time
there is a change, someone must manually make changes to reflect the new route. If a link goes
down, even if there is a second path, the router would ignore it and consider the link down.

Static routes require extensive planning and have a high management overhead. The more routers
that exist in a network, the more routes need to be configured. If you have N number of routers and
a route between each router is needed, then you must configure N x N routes. Thus, for a network
with nine routers, you will need a minimum of 81 routes (9 x 9 = 81).

An access point profile network configuration process consists of the following:

DNS Configuration on page 150

ARP Configuration on page 152

L2TPv3 Configuration on page 153

GRE Tunnel Configuration on page 162

[GMP Snooping Configuration on page 164

MLD Snooping Configuration on page 166

QoS Traffic Shaping Basic Configuration on page 168
Spanning Tree Configuration on page 173

[Pv4 Routing Configuration on page 175

OSPFE Settings Configuration on page 180
Forwarding Database Configuration on page 198
Bridge VLAN Configuration on page 199
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e (Cisco Discovery Protocol Configuration on page 207

e Link Layer Discovery Protocol Configuration on page 208
e Miscellaneous Network Configuration on page 209

e Network Basic Alias on page 211

e |Pv6 Neighbor Configuration on page 219

DNS Configuration

DNS (Domain Name System) is a hierarchical naming system for resources connected to the Internet or
a private network. Primarily, DNS resources translate domain names into IP addresses. If one DNS server
doesn't know how to translate a particular domain name, it asks another one until the correct IP address
is returned. DNS enables access to resources using human friendly notations. DNS converts human
friendly domain names into notations used by different networking equipment for locating resources.

As a resource is accessed (using human-friendly hostnames), it's possible to access the resource even if
the underlying machine friendly notation name changes. Without DNS, in the simplest terms, you would
need to remember a series of numbers (123.123.123.123) instead of an easy to remember domain name
(for example, www.domainname.com).

To define the DNS configuration:

1 Go to Configuration — Devices — System Profile .
The AP's Profile configuration menu displays.
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2 Expand the Network menu and select DNS.

Dom ain Name System (DNS)
Domain Name o
Enable Domain Lookup (@[]

DNS Server Forw arding @[]

DNS Servers
Name Servers IP Address
0. 0. 0 0 Clear &
v 0. 0,0 0 Clear
0. 0.0 0  clear

DNS Servers IPvé

IPv6 DNS Name Server e

o

IPv6 DNS Server Forward @[]

oK Reset | it

Figure 44: Network - DNS Screen

3 Set the following Domain Name System (DNS) configuration data:

Domain Name Provide the default Domain Name used to resolve DNS names. The name cannot
exceed 64 characters.

Enable Domain Lookup | Select the check box to enable DNS. When enabled, human friendly domain names
are converted into numerical IP destination addresses. The radio button is selected
by default.

DNS Server Forwarding | Select this option to enable the forwarding DNS queries to external DNS servers if a
DNS query cannot be processed by local DNS resources. This feature is disabled by
default.

4 In the Name Servers field, provide the IP addresses of up to three DNS server resources available to
the access point.

5 Set the following DNS Servers IPv6 configuration data when using IPv6:

IPv6 DNS Name Provide the default domain name used to resolve IPv6 DNS names. When an IPv6 host is
Server configured with the address of a DNS server, the host sends DNS name queries to the
server for resolution. A maximum of three entries are permitted.

IPv6 DNS Server | Select the check box to enable IPv6 DNS domain names to be converted into numerical IP
Forward destination addresses. The setting is disabled by default.

6 Click OK to save the changes made to the DNS configuration.
Click Reset to revert to the last saved configuration.
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ARP Configuration

ARP (Address Resolution Protocol) is a protocol for mapping an IP address to a hardware MAC address
recognized on the network. ARP provides protocol rules for making this correlation and providing
address conversion in both directions.

When an incoming packet destined for a host arrives, ARP is used to find a physical host or MAC
address that matches the IP address. ARP looks in its ARP cache and, if it finds the address, provides it
so the packet can be converted to the right packet length and format and sent to its destination. If no
entry is found for the IP address, ARP broadcasts a request packet in a special format on the LAN to see
if a device knows it has that IP address associated with it. A device that recognizes the IP address as its
own returns a reply indicating it. ARP updates the ARP cache for future reference and then sends the
packet to the MAC address that replied.

To define an ARP supported configuration:

1 Go to Configuration — Devices — System Profile tab from the Web UI.

The Profile screen displays. This screen lists access point profiles supported by the logged device.
2 Select a profile from the list.

The selected profile's configuration menu displays.
3 Expand the Network node and select ARP.

Address Resolution Protocol (ARP)

Switch VLAN IP Address MAC Address Device Type m
Interface
1 1234 10-20-30-40-50-60 Router ﬁ

4+ AddRow |
Bkt

Figure 45: Network - ARP screen

4 Select + Add Row from the lower right-hand side of the screen to populate the ARP table with rows
used to define ARP network address information.
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5 Set the following parameters to define the ARP configuration:

Switch VLAN Interface Use the spinner control to select a virtual interface for an address requiring
resolution with the controller, service platform or access point.

IP Address Define the IP address used to fetch a MAC Address recognized on the wireless
network.
MAC Address Displays the target MAC address subject to resolution. This is the MAC used for

mapping an IP address to a MAC address recognized on the network.

Device Type Specify the device type the ARP entry supports. Host is the default setting.

6 Click the OK button located at the bottom right of the screen to save the changes to the ARP
configuration.

Click Reset to revert to the last saved configuration.

L2TPv3 Configuration

L2TP V3is an IETF standard used for transporting different types of layer 2 frames in an IP network
(and profile). L2TP V3 defines control and encapsulation protocols for tunneling layer 2 frames between
two IP nodes.

Use L2TP V3 to create tunnels for transporting layer 2 frames. L2TP V3 enables controllers, service
platforms and access points to create tunnels for transporting Ethernet frames to and from bridge
VLANSs and physical ports. L2TP V3 tunnels can be defined between WiNG managed devices and other
vendor devices supporting the L2TP V3 protocol.

Multiple pseudowires can be created within an L2TP V3 tunnel. access points support an Ethernet VLAN
pseudowire type exclusively.

Note

A pseudowire is an emulation of a layer 2 point-to-point connection over a PSN (packet-
switching network). A pseudowire was developed out of the necessity to encapsulate and
tunnel layer 2 protocols across a layer 3 network.

Ethernet VLAN pseudowires transport Ethernet frames to and from a specified VLAN. One or more
L2TP V3 tunnels can be defined between tunnel end points. Each tunnel can have one or more L2TP V3
sessions. Each tunnel session corresponds to one pseudowire. An L2TP V3 control connection (a L2TP
V3 tunnel) needs to be established between the tunneling entities before creating a session.

For optimal pseudowire operation, both the L2TP V3 session originator and responder need to know
the psuedowire type and identifier. These two parameters are communicated during L2TP V3 session
establishment. An L2TP V3 session created within an L2TP V3 connection also specifies multiplexing
parameters for identifying a pseudowire type and ID.

The working status of a pseudowire is reflected by the state of the L2TP V3 session. If a L2TP V3 session
is down, the pseudowire associated with it must be shut down. The L2TP V3 control connection keep-
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alive mechanism can serve as a monitoring mechanism for the pseudowires associated with a control
connection.

Note
0 If connecting an Ethernet port to another Ethernet port, the pseudowire type must be
| Ethernet port, if connecting an Ethernet VLAN to another Ethernet VLAN, the pseudowire
type must be Ethernet VLAN.

To define an L2TPV3 configuration:

1 Go to Configuration — Devices — System Profile .
The Profile screen displays. This screen lists access point profiles.
2 Select a profile from the list.

The selected profile's configuration menu displays.
3 Expand the Network node and select L2TPv3.

The L2TPv3 General configuration screen displays by default.

m L2TPv3 Tunnel  Manual Session

General Settings

Hostname &
Router ID ﬂn [ IP Address »
UDP Listen Fort gy @ 1ol = (1,024 1065535)

Tunnel Bridging @[]
Logging Settings

Enable Loggng @[]

IP Address ) o Any
Hostname 0 o Any
Router ID 1] intege v oF

Figure 46: Network - L2TPv3 screen - General tab
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4 In the General Settings field, configure the following settings:

Host Name

Define a 64 character maximum hostname to specify the name of the
host that’s sent tunnel messages. Tunnel establishment involves
exchanging 3 message types (SCCRQ, SCCRP and SCCN) with the peer.
Tunnel IDs and capabilities are exchanged during the tunnel
establishment with the host.

Router ID

Set either the numeric IP address or the integer used as an identifier for
tunnel AVP messages. AVP messages assist in the identification of a
tunneled peer.

UDP Listen Port

Select this option to set the port used for listening to incoming traffic.
Select a port from 1,024 - 65,535. The default port is 1701.

Tunnel Bridging

Select this option to enable or disable bridge packets between two
tunnel end points. This setting is disabled by default.

5 In the Logging Settings filed, configure the following settings:

Enable Logging

Select this option to enable the logging of Ethernet frame events to and
from bridge VLANSs and physical ports on a defined IP address, host or
router ID. This setting is disabled by default.

IP Address Optionally use a peer tunnel ID address to capture and log L2TPv3
events.

Hostname If not using an IP address for event logging, optionally use a peer tunnel
hostname to capture and log L2TPv3 events.

Router ID If not using an IP address or a hostname for event logging, use a router

ID to capture and log L2TPv3 events.

6 Select OK to save the changes to the session configuration.

Select Reset to revert to the last saved configuration.

L2TPV3 Tunnel

To define an L2TPV3 configuration for a profile:

1 Select the L2ZTPv3 Tunnel tab.
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2 Review the following L2TPv3 tunnel configuration data:

Name

Displays the name of each listed L2TPv3 tunnel assigned upon creation.

Local IP Address

Lists the IP address assigned as the local tunnel end point address, not the interface IP
address. This IP is used as the tunnel source IP address. If this parameter is not specified,
the source IP address is chosen automatically based on the tunnel peer IP address.

MTU

Displays the MTU (maximum transmission unit) size for each listed tunnel. The MTU is the
size (in bytes) of the largest protocol data unit that the layer can pass between tunnel
peers.

Use Tunnel Policy

Lists the L2TPv3 tunnel policy assigned to each listed tunnel.

Local Hostname

Lists the tunnel specific hostname used by each listed tunnel. This is the host name
advertised in tunnel establishment messages.

Local Router ID

Specifies the router ID sent in the tunnel establishment messages.

3 Either select Add to create a new L2TPv3 tunnel configuration, Edit to modify an existing tunnel
configuration or Delete to remove a tunnel from those available to this profile.

Adding and Editing L2TPV3 Tunnels

You can add a new L2TPv3 tunnel configuration or edit an existing configuration.

1 Select Add to create a new L2TPv3 tunnel configuration, Edit to modify an existing tunnel
configuration or Delete to remove a tunnel from those available to this profile.
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Figure 47: L2TPv3 Tunnel - Session Configuration Screen

If creating a new tunnel configuration, assign it a 32 character maximum Name.

3 Refer to the Session table to review the configurations of the peers available for tunnel connection.
Select + Add Row and provide the following L2TPv3 session settings:

Name Enter a 31 character maximum session name. There is no idle timeout for
a tunnel. A tunnel is not usable without a session and a subsequent
session name. The tunnel is closed when the last session tunnel session is
closed.

Pseudowire ID Define a psuedowire ID for this session. A pseudowire is an emulation of
a layer 2 point-to-point connection over a PSN. A pseudowire was
developed out of the necessity to encapsulate and tunnel layer 2
protocols across a layer 3 network.

Traffic Source Type Lists the type of traffic tunneled in this session (VLAN, etc.).

Traffic Source Value Define a VLAN range to include in the tunnel session. Available VLAN
ranges are from 1- 4,094.

Native VLAN Select this option to provide a VLAN ID that will not be tagged in tunnel
establishment and packet transfer.

4 Define the following Settings required for the L2TP tunnel configuration:
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Local IP Address

Enter the IP address assigned as the local tunnel end point address, not the interface
IP address. This IP is used as the tunnel source IP address. If this parameter is not
specified, the source IP address is chosen automatically based on the tunnel peer IP
address. This parameter is applicable when establishing the tunnel and responding to
incoming tunnel create requests.

MTU

Set the MTU (maximum transmission unit). The MTU is the size (in bytes) of the
largest protocol data unit the layer can pass between tunnel peers. Define a MTU
from 128 - 1,460 bytes. The default setting is 1,460. A larger MTU means processing
fewer packets for the same amount of data.

Use Tunnel Policy

Select the L2TPv3 tunnel policy. The policy consists of user defined values for
protocol specific parameters which can be used with different tunnels. If none is
available, a new policy can be created or an existing one can be modified.

Local Hostname

Provide the tunnel specific hostname used by this tunnel. This is the host name
advertised in tunnel establishment messages.

Local Router ID

Specify the router ID sent in tunnel establishment messages with a potential peer
device.

5 Define the following Rate Limit settings:

Rate limiting manages the maximum rate sent to or received from L2TPv3 tunnel members.

Session Name

Use the drop-down menu to select the tunnel session that will have the
direction, burst size and traffic rate settings applied.

Direction

Select the direction for L2TPv3 tunnel traffic rate limiting. Egress traffic is
outbound L2TPv3 tunnel data coming to the controller, service platform or
access point. Ingress traffic is inbound L2TPv3 tunnel data coming to the
controller, service platform or access point.

Max Burst Size

Set the maximum burst size for egress or ingress traffic rate limiting
(depending on which direction is selected) on a L2TPv3 tunnel. Set a
maximum burst size between 2 - 1024 kbytes. The smaller the burst, the
less likely the upstream packet transmission will result in congestion for
L2TPv3 tunnel traffic. The default setting is 320 bytes.

Rate Set the data rate (from 50 - 1,000,000 kbps) for egress or ingress traffic
rate limiting (depending on which direction is selected) for an L2TPv3
tunnel. The default setting is 5000 kbps.

Background Set the random early detection threshold in % for background traffic. Set a

value from 1-100%. The default is 50%.

Best-Effort

Set the random early detection threshold in % for best-effort traffic. Set a
value from 1-100%. The default is 50%.

Video Set the random early detection threshold in % for video traffic. Set a value
from1-100%. The default is 25%.
Voice Set the random early detection threshold in % for voice traffic. Set a value

from 1-100%. The default is 25%.

6 Review the Peer configurations. Select + Add Row and configure a maximum of two peer
configurations. Define the following Peer parameters:
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Peer ID

Define the primary peer ID used to set the primary and secondary peer for
tunnel fail over. If the peer is not specified, tunnel establishment does not
occur. However, if a peer tries to establish a tunnel with this access point, it
creates the tunnel if the hostname and/or Router ID matches.

Router ID

Specify the router ID sent in tunnel establishment messages with this
specific peer.

Hostname

Assign the peer a hostname that can be used as matching criteria in the
tunnel establishment process.

Encapsulation

Select either IP or UDP as the peer encapsulation protocol. UDP uses a

simple transmission model without implicit handshakes. The default setting
is IP.

Peer IP Address

Select this option to enter the numeric IP address used as the destination
peer address for tunnel establishment.

UDP Port

If UDP encapsulation is selected, use the spinner control to define the UDP
encapsulation port.

IPSec Secure

Enable this option to enable security on the connection between the access
point and the Virtual Controller.

IPSec Gateway

Specify the IP Address of the IPSec Secure Gateway.

7 Define the following Fast Failover parameters:

Enable When enabled, the device starts sending tunnel requests on both peers, and in
turn, establishes the tunnel on both peers. If disabled, tunnel establishment only
occurs on one peer, with failover and other functionality the same as legacy
behavior. If fast failover is enabled after establishing a single tunnel the
establishment is restarted with two peers. One tunnel is defined as active and
the other as standby. Both tunnels perform connection health checkups with
individual hello intervals. This setting is disabled by default.

Enable Aggressive Mode When enabled, tunnel initiation hello requests are set to zero. For failure
detections, hello attempts are not retried, regardless of defined retry attempts.
This setting is disabled by default.

8 Select OK to save the changes within the L2TP Tunnel screen. Select Reset to revert the screen to its

last saved configuration.

Manual Session

After a successful tunnel connection and establishment, individual sessions can be created. Each session
is a single data stream. After successful session establishment, data corresponding to that session
(pseudowire) can be transferred. If a session is down, the pseudowire associated with it is shut down as

well.

To define an L2TPv3 manual session configuration for a profile:

1 Select the Manual Session tab.
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Figure 48: L2TPv3 Tunnel - Manual Session Configuration Screen

2 Refer to the following manual session configurations to determine whether one should be created or

modified:

IP Address

Lists the IP address assigned as the local tunnel end point address, not the
interface IP address. This IP is used as the tunnel source IP address. If this
parameter is not specified, the source IP address is chosen automatically based on
the tunnel peer IP address. This parameter is applicable when establishing the
tunnel session and responding to incoming requests.

Local Session ID

Displays the numeric identifier assigned to each listed tunnel session. This is the
pseudowire ID for the session. This pseudowire ID is sent in a session
establishment message to the L2TP peer.

MTU Displays each session’s MTU. The MTU is the size (in bytes) of the largest protocol
data unit the layer can pass between tunnel peers in this session. A larger MTU
means processing fewer packets for the same amount of data.

Name Lists the name assigned to each listed manual session.

Remote Session ID

Lists the remote session ID passed in the establishment of the tunnel session.

3 Select Add to create a new manual session, Edit to modify an existing session configuration or
Delete to remove a selected manual session.

Adding and Editing Manual Sessions

You can add a new L2TPv3 manual session configuration or edit an existing configuration.

1 Select Add to create a new manual session, Edit to modify an existing session configuration or
Delete to remove a selected manual session.
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2 Set the following manual session Settings parameters:

Name If creating a new manual session, define a 31 character maximum name for this
tunnel session. The session is created after a successful tunnel connection and
establishment. Each session name represents a single data stream.

IP Address Specify the IP address used as the tunnel source IP address. If not specified, the
tunnel source IP address is selected automatically based on the tunnel peer IP
address. This address is applicable only for initiating the tunnel. When
responding to incoming tunnel create requests, it would use the IP address
received in the tunnel creation request.

IP Set the IP address of an L2TP tunnel peer. This is the peer allowed to establish

the tunnel.

Local Session ID

Set the numeric identifier for the tunnel session. This is the pseudowire ID for the
session. This pseudowire ID is sent in session establishment message to the L2TP
peer.

MTU

Define the session MTU as the size (in bytes) of the largest protocol data unit the
layer can pass between tunnel peers in this session. A larger MTU means
processing fewer packets for the same amount of data.

Remote Session ID

Use the spinner control to set the remote session ID passed in the establishment
of the tunnel session. Assign an ID in the range of 1- 4,294,967,295.

Encapsulation

Select either /P or UDP as the peer encapsulation protocol. The default setting is
IP. UDP uses a simple transmission model without implicit handshakes.
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UDP Port If UDP encapsulation is selected, use the spinner control to define the UDP
encapsulation port. This is the port where the L2TP service is running.

Source VLAN Define the VLAN range (1-4,094) to include in the tunnel. Tunnel session data
includes VLAN tagged frames.

Native VLAN Select this option to define the native VLAN that will not be tagged.

3 Select the + Add Row button in the Cookie table to set the following:

Cookie Size | Set the size of the cookie field within each L2TP data packet. Options include O, 4 and 8. The
default setting is O.

Value 1 Set the cookie value's first word.

Value 2 Set the cookie value's second word.

End Point | Define whether the tunnel end point is /ocal or remote.

4  Select OK to save the changes to the session configuration. Select Reset to revert to the last saved
configuration.

GRE Tunnel Configuration

GRE tunneling can be configured to bridge Ethernet packets between WLANs and a remote WLAN
gateway over an IPv4 GRE tunnel. The tunneling of 802.3 packets using GRE is an alternative to MiNT or
L2TPv3. Related features like ACLs for extended VLANSs are still available using layer 2 tunneling over
GRE.

Using GRE, access points map one or more VLANS to a tunnel. The remote endpoint is a user-
configured WLAN gateway IP address, with an optional secondary IP address should connectivity to the
primary GRE peer be lost. VLAN traffic is expected in both directions in the GRE tunnel. A WLAN
mapped to these VLANSs can be either open or secure. Secure WLANS require authentication to a
remote RADIUS server available within your deployment using standard RADIUS protocols. access
points can reach both the GRE peer as well as the RADIUS server using IPv4.

To define a GRE tunnel configuration:

1 Go to Configuration — Devices — System Profile .

The Profile screen displays. This screen lists access point profiles.
2 Select a profile from the list.

The selected profile's configuration menu displays.
3 Expand the Network node and select GRE.

The screen displays existing GRE configurations.

4 Select the Add to create a new GRE tunnel configuration or select an existing tunnel and select Edit
to modify its current configuration. To remove an existing GRE tunnel, select it from amongst those
displayed and select the Delete button.
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Adding and Editing GRE Tunnel

You can add a new GRE tunnel cofiguration or edit an existing tunnel configuration.

1 If creating a new GRE configuration, assign it a name to distinguish its configuration.

2 Define the following GRE tunnel settings:

DSCP Options Use the spinner control to set the tunnel DSCP / 802.1q priority value from
encapsulated packets to the outer packet IPv4 header.

Tunneled VLANS Define the VLAN connected clients use to route GRE tunneled traffic within their
respective WLANS.

Native VLAN Set a numerical VLAN ID (1 - 4094) for the native VLAN. The native VLAN allows

an Ethernet device to associate untagged frames to a VLAN when no 802.1Q
frame is included in the frame. Additionally, the native VLAN is the VLAN
untagged traffic is directed over when using a port in trunk mode.

Access Point for version 7.2.1

/ 163



Device Configuration

Tag Native VLAN

Select this option to tag the native VLAN. The IEEE 802.1Q specification is
supported for tagging frames and coordinating VLANs between devices. IEEE
802.1Q adds four bytes to each frame identifying the VLAN ID for upstream
devices that the frame belongs. If the upstream Ethernet device does not support
|IEEE 802.1Q tagging, it does not interpret the tagged frames. When VLAN
tagging is required between devices, both devices must support tagging and be
configured to accept tagged VLANs. When a frame is tagged, the 12 bit frame
VLAN ID is added to the 802.1Q header so upstream Ethernet devices know
which VLAN ID the frame belongs to. The device reads the 12 bit VLAN ID and
forwards the frame to the appropriate VLAN. When a frame is received with no
802.1Q header, the upstream device classifies the frame using the default or
native VLAN assigned to the Trunk port. The native VLAN allows an Ethernet
device to associate untagged frames to a VLAN when no 802.1Q frame is
included in the frame. This feature is disabled by default.

MTU

Set an IPv4 tunnel’s maximum transmission unit (MTU) from 128 - 1,476. The MTU
is the largest physical packet size (in bytes) transmittable within the tunnel. Any
messages larger than the MTU are divided into smaller packets before being sent.
A larger MTU provides greater efficiency because each packet carries more user
data while protocol overheads, such as headers or underlying per-packet delays,
remain fixed; the resulting higher efficiency means a slight improvement in bulk
protocol throughput. A larger MTU results in the processing of fewer packets for
the same amount of data. For IPv4, the overhead is 24 bytes (20 bytes IPv4
header + 4 bytes GRE Header), thus the default setting for an IPv4 MTU is 1,476.

MTUG

Set an IPv6 tunnel’s MTU from 128 - 1,456. The MTU is the largest physical packet
size (in bytes) transmit able within the tunnel. Any messages larger than the MTU
are divided into smaller packets before being sent. A larger MTU provides greater
efficiency because each packet carries more user data while protocol overheads,
such as headers or underlying per-packet delays, remain fixed; the resulting
higher efficiency means a slight improvement in bulk protocol throughput. A
larger MTU results in the processing of fewer packets for the same amount of
data. For IPv6, the overhead is 44 bytes (40 bytes IPv6 header + 4 bytes GRE
header), thus the default setting for an IPv6 MTU is 1,456.

3 Inthe Peer table,

review credentials of existing GRE tunnel end points. If needed, click + Add Row to

add new GRE tunnel peers. A maximum of two peer configurations can be added.

Peer Index

Assign a numeric index to each peer to help differentiate tunnel end points.

Peer IP Address

Define the IP address of the added GRE peer to serve as a network address identifier.

4  Define the following Failover parameters:

Enable Failover

Select this option to periodically ping the primary gateway to assess its availability for
failover support.

Ping Interval

Set the duration between two successive pings to the gateway. Define this value in
seconds from O - 86,400.

Number of Retries

Set the number of retry ping opportunities before the session is terminated.

5 Select the OK button located to save the changes.

Click Reset to revert to the last saved configuration.

IGMP Snooping Configuration

The IGMP (Internet Group Management Protocol) is used for managing IP multicast group members.
Controllers and service platforms listen to IGMP network traffic and forward IGMP multicast packets to
radios on which the interested hosts are connected. On the wired side of the network, the controller or
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service platform floods all the wired interfaces. This feature reduces unnecessary flooding of multicast

traffic in the network.

1 Go to Configuration — Devices — System Profile .

The Profile screen displays. This screen lists access point profiles.

2 Select a profile from the list.

The selected profile's configuration menu displays.

3 Expand the Network node and select IGMP Snooping.

General
Enable IGMP Snooping i | E
Forw ard Unknow n Multic ast Pac kets 1 [o]
Enable Fast leave processing L
IGMP Querier
Enable IGMP Querier al ]
IGMP Version a3
IGMP Query Interval 0
IGMP Robustness Variable 02
Maximum Response Time @ 10
Other Querier Time Expiry i I

.

-

(110 3)
Minutes - (11to300)
(107
seconds (1t025)

Minutes v (1to5)

OK Reset

e

Figure 49: IGMP Snooping Screen

4  Set the following parameters to configure General IGMP Snooping values:

Enable IGMP Select this option to enable IGMP snooping. If disabled, snooping on a per VLAN basis is

Snooping also disabled. This feature is enabled by default. If disabled, the settings under the bridge
configuration are overridden. For example, if IGMP snooping is disabled, but the bridge
VLAN is enabled, the effective setting is disabled.

Forward Select this option to enable the forwarding of multicast packets from unregistered multicast

Unknown groups. If disabled, the unknown multicast forward feature is also disabled for individual

Multicast VLANSs. This setting is enabled by default..

Packets
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5 Set the following IGMP Querier configuration:

Enable IGMP Querier Select this option to enable IGMP querier. IGMP snoop querier is used to keep host
memberships alive. It's primarily used in a network where there's a multicast
streaming server and hosts subscribed to the server and no IGMP querier present. An
IGMP querier sends out periodic IGMP query packets. Interested hosts reply with an
IGMP report packet. IGMP snooping is only conducted on wireless radios. IGMP
multicast packets are flooded on wired ports. IGMP multicast packet are not flooded
on the wired port. IGMP membership is also learnt on it and only if present, then it is
forwarded on that port.

IGMP Version Use the spinner control to set the IGMP version compatibility to either version 1, 2 or
3. IGMPvV1 is defined by RFC 1112, IGMPv2 is defined by RFC 2236 and IGMPv3 defined
by RFC 4604 which defines both IGMPv3 and MLDv2. IGMPv2 improves over IGMPv1
by adding the ability for a host to signal desire to leave a multicast group. IGMPv3
improves over IGMPv2 by adding the ability to listen to multicast traffic originating
from a set of source IP addresses exclusively. The default setting is 3.

IGMP Query Interval Set the interval IGMP queries are made. This parameter is used only when the querier
functionality is enabled. Define an interval value in Seconds (1-18,000),
Minutes (1- 300) and Hours (1 - 5). The default setting is one minute.

IGMP Robustness Sets the IGMP robustness variable. The robustness variable is a way of indicating how
Variable susceptible the subnet is to lost packets. IGMP can recover from robustness variable
minus 1 lost IGMP packets. Define a robustness variable from 1- 7. The default
robustness value is 2.

Maximum Response Specify the maximum interval (from 1 - 25 seconds) before sending a responding
Time report. When no reports are received from a radio, radio information is removed from
the snooping table. Only multicast packets are forwarded to radios present in the
snooping table. For IGMP reports from wired ports, the controller or service platform
forwards these reports to the multicast router ports. The default setting is 10
seconds.

Other Querier Timer Specify an interval in either Seconds (60 - 300) or Minutes (1-5) used as a
Expiry timeout interval for other querier resources. The default setting is 1 minute.

6 Click the OK button located at the bottom right of the screen to save the changes.

Click Reset to revert to the last saved configuration.

MLD Snooping Configuration

MLD (Multicast Listener Discovery) snooping enables a controller, service platform or access point to
examine MLD packets and make forwarding decisions based on content. MLD is used by IPv6 devices to
discover devices wanting to receive multicast packets destined for specific multicast addresses. MLD
uses multicast listener queries and multicast listener reports to identify which multicast addresses have
listeners and join multicast groups.

MLD snooping caps the flooding of IPv6 multicast traffic on controller, service platform or access point
VLANSs. When enabled, MLD messages are examined between hosts and multicast routers and to
discern which hosts are receiving multicast group traffic. The controller, service platform or access point
then forwards multicast traffic only to those interfaces connected to interested receivers instead of
flooding traffic to all interfaces.

To set an IPv6 MLD snooping configuration:

1 Go to Configuration — Devices — System Profile .
The Profile screen displays. This screen lists access point profiles.
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2 Select a profile from the list.

The selected profile's configuration menu displays.
3 Expand the Network node and select MLD Snooping.

Lanaral

Enaki WLD Snooping

Forward Unknown Mulbicast Packeis ﬂE

PALD Querier
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1]
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o Winutes - [ (1WE]
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Figure 50: Profile - Network MLD Snooping screen

4  Define the following General MLD snooping settings:

Enable MLD Enable MLD snooping to examine MLD packets and make content forwarding for this
Snooping profile. Packets delivered to group members are identified by a single multicast group
address. Multicast packets are delivered to a group using best-effort reliability, just like
IPv6 unicast. MLD snooping is disabled by default.

Forward Unknown | Use this option to either enable or disable IPv6 unknown multicast forwarding. This
Multicast Packets | setting is enabled by default.

5 Define the following MLD Querier settings for the MLD snooping configuration:

Enable MLD Querier

Select this option to enable MLD querier on the controller, service platform or
access point. When enabled, the device sends query messages to discover
which network devices are members of a given multicast group. This setting is
disabled by default.

MLD Version

Define whether MLD version 1or 2 is utilized as the MLD querier. MLD version 1
is based on IGMP version 2 for IPv4. MLD version 2 is based on IGMP version 3
for IPv4 and is fully backward compatible. IPv6 multicast uses MLD version 2.
The default MLD version is 2.

MLD Query Interval

Set the interval in which query messages are sent to discover device multicast
group memberships. Set an interval in either Seconds (1-18,000), Minutes (1 -
300) or Hours (1-5). The default interval is T minute.

MLD Robustness Variable

Set a MLD IGMP robustness value (1 - 7) used by the sender of a query. The
MLD robustness variable enables refinements to account for expected packet
loss on a subnet. Increasing the robust count allows for more packet loss, but
increases the leave latency of the subnetwork unless the value is zero. The
default variable is 2.
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Maximum Response Time Specify the maximum response time (from 1- 25,000 milliseconds) before
sending a responding report. Queriers use MLD reports to join and leave
multicast groups and receive group traffic. The default setting is 10
milliseconds.

Other Querier time Expiry Specify an interval in either Seconds (60 - 300) or Minutes (1 - 5) used as a
timeout interval for other querier resources. The default setting is 1 minute.

6 Select the OK button located to save the changes.

Click Reset to revert to the last saved configuration.

QoS Traffic Shaping Basic Configuration

The WING software uses different Quality of Service (QoS) screens to define WLAN and device radio
QoS configurations. The System Profiles — Network — QoS facility is separate from WLAN and radio
QoS configurations, and is used to configure the priority of the different DSCP packet types.

QoS values are required to provide service priority to packets. For example, VolP packets get higher
priority than data packets to provide a better quality of service for high priority voice traffic.

The profile QoS screen maps the 6-bit Differentiated Service Code Point (DSCP) code points to the
older 3-bit IP Precedent field located in the Type of Service byte of an IP header. DSCP is a protocol for
specifying and controlling network traffic by class so that certain traffic types get precedence. DSCP
specifies a specific per-hop behavior that is applied to a packet.

To define an QoS configuration for DSCP mappings:

1 Go to Configuration — Devices — System Profile.
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2 Expand Network and select Quality of Service (QoS).
The Traffic Shaping — Basic Configuration screen displays by default.

prory Mappeng
s CEOLURTAULGM - Advanced Configuration
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| AddRow | Application Name Traffic Shape Class i
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IP ACL Name Traffic Shape Class i} .
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Figure 51: QoS - Traffic Shaping - Basic Configuration Screen

3 Select Enable to provide traffic shaping using the defined bandwidth, rate and class mappings.

Apply traffic shaping to specific applications to apply application categories. When application and
ACL rules are conflicting, applications have priority, followed by application categories, then ACLs.

4 Set the Total Bandwidth configurable for the traffic shaper. Set the value from either 1- 1,000 Mbps,
or from 250 - 1,000,000 Kbps.

5 Select + Add Row within the Rate Configuration table to set the Class Index (1 - 4) and Rate (in
either Kbps, Mbps or percentage) for the traffic shaper class. Use the rate configuration to control
the maximum traffic rate sent or received on the device. Consider this form of rate limiting on
interfaces at the edge of a network to limit traffic into or out of the network. Traffic within the set
limit is sent and traffic exceeding the set limit is dropped or sent with a different priority.

6 Refer to the IP ACL Class Mapping table and select + Add Row to apply an IPv4 formatted ACL to
the shaper class mapping. Select + Add Row to add mappings.

7 Refer to the IPv6 ACL Class Mapping table and select + Add Row to apply an IPv6 formatted ACL to
the shaper class mapping. Select + Add Row to add mappings.

Note
L‘ For more information on creating IP based firewall rules, refer to Configuring IP Firewall
———  Rulesonpage 762 and Setting an [Pv4 or [Pv6 Firewall Policy on page 763.
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8 Refer to the App-Category to Class Mapping table and select + Add Row to apply an application
category to shaper class mapping. Select + Add Row to add mappings by selecting the application
category and its traffic shaper class. For more information on creating an application category, refer

to Create a Custom Application Definition on page 736.

Refer to the Application to Class Mapping table and select + Add Row to apply an application to
shaper class mapping. Select + Add Row to add mappings by selecting the application and its traffic
shaper class. For more information on creating an application, refer to Create a Custom Application

Definition on page 736.

Select the OK button to save the traffic shaping basic configuration changes.

Select Reset to revert to the last saved configuration.

QoS Traffic Shaping Advanced Configuration

To define traffic shaping advanced configuration:

1

Select the Advanced Configuration tab.

e 0N Priority Mapping

Basic Configuration _l_}:ll_va.nl:lnd_cnp{_lgl_n?i_in_n_
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Activation Critena 0 | Always x|
VRFPGIoup @ | “ (11o255)
Butters Contfiguration Gueue Pricrity Mapping
Class Index Max RED Level RED m. Traffic Shaper Quee Priorty
Buffers Percent
1 35,35.35.30,2¢ 27 27.27.23 25 75,75, 75,710 ‘m’ L
o 2 35,35,3530,2F 27 27,27 23 2 75,75,75,75,10 ‘m‘
3 35,3536530,28 2T 272723 28 7575757510 'm‘
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2 Inthe Activation Criteria field, set the following traffic shaper activation criteria:

Activation Criteria Use the drop-down menu to determine when the traffic shaper is invoked.
Options include vrrp-master, cluster-master, rf-domain-manager and Always. A
VRRP master responds to ARP requests, forwards packets with a destination link
MAC layer address equal to the virtual router MAC layer address, rejects packets
addressed to the IP associated with the virtual router and accepts packets
addressed to the IP associated with the virtual router. The solitary cluster master
is the cluster member elected, using a priority assignment scheme, to provide
management configuration and Smart RF data to other cluster members.
Cluster requests go through the elected master before dissemination to other
cluster members. The RF Domain manager is the elected member capable of
storing and provisioning configuration and firmware images for other members
of the RF Domain.

VRRP Group Set the VRRP group ID from 1- 255. VRRP groups is only enabled when the
Establishment Criteria is set to vrrp-master.

3 Select + Add Row within the Buffers Configuration table to set the following:

Class Index Set a class index from 1- 4.

Max Buffers Set the Max Buffers to specify the queue length limit after which the queue
starts to drop packets. Set the maximum queue lengths for packets. The upper
length is 400 for access points.

RED Level Set the packet queue length for RED. The upper limit is 400 for Access Points.
The rate limiter uses the RED (random early detection) algorithm for rate
limiting traffic. RED is a queueing technigue for congestion avoidance. RED
monitors the average queue size and drops or marks packets. If the buffer is
near empty, all incoming packets are accepted. When the queue grows, the
probability for dropping an incoming packet also grows. When the buffer is full,
the probability has reached 1and all incoming packets are dropped.

RED Percent Set a percentage (1-100) for RED rate limiting at a percentage of maximum
buffers.

4 Select + Add Row within the Latency Configuration table to set the Class Index (1 - 4), Max Latency
and latency measurement Unit. Max latency specifies the time limit after which packets start
dropping (maximum packet delay in the queue). The maximum number of entries is 8. Select
whether msec (default) or usec is unit for latency measurement.

When a new packet arrives it knows how much time to wait in the queue. If a packet takes longer
than the latency value, it is dropped. By default latency is not set, so packets remain in queue for
long time.

5 Refer to the Queue Priority Mapping table to set the traffic shaper queue priority and specify a
particular queue inside a class. There are 8 queues (O - 7), and traffic is queued in each based on
incoming packets mark 802.1p markings.

6 Select the OK button located to save the changes to the traffic shaping advanced configuration.

Select Reset to revert to the last saved configuration.

QoS Priority Mapping
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1 Select the Priority Mapping tab.

The Quality of Service (QoS) — Priority Mapping screen displays.
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Figure 53: QoS - Priority Mapping Configuration Screen

2 In the DSCP Mapping table, set the following IP DSCP mappings for untagged frames:

DSCP

Lists the DSCP value as a 6-bit parameter in the header of every IP packet
used for packet classification.

802.1p Priority

Assign a 802.1p priority as a 3-bit IP precedence value in the Type of
Service field of the IP header used to set the priority. The valid values for
this field are O-7. Up to 64 entries are permitted. The priority values are:

e O - Best Effort

e 1- Background

e 2-Spare

e 3 - Excellent Effort
e 4 - Controlled Load
e 5-Video

e 6-\Voice

e 7 - Network Control

Note:
Use the spinner controls within the 802.1p Priority field for each DSCP row
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3 In the IPv6 Traffic Class Mapping table, set or override the following IPv6 DSCP settings for
untagged frames:

Traffic Class Devices that originate a packet must identify different classes or priorities
for IPv6 packets. Devices use the traffic class field in the IPv6 header to set
this priority.

802.1p Priority Assign a 802.1p priority as a 3-bit IPv6 precedence value in the Type of

Service field of the IPv6 header used to set the priority. The valid values for
this field are O-7. Up to 64 entries are permitted. The priority values are:

e O - Best Effort

e 1- Background

e 2 -Spare

e 3 - Excellent Effort
e 4 - Controlled Load
e 5-Video

e 6 - Voice

e 7 - Network Control

4 Select OK to save the priority mapping changes.
Select Reset to revert to the last saved configuration.

Spanning Tree Configuration

The MSTP (Multiple Spanning Tree Protocol) provides an extension to RSTP to optimize the usefulness
of VLANs. MSTP allows for a separate spanning tree for each VLAN group, and blocks all but one of the
possible alternate paths within each spanning tree topology.

If there is just one VLAN in the access point managed network, a single spanning tree works fine.
However, if the network contains more than one VLAN, the network topology defined by single STP
would work, but it is possible to make better use of the alternate paths available by using an alternate
spanning tree for different VLANSs or groups of VLANS.

A MSTP supported deployment uses multiple MST regions with multiple MSTI (MST instances). Multiple
regions and other STP bridges are interconnected using one single CST (common spanning tree). MSTP
includes all of its spanning tree information in a single BPDU (Bridge Protocol Data Unit) format. BPDUs
are used to exchange information bridge IDs and root path costs. Not only does this reduce the number
of BPDUs required to communicate spanning tree information for each VLAN, but it also ensures
backward compatibility with RSTP. MSTP encodes additional region information after the standard
RSTP BPDU as well as a number of MSTI messages. Each MSTI messages conveys spanning tree
information for each instance. Each instance can be assigned a number of configured VLANSs. The
frames assigned to these VLANS operate in this spanning tree instance whenever they are inside the
MST region. To avoid conveying their entire VLAN to spanning tree mapping in each BPDU, the access
point encodes an MD5 digest of their VLAN to an instance table in the MSTP BPDU. This digest is used
by other MSTP supported devices to determine if the neighboring device is in the same MST region as
itself.

To define the spanning tree configuration:

1 Go to Configuration — Devices — System Profile .

The Profile screen displays. This screen lists access point profiles.
2 Select a profile from the list.

The selected profile's configuration menu displays.

Access Point for version 7.2.1 / 173



Device Configuration

Expand the Network node and select Spanning Tree.
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Figure 54: Network - Spanning Tree Screen

Set the following MSTP Configuration parameters:

MSTP Enable

Select this option to enable MSTP for this profile. MSTP is disabled by default, so if
requiring different (groups) of VLANSs with the profile supported network
segment.

Max Hop Count

Define the maximum number of hops the BPDU will consider valid in the spanning
tree topology. The available range is from 7 - 127. The default setting is 20.

MST Config Name

Define a 64 character maximum name for the MST region as an identifier.

MST Revision Level

Set a numeric revision value ID for MST configuration information. Set a value from
0 - 255. The default setting is O.

Cisco MSTP
Interoperability

Select either the Enable or Disable radio buttons to enable/disable interoperability
with Cisco’s version of MSTP, which is incompatible with standard MSTP. This
setting is disabled by default.
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Hello Time

Set a BPDU hello interval from 1- 10 seconds. BPDUs are exchanged regularly
(every 2 seconds by default) and enable supported devices to keep track of
network changes and star/stop port forwarding as required.

Forward Delay

Set the forward delay time from 4 - 30 seconds. When a device is first attached to
a port, it does not immediately start to forward data. It first processes BPDUs and
determines the network topology. When a host is attached the port always goes
into the forwarding state, after a delay of while it goes through the listening and
learning states. The time spent in the listening and learning states is defined by
the forward delay (15 seconds by default).

Maximum Age

Use the spinner control to set the maximum time (in seconds) to listen for the root
bridge. The root bridge is the spanning tree bridge with the smallest (lowest)
bridge ID. Each bridge has a unique ID and a configurable priority number, the
bridge ID contains both. The available range is from 6 - 40. The default setting is
20.

5 Define the following Port

Fast parameters for the profile configuration:

PortFast BPDU Filter

Select Enable to invoke a BPDU filter for this portfast enabled port. Enabling the
BPDU filter feature ensures this port channel does not transmit or receive any
BPDUs. BPDUs are exchanged regularly and enable the access point to keep track
of network changes and to start and stop port forwarding as required. The default
setting is disabled.

PortFast BPDU Guard

Select Enable to invoke a BPDU guard for the portfast enabled port. Enabling the
BPDU Guard feature means this port will shutdown on receiving a BPDU. Thus, no
BPDUs are processed. BPDUs are exchanged regularly and enable the access
point to keep track of network changes and to start and stop port forwarding as
required. The default setting is disabled.

6 Define the following Erro

r Disable settings:

Enable Recovery

Select this option to enable a error disable timeout resulting from a BPDU guard.
This setting is disabled by default.

Recovery Internal

Define the recovery interval used to enable disabled ports. The available range is
from 10 - 1,000,000 seconds with a default setting of 300.

~l

Add up to 16 indexes and

Use the Spanning Tree Instance table to add indexes to the spanning tree topology.

use the Priority setting to define the bridge priority used to determine the

root bridge. The lower the setting defined, the greater the likelihood of becoming the root bridge in
the spanning tree topology.

[o¢]

Use the Spanning Tree Instance VLANS table to add VLAN instance indexes (by numeric ID) and

VLANSs to the spanning tree topology.
9 Select the OK button located at the bottom right of the screen to save the changes.

Select Reset to revert to the last saved configuration.

IPv4 Routing Configuration

Routing is the process of selecting IP paths to send access point managed network traffic. Use the
Routing screen to set destination IP and gateway addresses enabling assignment of static IP addresses
for requesting clients without creating numerous host pools with manual bindings. This eliminates the
need for a long configuration file and reduces the resource space required to maintain address pools.

Both IPv4 and IPv6 routes are separately configurable using their appropriate tabs. For IPv6 networks,
routing is the part of IPv6 that provides forwarding between hosts located on separate segments within

a larger IPv6 network where
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To override the access point profile's static routes:

1 Go to Configuration — Devices — System Profiles.
2 Expand Network and select Routing.

The IPv4 Routing configuration screen displays.
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Figure 55: Profile Overrides - IPv4 Routing Configuration Screen

3 Select IP Routing to enable static routes using IPv4 addresses. This option is enabled by default.
4 In the Policy Based Routing field, use the Policy Based Routing drop-down menu to apply a policy.

Select the Create icon to create a policy based route or select the Edit icon to edit an existing policy

after selecting it in the drop-down list. For more information on creating a Policy Based Routing
Policy, see Policy Based Routing (PBR) on page 694.

[N

oK Reset |l
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5 inthe Statis Routes table, click Add Row + and provide the following statis route details:

Network Address

Add network IP addresses and network masks

Gateway

Provide the Gateway's IP address. This is the gateway used to route traffic
to the specified network.

Default Gateway

Provide the Default Gateway's IP address. This is the gateway used to route
traffic to the specified network.

6 Inthe Default Route Priority fie

Id, and set the following parameters:

Static Default Route Priority

Use the spinner control to set the priority value (1 - 8,000) for the default
static route. This is weight assigned to this route versus others that have
been defined. The default setting is 100.

DHCP Client Default Route
Priority

Use the spinner control to set the priority value (1 - 8,000) for the default
route learnt from the DHCP client. The default setting is 1000.

Enable Routing Failure

When selected, all default gateways are monitored for activity. The system
will failover to a live gateway if the current gateway becomes unusable. This

feature is enabled by default.

7 Select the OK button to save the IPv4 routing configuration changes.

Select Reset to revert to the last saved configuration.

IPv6 Routing Configuration
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1

Select the IPv6 Routing tab.

IPv6 networks are connected by IPv6 routers. IPv6 routers pass IPv6 packets from one network

segment to another.

The IPv6 Routing configuration screen displays.
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Figure 56: IPv6 Routing COnfiguration Screen

Select Unicast Routing to enable IPv6 unicast routing for this profile. Keeping unicast enabled allows
the profile’s neighbor advertisements and solicitations in unicast (as well as multicast) to provide
better neighbor discovery. This setting is enabled by default.
Select Unigue Local Address Reject Route to enable rejecting local routes in the format FC00::/7.
Set a System NS Retransmit Interval (from 1,000 to 3,600,000 milliseconds) as the interval between
NS (neighbor solicitation) messages. NS messages are sent by a node to determine the link layer
address of a neighbor, or verify a neighbor is still reachable via a cached link-layer address. The

default is 1,000 milliseconds.

Set a System ND Reachable Time (from 5,000 to 3,600,000 milliseconds) as the time a neighbor is

assumed to be reachable after receiving a receiving a ND (nheighbor discovery) confirmation for their
reachability. The default is 30,000 milliseconds.
Set an IPv6 Hop Count (from 1 - 255) as the maximum number of hops considered valid when
sending IP packets. The default setting is 64.
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7 Set the following Router Advertisement Conversion to Unicast settings:

RA Convert (milliseconds) Select this option to convert multicast router advertisements (RA) to unicast
router advertisements at the dot11 layer. Unicast addresses identify a single
network interface, whereas a multicast address is used by multiple hosts. This
setting is disabled by default.

Throttle Select this option to throttle RAs before converting to unicast. Once enabled,
set the throttle interval and maximum number of RAs. This setting is disabled
by default.

Throttle Interval Enable this setting to define the throttle interval (3 - 1,800 seconds). The

(milliseconds) default setting is 3 seconds.

Max RAs Enable this setting to define the maximum number of router advertisements

per router (1- 256) during the throttle interval. The default settingis 1.
8 In the IPv6 Routes table, click + Add Row and add additional 256 IPv6 route resources.
The IPv6 static route Add Row screen displays.

AdRew =

@ Use Network Address of /0 to set Default Gateway

@ configure Gateway Using Link Local Address Format (fe80:-) to set the Interface

Netw ork Address /
Gatew ay i
Interface 4 VLANID 1 -

o it

Figure 57: Add IPv6 Static Route Window
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Network Address Set the IPv6 network address. Other than the length and slightly different
look versus an IPv4 address, the IPv6 address concept is same as IPv4.

Gateway Set the IPv6 route gateway. A network gateway in IPv6 is the same as in
IPv4. A gateway address designates how traffic is routed out of the current
subnet.

Interface If using a link local address, set the VLAN (1 - 4,094) used a virtual routing

interface for the local address.

9 Select OK to save the IPv6 static route changes.
Select Reset to revert to the last saved configuration.

OSPF Settings Configuration

1 Go to Configuration — Devices — System Profiles.
2 Expand Network and select OSPF .
The OSPF Settings configuration screen displays.

(AT M Area Settings  Interface Settings

—
Enabie OSFF o []
Router IO 0[]
Ado-Cos 0[] =001 o 4,294 96T

Passive Mode on All interfeces @ [

Paiszive Femoved VLAND 1 = i -

Passive Mode VLAND 1 |:Ji &

L1 ]
WRRF Sate Check 0 M
OSPF Overload Protection
Number af Roubes o ri (1 10 4,294 967 295)
Fetry Count 0 5 |£,I (110 32
Fietry Time Out 0 Eﬂ—li.l (1 to 3800)
Reset Time: Uk E." (1 b B, 4000
Dhafant Indormation
Originate 0[]

3 Enable/disable OSPF and provide the following dynamic routing settings:

Enable OSPF Select this option to enable OSPF. OSPF is disabled by default.

Router ID Select this option to define a router ID (numeric IP address). This ID must be established in
every OSPF instance. If not explicitly configured, the highest logical IP address is duplicated
as the router identifier. However, since the router identifier is not an IP address, it does not
have to be a part of any routable subnet in the network.
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Auto-Cost Select this option to specify the reference bandwidth (in Mbps) used to calculate the OSPF
interface cost if OSPF is either STUB or NSSA. The default setting is 1.

Passive Mode on | When selected, all layer 3 interfaces are set as an OSPF passive interface. This setting is
All Interfaces disabled by default.

Passive If enabling Passive Mode on All Interfaces, use the spinner control to select VLANSs (by

Removed numeric ID) as OSPF non passive interfaces. Multiple VLANs can be added to the list.

Passive Mode If disabling Passive Mode on All Interfaces, use the spinner control to select VLANSs (by
numeric ID) as OSPF passive interfaces. Multiple VLANs can be added to the list.

VRRP State Select this option to use OSPF only if the VRRP interface is not in a backup state. The

Check Virtual Router Redundancy Protocol (VRRP) provides automatic assignments of available

Internet Protocol (IP) routers to participating hosts. This increases the availability and
reliability of routing paths via automatic default gateway selections on an IP subnetwork.
This setting is enabled by default.

4 Set the following OSPF Overload Protection settings:

Number of Use the spinner control to set the maximum number of OSPN routes permitted. The
Routes available range is from 1- 4,294,967,295.
Retry Count Set the maximum number of retries (OSPF resets) permitted before the OSPF process is

shut down. The available range is from 1- 32. The default setting is 5.

Retry Time Out | Set the duration (in seconds) the OSPF process remains off before initiating its next retry.
The available range is from 1- 3,600 seconds. The default is 60 seconds.

Reset Time Set the reset time (in seconds) that, when exceeded, changes the retry count is zero. The
available range is from 1- 86,400. The default is 360 seconds.

5 Set the following Default Information:

Originate Select this option to make the default route a distributed route. This setting is disabled by
default.

Always Enabling this setting continuously maintains a default route, even when no routes appear in the
routing table. This setting is disabled by default.

Metric Type | Select this option to define the exterior metric type (7 or 2) used with the default route.

Route Metric | Select this option to define route metric used with the default route. OSPF uses path cost as its
routing metric. It's defined by the speed (bandwidth) of the interface supporting a given route.

6 Refer to the Route Redistribution table to set the types of routes that can be used by OSPF.

Select the + Add Row button to populate the table. Set the Route Type used to define the
redistributed route. Options include connected, kernal and static.

7 Select the Metric Type option to define the exterior metric type (1 or 2) used with the route
redistribution. Select the Metric option to define route metric used with the redistributed route.

8 Use the OSPF Network table to define networks (IP addresses) to connect using dynamic routes.

Select the + Add Row button to populate the table. Add the IP address and mask of the Network(s)
participating in OSPF. Additionally, define the OSPF area (IP address) to which the network belongs.

9 Set an OSPF Default Route Priority (1 - 8,000) as the priority of the default route defined from OSPF.
10 Click OK to save the changes made within the screen.

Click Reset to revert to the last saved configuration.

Area Settings

To define a dynamic routing area configuration:
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1 Select the Area Settings tab.

An OSPF Area contains a set of routers exchanging LSAs (Link State Advertisements) with others in
the same area. Areas limit LSAs and encourage aggregate routes.

OSPF Settings 17070 000 T Interface Settings

ArealD @ Muthentication Type Type

0000 M Saipechgat ted by adudy

0.0.0.30 o non-stub

Type 1o saarch in lables Row Court: 2

| [ Ackd ] | Ecli | [ Deebele i Exk |

2 Review the following Area Setting configurations to determine if a new configuration needs to be
added or existing settings warrants modifications:

Area ID Displays either the /P address or integer representing the OSPF area.

Authentication Type | Lists the authentication (user validation) types used to validate and authenticate the
credentials of the dynamic route connections.

Type Lists the OSPF area type in each listed configuration.

Adding and Editing Area Settings

You can add a new Area configuration or edit an existing configuration.

1 Select Add to create a new OSPF configuration, Edit to modify an existing configuration or Delete to
remove a configuration.
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Area D 00030 12
Authentication Type @ | Nons ™
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2 Set the following OSPF Area configurations:

Area ID If adding a new OSPF Area, use the drop-down menu and specify the Area ID either as
an /P address or Integer.

Authentication Type | Select either None, simple-password or message-digest as the credential validation
scheme used with the OSPF dynamic route. The default setting is None (no data
protection).

Type Set the OSPF area type as either stub, totally-stub, nssa, totally-nssa or non-stub.

Default Cost Select this option to set the default summary cost advertised if creating a stub. Set a
value from 1-16, 777,215.

Translate Type Define how messages are translated. Options include translate-candidate, translate
always and translate-never. The default setting is translate-candidate.

Range Specify a range of addresses for routes matching address/mask for OSPF
summarization.

3 Select the OK button to save the changes to the area configuration. Select Reset to revert to the last
saved configuration.

OSPF Interface Settings

To define a dynamic routing configuration:

1 Select the Interface Settings tab.
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OSPF Settings | Area Settings 8,75 (T F-T00 T

i & Type D eriplisn Admmin Status VLAN W Al ass
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2 Review existing Interface Settings using the following:

Name Displays the name defined for the interface configuration.

Type Displays the type of interface.

Description | Lists each interface's 32 character maximum description.

Admin Status | Displays whether Admin Status privileges have been enabled or disabled for the OSPF route's
virtual interface connection.

VLAN Lists the VLAN IDs set for each listed OSPF route virtual interface.

IP Address Displays the IP addresses defined as virtual interfaces for dynamic OSPF routes. Zero config
and DHCP can be used to generate route addresses, or a primary and secondary address can
be manually set.

3 Select the Add button to define a new set of virtual interface basic settings, or Edit to update the
settings of an existing virtual interface configuration.

Basic General Configuration

To configure the VLAN's basic configurations:

1 Select the Add button to define a new set of virtual interface basic settings, or Edit to update the
settings of an existing virtual interface configuration. The Basic Configuration screen displays by
default, regardless of a whether a new virtual interface is being created or an existing one is being
modified. Select the General tab if it is not selected by default.
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Figure 58: Profile Overrides - Virtual Interfaces Basic Configuration Screen

2 If you are creating a new virtual interface, use the VLAN ID spinner control to define a numeric VLAN

ID from 1 - 4094.

3 Define or override the following parameters in the Properties field:

Description

Provide or edit a description (up to 64 characters) for the virtual interface that helps
differentiate it from others with similar configurations.

Admin Status

Select Disabled or Enabled to define this interface’s current status within the
network. When set to Enabled, the virtual interface is operational and available. The
default value is disabled.

4 Define or override the Network Address Translation (NAT) direction.

Select one of the following options:

Inside

The inside network is transmitting data over the network its intended destination. On
the way out, the source IP address is changed in the header and replaced by the
(public) IP address.

Outside

Packets passing through the NAT on the way back to the managed LAN are searched
against to the records kept by the NAT engine. There the destination IP address is
changed back to the specific internal private class IP address in order to reach the
LAN over the switch managed network.

None

No NAT activity takes place. This is the default setting.

5 Set the following DHCPv6 Client Configuration.

The DHCPv6 (Dynamic Host Configuration Protocol for IPv6) provides a framework for passing
configuration information.
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Stateless DHCPv6 Client | Select this option to request information from the DHCPv6 server using stateless
DHCPv6. DHCPvV6 is a networking protocol for configuring IPv6 hosts with IP
addresses, IP prefixes or other configuration attributes required on an IPv6
network. This setting is disabled by default.

Prefix Delegation Client Specify a 32-character maximum request prefix for prefix delegation from a
DHCPv6 server over this virtual interface. Devices use prefixes to distinguish
destinations that reside on-link from those reachable using a router.

Request DHCPv6 Options | Select this option to request DHCPv6 options on this virtual interface. DHCPv6
options provide configuration information for a node that must be booted using
the network rather than locally. This setting is disabled by default.

6 Define the Bonjour Gateway settings.

Bonjour is Apple’s implementation of zeroconfiguration networking (Zeroconf). Zeroconf is a group
of technologies that include service discovery, address assignment and hostname resolution.
Bonjour locates devices such as printers, other computers, and services that these computers offer
over a local network.

Bonjour provides a general method to discover services on a /local area network (LAN). It allows
users to set up a network without any configuration. Services such as printers, scanners and file-
sharing servers can be found using Bonjour. Bonjour works within a single broadcast domain.
However, with special DNS configuration, it can be extended to find services across broadcast
domains.

Select the Bonjour Gateway Discover policy from the drop-down menu. Click the Create icon to
define a new Bonjour Gateway policy configuration, or click the Edit icon to modify an existing
Bonjour Gateway policy configuration.

7 Define the following MTU settings for the virtual interface:

Maximum Transmission | Set the PPPoE client MTU from 500 - 1,492. The MTU is the largest physical packet
Unit (MTU) size in bytes a network can transmit. Any messages larger than the MTU are divided
into smaller packets before being sent. A PPPoE client should be able to maintain its
point-to-point connection for this defined MTU size. The default MTU is 1,492.

IPv6 MTU Set an IPv6 MTU for this virtual interface from 1,280 - 1,500. A larger MTU provides
greater efficiency because each packet carries more user data while protocol
overheads, such as headers or underlying per-packet delays, remain fixed; the
resulting higher efficiency means a slight improvement in bulk protocol throughput.
A larger MTU results in the processing of fewer packets for the same amount of data.
The default is 1,500.

8 In the ICMP field, define whether ICMPv6 redirect messages are sent. Redirect requests data packets
be sent on an alternative route.

This setting is enabled by default.

9 In the Address Autoconfiguration field, define whether to configure IPv6 addresses on this virtual
interface based on the prefixes received in router advertisement messages. Router advertisements
contain prefixes used for link determination, address configuration and maximum hop limits.

This setting is enabled by default.
10 Set the following Router Advertisement Processing settings for the virtual interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.
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Accept RA

Enable this option to allow router advertisements over this virtual interface. IPv6
hosts can configure themselves automatically when connected to an IPv6
network using the neighbor discovery protocol via ICMPv6 router discovery
messages. When first connected to a network, a host sends a link-local router
solicitation multicast request for its configuration parameters; routers respond
to such a request with a router advertisement packet that contains Internet
layer configuration parameters.This setting is enabled by default.

No Default Router

Select this option to consider routers unavailable on this interface for default
router selection. This setting is disabled by default.

No MTU

Select this option to not use the existing MTU setting for router advertisements
on this virtual interface. If the value is set to zero, no MTU options are sent. This
setting is disabled by default.

No Hop Count

Select this option to not use the hop count advertisement setting for router
advertisements on this virtual interface. This setting is disabled by default.

11 Select OK to save the changes to the basic configuration. Select Reset to revert to the last saved

configuration.

Basic IPv4 Configuration

To configure the VLAN IPv4 configuration:
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1 Select the IPv4 tab.

IPv4 is a connectionless protocol. It operates on a best effort delivery model that does not guarantee
delivery or assures proper sequencing or avoidance of duplicate delivery (unlike TCP).

VLAN ID vian1 (2]

'Basic{:onﬂguratinn ‘Security Dynamic Routing

General m IPv6  IPV6 RA Prefixes

| IPv4 Addresses

| Enable Zero Configuration ® nNone @ Primary @ Secondary
| Primary IP Address 192 168. 13, 12 J,‘ 24U

| a

[ ] use DHCP 1o Obtain IP

Use DHCP 1o obiain Gatew ay/DNS Servers (B (Allow ed on 1 virtual interface)

Second Addresses -1 T
| X - b

OK Reset | guitibal

Figure 59: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv4
Tab

2 Set the following network information in the IPv4 Addresses field:

Enable Zero Zero configuration can be a means of providing a primary or secondary IP addresses
Configuration for the virtual interface. Zero configuration (or zero config) is a wireless connection
utility included with Microsoft Windows XP and later as a service dynamically
selecting a network to connect based on a user's preferences and various default
settings. Zero config can be used instead of a wireless network utility from the
manufacturer of a computer's wireless networking device. This value is set to None
by default.

Primary IP Address Define the IP address for the VLAN associated virtual interface.

Use DHCP to Obtain IP | Select this option to allow DHCP to provide the IP address for the virtual interface.
Selecting this option disables the Primary IP Address field.
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Use DHCP to Obtain Select this option to allow DHCP to obtain a default gateway address and DNS
Gateway/DNS Servers | resource for one virtual interface. This setting is disabled by default and only available
when the Use DHCP to Obtain IP option is selected.

Secondary Addresses | Use this parameter to define additional IP addresses to associate with VLAN IDs. The
address provided in this field is used if the primary IP address is unreachable.

3 Click OK to save the changes to the IPv4 configuration.
Click Reset to revert to the last saved configuration.

Basic IPv6 Configuration

IPv6 is the latest revision of the IP (Internet Protocol), designed to replace IPv4. IPV6 provides
enhanced identification and location information for computers on networks routing traffic across the
Internet. IPv6 addresses are composed of eight groups of four hexadecimal digits separated by colons.
IPv6 hosts can configure themselves automatically when connected to an IPv6 network using the
neighbor discovery protocol via ICMPV6 router discovery messages. When first connected to a network,
a host sends a link-local router solicitation multicast request for its configuration parameters; routers
respond to such a request with a router advertisement packet that contains Internet layer configuration
parameters.

To configure the VLAN IPv6 configuration:
1 Select the IPv6 tab.
_
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Figure 60: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab
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2 Refer to the IPv6 Addresses field to define how IP6 addresses are created and utilized:

IPv6 Mode Select this option to enable IPv6 support on this virtual interface. IPv6 is disabled
by default.

IPv6 Address Static Define up to 15 global IPv6 IP addresses that can created statically. IPv6
addresses are represented as eight groups of four hexadecimal digits separated
by colons.

IPv6 Address Static using | Optionally, set up to 15 global IPv6 IP addresses (in the EUI-64 format) that can
EUI64 created statically. The IPv6 EUI-64 format address is obtained through a 48-bit
MAC address. The MAC is initially separated into two 24- bits, with one being an
OUI (Organizationally Unique Identifier) and the other being client specific. A 16-
bit OXFFFE is then inserted between the two 24-bits for the 64-bit EUl address.
IEEE has chosen FFFE as a reserved value which can only appear in EUI-64
generated from the an EUI-48 MAC address.

IPv6 Address Link Local Provide the IPv6 local link address. IPv6 requires a link local address assigned to
every interface the IPv6 protocol is enabled, even when one or more routable
addresses are assigned.

3 Enable the Enforce Duplicate Address option to enforce duplicate address protection when any
wired port is connected and in a forwarding state.

This option is enabled by default.
4 Refer to the IPv6 Address Prefix from Provider table to create IPv6 format prefix shortcuts as
supplied by an ISP.

Select + Add Row to launch a screen in which a new delegated prefix name and host ID can be
defined.

IPvé Address Prefix from Provider

Delegated Prefix Name

bt

Figure 61: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add Address Prefix from Provider
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Designated Prefix Name | Enter a 32-character maximum name for the IPv6 address prefix from your
provider.

Host ID Define the subnet ID, host ID, and prefix length.

5 Click OK to save the changes to the IPv6 configuration.

Click Exit to close the screen without saving any updates.

6 Refer to the IPv6 Address Prefix from Provider EUI64 table to set an (abbreviated) IP address prefix
in EUIB4 format.

Select + Add Row to launch a screen in which a new delegated prefix name and host ID can be
defined in EUI64 format.

IPvé Address Prefix from Provider EU164

Delegated Prefx Name

Host 1D ! v

Figure 62: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add Address Prefix from Provider EUI64

Designated Prefix Enter a 32-character maximum name for the IPv6 prefix from your provider in EUI
Name format. Using EUI64, a host can automatically assign itself a unique 64-bit IPv6
interface identifier without manual configuration or DHCP.

Host ID Define the subnet ID and prefix length.

7 Click OK to save the changes to the new IPv6 prefix from provider in EUI64 format.
Click Exit to close the screen without saving any updates.
8 Refer to the DHCPv6 Relay table to set the address and interface of the DHCPV6 relay.

The DHCPv6 relay enhances an extended DHCP relay agent by providing support in IPv6. DHCP
relays exchange messages between a DHCPV6 server and client. A client and relay agent exist on the
same link. When A DHCP request is received from the client, the relay agent creates a relay forward
message and sends it to a specified server address. If no addresses are specified, the relay agent
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forwards the message to all DHCP server relay multicast addresses. The server creates a relay reply
and sends it back to the relay agent. The relay agent then sends back the response to the client.

Select + Add Row to launch a screen in which a new DHCPv6 relay address and interface VLAN ID

can be set.
DHCPVE Relay
Address
nterface 4[] VLANID 1 - (1104,094)

ot

Figure 63: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
Tab - Add DHCPv6 Relay

Address Enter an address for the DHCPv6 relay. These DHCPvV6 relay receive messages from
DHCPv6 clients and forward them to DHCPvVG6 servers. The DHCPv6 server sends
responses back to the relay, and the relay then sends these responses to the client on
the local network.

Interface Select this option to enable a spinner control to define a VLAN ID from 1- 4,094 used
as the virtual interface for the DHCPVG6 relay. The interface designation is only
required for link local and multicast addresses. A local link address is a locally derived
address designed for addressing on a single link for automatic address configuration,
neighbor discovery or when no routing resources are available.

9 Click OK to save the changes to the DHCPv6 relay configuration.
Click Exit to close the screen without saving any updates.

IPV6 Prefix RA Configuration

To configure the VLAN IPv6 RA Prefixes configuration:

Access Point for version 7.2.1 / 192




Device Configuration

1 Select the IPv6 RA Prefixes tab.
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Figure 64: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
RA Prefixes Tab

2 Use the Router Advertisement Policy drop-down menu to select and apply a policy to the virtual
interface.

Router advertisements are periodically sent to hosts or sent in response to solicitation requests. The
advertisement includes IPv6 prefixes and other subnet and host information.
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3 Review the configurations of existing IPv6 advertisement policies.

If necessary, select + Add Row to define the configuration for an additional IPv6 RA prefix.

IPv6 RA Prefixes
Prefx Type ¥ lm - J
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Figure 65: Profile Overrides - Virtual Interfaces Basic Configuration Screen - IPv6
RA Prefix

4 Define the following IPv6 RA Prefix settings:

Prefix Type Set the prefix delegation type used with this configuration. Options include
Prefix and prefix-from-provider. The default setting is Prefix. A
prefix allows an administrator to associate a user defined name to an IPv6 prefix. A
provider assigned prefix is made available from an ISP (Internet Service Provider) to
automate the process of providing and informing the prefixes used.

Prefix or ID Set the actual prefix or ID used with the IPv6 router advertisement.

Site Prefix The site prefix is added into a router advertisement prefix. The site address prefix
signifies the address is only on the local link.

Access Point for version 7.2.1 / 194



Device Configuration

Valid Lifetime Type

Set the lifetime for the prefix's validity. Options include External (fixed),
decrementing, and infinite. If set to External (fixed), only the Valid
Lifetime Sec setting is enabled to define the exact time interval for prefix validity. If
set to decrementing,, use the lifetime date and time settings to refine the prefix
expiry period. If set to infinite, no additional date or time settings are required
for the prefix and the prefix will not expire. The default setting is External (fixed).

Valid Lifetime Sec

If the lifetime type is set to External (fixed), set the Seconds, Minutes, Hours, or

Days values used to measure the prefix's expiration. 30 days, O hours, O minutes, and
0 seconds is the default lifetime.

Valid Lifetime Date

If the lifetime type is set to External (fixed), set the date in MM/DD/YYYY format
for the expiration of the prefix.

Valid Lifetime Time

If the lifetime type is set to decrementing, set the time for the prefix's validity.
Use the spinner controls to set the time in hours and minutes. Use the AM and PM
radio buttons to set the appropriate hour.

Preferred Lifetime
Type

Set the administrator preferred lifetime for the prefix's validity. Options include
External (fixed), decrementing, and infinite. If set to External
(fixed), only the Preferred Lifetime Sec setting is enabled to define the exact time
interval for prefix validity. If set to decrementing,, use the lifetime date and time
settings to refine the prefix expiry period. If set to infinite, no additional date or
time settings are required for the prefix and the prefix will not expire. The default
setting is External (fixed).

Preferred Lifetime Sec

If the administrator preferred lifetime type is set to External (fixed), set the
Seconds, Minutes, Hours, or Days values used to measure the prefix's expiration. 30
days, O hours, O minutes, and O seconds is the default lifetime.

Preferred Lifetime Date

If the administrator preferred lifetime type is set to External (fixed), set the date
in MM/DD/YYYY format for the expiration of the prefix.

Preferred Lifetime

If the administrator preferred lifetime type is set to decrementing, set the time

Time for the prefix's validity. Use the spinner controls to set the time in hours and minutes.
Use the AM and PM radio buttons to set the appropriate hour.

Autoconfig Autoconfiguration includes generating a link-local address, global addresses via
stateless address autoconfiguration and duplicate address detection to verify the
unigueness of the addresses on a link. This setting is enabled by default.

On Link Select this option to keep the IPv6 RA prefix on the local link. The default setting is

enabled.

5 Click OK to save the changes to the IPv6 RA prefix configuration.

Click Exit to close the screen without saving any updates. Or, click Reset to revert to the last saved

configuration.

Security

To define a dynamic routing configuration:

1 Select Configuration — Profiles — System Profile.

A list of device profiles within the system is displayed.
2 Expand the Network menu and select OSPF.

3 Select the Add button to define a new set of virtual interface basic settings, or Edit to update the
settings of an existing virtual interface configuration.

4 Select the Security tab.
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The VLAN Interface security configuration screen displays.
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Basic Configuration Security Dynamic Routing

IPwi Access Control

IPv4 Inbound Firew all Rues. g <none> v | 2 &

IPv6 Access Control

IPvE inbound Frew all Rules ﬂ.| v i .Eé}
VPN Crypto Map
VPN Crypio Map @  <none> v | L

oK Reset |

Figure 66: OSPF - VLAN Interface Security Configuration Screen

5 Use the IPv4 Inbound Firewall Rules drop-down menu to select the IPv4 specific inbound firewall
rules to apply to this profile’s virtual interface configuration. Select the Create icon to define a new
IPv4 firewall rule configuration or select the Edit icon to modify an existing configuration.

6 Use the IPv6 Inbound Firewall Rules drop-down menu to select the IPv6 specific inbound firewall
rules to apply to this profile’s virtual interface configuration. Select the Create icon to define a new
IPvo firewall rule configuration or select the Edit icon to modify an existing configuration.

7 Use the VPN Crypto Map drop-down menu to select and apply a VPN crypto map entry to apply to
the OSPF dynamic route.

Crypto Map entries are sets of configuration parameters for encrypting packets passing through the
VPN Tunnel. If a Crypto Map configuration does not exist suiting the needs of this virtual interface,
select the Create icon to define a new Crypto Map configuration or the Edit icon to modify an
existing configuration.

8 Select OK to save the changes to the OSPF route security configuration. Select Reset to revert to
the last saved configuration.

Dynamic Routing

To define a dynamic routing configuration:

1 Select the Dynamic Routing tab.
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Figure 67: Profiles OSPF Virtual Interface Dynamic Routing Screen

2 Set the following OSPF Settings:

Priority Select this option to enable or disable OSPF priority settings. Use the spinner to
configure a value from O - 255. This option sets the priority of this interface becoming
the Designated Router (DR) for the network. DRs provide routing updates to the
network by maintaining a complete topology table of the network and sends the
updates to the other routers in the network using multicast. Setting a high value
increases the chance of this interface becoming a DR. Setting this value to zero
prevents this interface from being elected a DR.

Cost Select this option to enable or disable OSPF cost settings. Use the spinner to
configure a cost value from 1- 65535. Use this option to set the OSPF cost of this
interface. OSPF cost is the overhead required to send a packet over this interface.

Bandwidth Set the OSPF bandwidth from 1-10,000,000 KBps.

3 Set the following OSPF Authentication settings for the dynamic route:
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Chosen Authentication Select the authentication type used to validate credentials within the OSPF
Type dynamic route. Options include simple-password, message-digest, null and None.

Authentication Key Enter and confirm the authentication key required by connecting nodes using the
OSPF dynamic route.

4 Select the + Add Roww button (at the bottom of the MD5 Authentication table) to add the Key ID
and Password used for an MD5 validation of authenticator credentials.

Use the spinner control to set the OSPF message digest authentication key ID. The available range is
from 1- 255. The password is the OSPF key either displayed as series or asterisks or in plain text (by
selecting Show).

5 Select OK to save the changes to the configuration. Select Reset to revert to the last saved
configuration

Forwarding Database Configuration

An Forwarding Database forwards or filter packets on behalf of the managing controller, service
platform or access point. The bridge reads the packet's destination MAC address and decides to either
forward the packet or drop (filter) it. If it's determined the destination MAC is on a different network
segment, it forwards the packet to the segment. If the destination MAC is on the same network
segment, the packet is dropped (filtered). As nodes transmit packets through the bridge, the bridge
updates its forwarding database with known MAC addresses and their locations on the network. This
information is then used to decide to filter or forward the packet.

To define a forwarding database configuration:

1 Select the Configuration — Devices — System Profile tab from the Web UI.
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2 Expand the Network menu and select Forwarding Database.

Aging Time
Bridge Aging Time @ 300 (0,10-1000000 zeconds)
Static For wanding Table
MAC Address VLANKI Interface Hame ﬁ
02-03-04-05-08-07 1 Fld3
04-08-0C-00-0E-0F - FI345
o
+ Add Row

Figure 68: Network - Forwarding Database screen

3 Define the Bridge Aging Time from O, 10-1,000,000 seconds.

The aging time defines the length of time an entry will remain in the bridge’s forwarding table
before it is deleted due to lack of activity. If an entry replenishments a destination, generating
continuous traffic, this timeout value will never be invoked. However, if the destination becomes idle,
the timeout value represents the length of time that must be exceeded before an entry is deleted
from the forwarding table. The default setting is 300 seconds.

4 Use the +Add Row button to create a new row within the Static Forwarding Table.

5 Set or override a destination MAC Address.
The bridge reads the packet's destination MAC address and decides to forward the packet or drop
(filter) it. If it's determined the destination MAC is on a different network, it forwards the packet to
the segment. If the destination MAC is on the same network segment, the packet is dropped
(filtered).
Define the target VLAN ID if the destination MAC is on a different network segment.

7 Provide an Interface Name used as the target destination interface for the target MAC address.
Select OK to save the changes. Select Reset to revert to the last saved configuration.

Bridge VILAN Configuration

A VLAN is separately administrated virtual network within the same physical managed network. VLANs
are broadcast domains defined to allow control of broadcast, multicast, unicast, and unknown unicast
within a Layer 2 device.
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For example, say several computers are used in conference room X and some in conference Y. The
systems in conference room X can communicate with one another, but not with the systems in
conference room Y. The creation of a VLAN enables the systems in conference rooms X and Y to
communicate with one another even though they are on separate physical subnets. The systems in
conference rooms X and Y are managed by the same single device, but ignore the systems that aren't
using same VLAN ID.

Administrators often need to route traffic to interoperate between different VLANSs. Bridging VLANSs are
only for non-routable traffic, like tagged VLAN frames destined to some other device which will untag
it. When a data frame is received on a port, the VLAN bridge determines the associated VLAN based on
the port of reception. Using forwarding database information, the Bridge VLAN forwards the data frame
on the appropriate port(s). VLAN's are useful to set separate networks to isolate some computers from
others, without actually having to have separate cabling and Ethernet switches. Controllers and service
platforms can do this on their own, without the need to know what VLAN it's on (this is called port-
based VLAN, since it's assigned by port). Another common use is to put specialized devices like VolP
Phones on a separate network for easier configuration, administration, security or service quality.

To define a bridge VLAN configuration:

1 Go to Configuration — Devices — System Profile .

The Profile screen displays. This screen lists access point profiles.
2 Select a profile from those listed on the screen. The selected profile's configuration menu displays.

3 Expand the Network node and select Bridge VLAN. The Bridge VLAN Main screen displays. This
screen displays existing Bridge VLAN configurations.

VLAN i) Description Edipe VLAN Mode Trust ARF Responses Trust DHCF Responses
12 lsncelot o 4 x
.T'fru- to sesrch intables ) Foww Count: 4

| Add i | Exid | | [kt | [ Ead

4 Review the following VLAN configuration parameters to determine whether an update is warranted:
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VLAN Lists the numerical identifier defined for the Bridge VLAN when initially
created. The available range is from 1- 4095. This value cannot be
modified during the edit process.

Description Lists a description of the VLAN assigned when it was created or

modified. The description should be unique to the VLAN's specific
configuration and help differentiate it from other VLANSs with similar
configurations.

Edge VLAN Mode

Defines whether the VLAN is currently in edge VLAN mode. A green
checkmark defines the VLAN as extended. An edge VLAN is the VLAN
where hosts are connected. For example, if VLAN 10 is defined with
wireless clients, and VLAN 20 is where the default gateway resides,
VLAN 10 should be marked as an edge VLAN and VLAN 20 shouldn't.
When defining a VLAN as an edge VLAN, the firewall enforces additional
checks on hosts in that VLAN. For example, a host cannot move from an
edge VLAN to another VLAN and still keep firewall flows active.

Trust ARP Response

When ARP trust is enabled, a green checkmark displays. When disabled,
ared "X" displays. Trusted ARP packets are used to update the IP-MAC
Table to prevent IP spoof and arp-cache poisoning attacks.

Trust DHCP Responses

When DHCP trust is enabled, a green checkmark displays. When
disabled, a red "X" displays. When enabled, DHCP packets from a DHCP
server are considered trusted and permissible. DHCP packets are used to
update the DHCP Snoop Table to prevent IP spoof attacks.

5 Select Add to define a new bridge VLAN configuration, Edit to modify an existing bridge VLAN
configuration or Delete to remove a VLAN configuration.

Configure Bridge VLAN General Settings

To define a bridge VLAN general configuration:

1 Select Add to define a new Bridge VLAN configuration, Edit to modify an existing Bridge VLAN
configuration or Delete to remove a VLAN configuration.
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Level 2 Tunnel Broadcast Optimzation @[]

Level 2 Forw ard Additional Packet Types @ None v

Tunnel Rate Limit
Mint Link Level Rate

Max Burst Size Background Best-Effort Video

o et (it

The General tab displays by default.

2 If adding a new Bridge VLAN configuration, use the spinner control to define a VLAN ID between 1 -
4094. This value must be defined and saved before the General tab can become enabled and the
remainder of the settings defined. VLAN IDs O and 4095 are reserved and unavailable.

3 Set the following general bridge VLAN parameters:

Description

If creating a new Bridge VLAN, provide a description (up to 64
characters) unique to the VLAN's specific configuration to help
differentiate it from other VLANs with similar configurations.

Per VLAN Firewall

Enable this setting to provide firewall allow and deny conditions over the
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4 Set or override the following URL Filter parameters. Web filters are used to control the access to
resources on the Internet:

URL Filter Use the drop-down menu to select a URL filter to use with this Bridge
VLAN.

5 In the Application Policy section select an Application policy. Application policy enforces Application
Visibility and Control (AVC) on the bridge VLAN traffic.

Legacy WING 802.11ac APs, running WIiNG 5.9.X or WiNG 7.2.1 OS, use a third-party DPI engine to
detect top-level hosting applications along with the services these applications host. Once detected,
an Application Policy can be applied to dictate how each traffic type is managed. For legacy
APs, select an Application Policy. The legacy APs are: AP7522, AP7532, AP7562, AP7612, AP7632,
AP7662, AP8432, AP8533.

To create a new Application Policy, click Create and the define the policy settings. For information
on creating Application policies, see Create an Application Policy on page 733.

The 802.11ax, AP5xx model APs, running WING 7.1.2 or later version of the WiNG 7 OS, use Purview™
libDPI. For the TTAX APs, select a Purview Application Policy. To Create a new Purview
Application Policy, click Create and the define the policy settings. Refer the WiNG 7.2.1 CLI Reference
guide for information on Purview Application Policy.

6 Set the following Extended VLAN Tunnel parameters:

Bridging Mode Specify one of the following bridging modes for the VLAN.
Automatic: Select automatic to let the controller, service platform or
access point determine the best bridging mode for the VLAN.

Local: Select Local to use local bridging mode for bridging traffic on
the VLAN.

Tunnel: Select Tunnel to use a shared tunnel for bridging traffic on the
VLAN.

isolated-tunnel: Select isolated-tunnel to use a dedicated tunnel
for bridging VLAN traffic.

[P Outbound Tunnel ACL Select an IP Outbound Tunnel ACL for outbound traffic from the drop-
down menu. If an appropriate outbound IP ACL is not available, select
the Create button to make a new one.

MAC Outbound Tunnel ACL Select a MAC Outbound Tunnel ACL for outbound traffic from the drop-
down menu. If an appropriate outbound MAC ACL is not available click
the Create button to make a new one.

Tunnel Over Level 2 Select this option to allow VLAN traffic to be tunneled over level 2 links.
This setting is disabled by default.

E Note
0 Local and Automatic bridging modes do not work with ACLs. ACLs can only be used with
tunnel or isolated-tunnel modes.

7 Set the following Extended VLAN Tunnel Authentication settings:
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MAC Authentication

Select to enable source MAC authentication for extended VLAN and
tunneled traffic (MiNT and L2TPv3) on this bridge VLAN. When enabled,
it provides fast path authentications of clients, whose captive portal
session has expired. This option is disabled by default.

Captive-Portal Authentication

Use the drop-down menu to specify authentication mode used for
extended VLAN and tunneled traffic, on this Bridge VLAN. The options
are:

None - No Authentication mode used. This is the default setting.
Authentication Failure - Configures MAC Authentication as
the primary and Captive-Portal Authentication as the fall-back
authentication mode.

Always - Configures Captive-Portal Authentication as the only mode
of Authentication

Edge VLAN Mode

Select this option to enable edge VLAN mode. When selected, the edge
controller's IP address in the VLAN is not used, and is now designated to
isolate devices and prevent connectivity. This feature is enabled by
default.

8 Set the following Layer 2 Firewall

parameters:

Trust ARP Response

Select this option to use trusted ARP packets to update the DHCP Snoop
Table to prevent IP spoof and arp-cache poisoning attacks. This feature is
disabled by default.

Trust DHCP Responses

Select this option to use DHCP packets from a DHCP server as trusted
and permissible within the managed network. DHCP packets are used to
update the DHCP Snoop Table to prevent IP spoof attacks. This feature is
disabled by default.

Edge VLAN Mode

Select this option to enable edge VLAN mode. When selected, the edge
controller's IP address in the VLAN is not used, and is now designated to
isolate devices and prevent connectivity. This feature is enabled by
default.

9 Select the OK button to save the changes to the General tab. Select Reset to revert to the last saved

configuration.

Bridge VLAN IGMP Snooping

IGMP is used for managing IP multicast group members. Controllers and service platforms listen to
IGMP network traffic and forward IGMP multicast packets to radios on which the interested hosts are
connected. On the wired side of the network, the controller or service platform floods all the wired
interfaces. This feature reduces unnecessary flooding of multicast traffic in the network.

To define a profile's bridge VLAN IGMP settings:

1 Select the IGMP Snooping tab.

2 Define the following General parameters for the bridge VLAN configuration:

Enable IGMP Select the check box to enable IGMP snooping. If disabled, snooping on a per VLAN basis
Snooping is also disabled. This feature is enabled by default. If disabled, the settings under bridge
configuration are overridden. For example, if IGMP snooping is disabled, but the bridge
VLAN is enabled, the effective setting is disabled.

Forward Unknown | Select the check box to enable to forward multicast packets from unregistered multicast
Unicast Packets groups. If disabled (the default setting), the unknown multicast forward feature is also
disabled for individual VLANS.
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Processing

Enable Fast Leave | Select this option to remove a Layer 2 LAN interface from the IGMP snooping forwarding

table entry without initially sending IGMP group-specific queries to the interface. When
receiving a group specific IGMPv2 leave message, IGMP snooping removes the interface
from the Layer 2 forwarding table entry for that multicast group, unless a multicast router
was learned on the port. Fast-leave processing enhances bandwidth management for all
hosts on the network.

Last Member
Query Count

Specify the number of group specific queries sent before removing an IGMP snooping
entry.

3 Within the Multicast Router section, select those interfaces used as multicast router interfaces.
Multiple interfaces can be selected and overridden. Set the pim-dvmrp or static Multicast
Routing Learn Mode. DVMRP builds a parent-child database using a constrained multicast model to
build a forwarding tree rooted at the source of the multicast packets. Multicast packets are initially
flooded down this source tree. If redundant paths are on the source tree, packets are not forwarded
along those paths.

4 Set the following IGMP Querier parameters for the profile’s bridge VLAN configuration:

Enable IGMP IGMP snoop querier is used to keep host memberships alive. It’s primarily used in a network

Snooping where there’s a multicast streaming server, hosts subscribed to the server and no IGMP
querier present. An IGMP querier sends out periodic IGMP query packets. Interested hosts
reply with an IGMP report packet. IGMP snooping is only conducted on wireless radios. IGMP
multicast packets are flooded on wired ports. IGMP multicast packet are not flooded on the
wired port. IGMP membership is also learnt on it and only if present, then it is forwarded on
that port.

Source IP Define an IP address applied as the source address in the IGMP query packet. This address is

Address used as the default VLAN querier IP address.

IGMP Version Use the spinner control to set the IGMP version compatibility to either version 1, 2 or 3. The
default setting is 3.

Maximum Specify the maximum time (from 1- 25 seconds) before sending a responding report. When

Response Time | no reports are received from a radio, radio information is removed from the snooping table.
For IGMP reports from wired ports, reports are only forwarded to the multicast router ports.
The default setting is 10 seconds.

Other Querier | Specify an interval in either Seconds (60 - 300) orMinutes (1-5) used as a timeout

Timer Expiry interval for other querier resources. The default setting is 1 minute.

5 Select the OK button to save the changes to the bridge VLAN IGMP Snooping tab. Select Reset to
revert to the last saved configuration.

Bridge VLAN MLD Snooping

MLD (Multicast Listener Discovery) snooping enables a controller, service platform or access point to
examine MLD packets and make forwarding decisions based on content. MLD is used by IPv6 devices to
discover devices wanting to receive multicast packets destined for specific multicast addresses. MLD
uses multicast listener queries and multicast listener reports to identify which multicast addresses have
listeners and join multicast groups.

MLD snooping caps the flooding of IPv6 multicast traffic on controller, service platform or access point
VLANSs. When enabled, MLD messages are examined between hosts and multicast routers and to
discern which hosts are receiving multicast group traffic. The controller, service platform or access point
then forwards multicast traffic only to those interfaces connected to interested receivers instead of
flooding traffic to all interfaces.
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To set the MLD Snooping parameters:

1 Select the MLD Snooping tab.

General
Enable MLD Snooping

Muilticast Router

Interface Names

Multic ast Router Learn Mode
MLD Querier

Enable MLD Querer

MLD Version

Max imum Response Time

Other Querier Timer Expiry

Forw ard Unknow n Mulicast Packets @[]

] ge1

e2

o mE .
[] radio
[] radio2

0 pm-avmp v |

oM
o0 1 ;3 w2
om L
o]

(1 to 25,000 millisec onds )

60 = (60 o 300 seconds)

OK

Figure 69: Network Bridge VLAN screen, MLD Snooping tab

2 Define the following General MLD snooping parameters for the Bridge VLAN configuration:

Enable MLD Snooping

Enable MLD snooping to examine MLD packets and support content
forwarding on this Bridge VLAN. Packets delivered are identified by a
single multicast group address. Multicast packets are delivered using best-
effort reliability, just like IPv6 unicast. MLD snooping is enabled by default.

Forward Unknown Packets

Use this option to either enable or disable IPv6 unknown multicast
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3 Define the following Multicast Router settings:

Interface Names

Select the GE or radio interfaces used for MLD snooping.

Multicast Router Learn
Mode

Set the pim-dvmrp or static multicast routing learn mode. DVMRP builds a
parent-child database using a constrained multicast model to build a forwarding
tree rooted at the source of the multicast packets. Multicast packets are initially
flooded down this source tree. If redundant paths are on the source tree, packets
are not forwarded along those paths.

4  Set the following MLD Querier parameters for the profile’s Bridge VLAN configuration:

Enable MLD Querier

Select this option to enable MLD querier on the controller, service platform or
access point. When enabled, the device sends query messages to discover
which network devices are members of a given multicast group. This setting is
enabled by default.

MLD Version

Define whether MLD version 1or 2 is utilized with the MLD querier. MLD
version 1is based on IGMP version 2 for IPv4. MLD version 2 is based on IGMP
version 3 for IPv4 and is fully backward compatible. IPv6 multicast uses MLD
version 2. The default MLD version is 2.

Maximum Response Time

Specify the maximum response time (from 1- 25,000 milliseconds) before
sending a responding report. Queriers use MLD reports to join and leave
multicast groups and receive group traffic. The default setting is 1 milliseconds.

Other Querier Timer Expiry

Specify an interval in either Seconds (60 - 300) or Minutes (1 - 5) used as a
timeout interval for other querier resources. The default setting is 60 seconds.

5 Select the OK button located at the bottom right of the screen to save the changes.

Select Reset to revert to the last saved configuration.

Cisco Discovery Protocol Configuration

CDP (Cisco Discovery Protocol) is a proprietary Data Link Layer protocol implemented in Cisco
networking equipment. It's primarily used to obtain IP addresses of neighboring devices and discover
their platform information. CDP is also used to obtain information about the interfaces the access point
uses. CDP runs only over the data link layer enabling two systems that support different network-layer
protocols to learn about each other.

To define the profile’s CDP configuration:

1 Select the Configuration — Devices — System Profile tab from the Web Ul.

The Profile screen displays. This screen lists the default and user-defined profiles.
2 Click Add to create a new profile. If modifying an existing profile, select the profile and click Edit.

To delete e profile, select it and click Delete.

The profile configuration menu displays.
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3 Expand Network and select Cisco Discovery Protocol.
The CDP configuration screen displays.

Cisco Discovery Protocol (CDP)

Enable COP @[]

Hold Time @ 180 [i) (10 fo 1,800)

Timer it 60 .IiJ (5 to 900)

Figure 70: Network - Cisco Discovery Protocol (CDP) screen

4 Enable/disable CDP and set the following settings:

Enable CDP Select this option to enable CDP and allow for network address discovery of
Cisco supported devices and operating system version. This setting is enabled
by default.

Hold Time Set a hold time (in seconds) for the transmission of CDP packets. Set a value

from 10 - 1,800. The default setting is 1,800 seconds.

Timer Use the spinner control to set the interval for CDP packet transmissions. The
default setting is 60 seconds.

5 Select OK to save the CDP configuration changes.

Select Reset to revert to the last saved configuration.

Link Layer Discovery Protocol Configuration

The LLDP (Link Layer Discovery Protocol) provides a standard way for a controller or access point to
advertise information about themselves to networked neighbors and store information they discover
from their peers.

LLDP is neighbor discovery protocol that defines a method for network access devices using Ethernet
connectivity to advertise information about them to peer devices on the same physical LAN and store
information about the network. It allows a device to learn higher layer management and connection
endpoint information from adjacent devices.

Using LLDP, an access point is able to advertise its own identification, capabilities and media-specific
configuration information and learn the same information from connected peer devices.

LLDP information is sent in an Ethernet frame at a fixed interval. Each frame contains one m LLDP
PDU(Link Layer Discovery Protocol Data Unit). A single LLDP PDU is transmitted in a single 802.3
Ethernet frame.

To set the LLDP configuration:
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1 Select the Configuration — Devices — System Profile tab from the Web Ul.

The Profile screen displays. This screen lists the default and user-defined profiles.
2 Click Add to create a new profile. If modifying an existing profile, select the profile and click Edit.

The profile configuration menu displays.
3 Expand the Network menu and select Link Layer Discovery Protocol.

To delete e profile, select it and click Delete.

The LLDP configuration menu displays.

Enable LLDP

Hold Time

Timer

Link Layer Discovery Protocol (LLDP)

Inventory Management Discovery  @[w]
Extended Pow er via MDI Discovery O [

oy
i 180 [i {10 to 1,800)

060 |3 (51090

p—

B

Figure 71: Network - Link Layer Discovery Protocol (LLDP) screen

4 Set the following LLDP parameters for the profile configuration:

Enable LLDP

Select this option to enable LLDP on the access point. LLDP is enabled by
default When enabled, an access point advertises its identity, capabilities
and configuration information to connected peers and learns the same from
them.

Hold Time

Use the spinner control to set the hold time (in seconds) for transmitted
LLDP PDUs. Set a value from 10 - 1,800. The default hold time is 180 seconds.

Timer

Set the interval used to transmit LLDP PDUs. Define an interval from 5 - 900
seconds. The default setting is 60 seconds.

Inventory Management
Discovery

Select this option to include LLPD-MED inventory management discovery
TLV in LLDP PDUs. This setting is enabled by default.

Extended Power via MDI
Discovery

Select this option to include LLPD-MED extended power via MDI discovery
TLV in LLDP PDUs. This setting is disabled by default.

5 Select OK to save the LLDP configuration changes.

Select Reset to revert to the last saved configuration.

Miscellaneous Network Configuration

A profile can include a hostname within a DHCP lease for a requesting device. This helps an
administrator track the leased DHCP IP address by hostname for the supported device profile. When
numerous DHCP leases are assigned, an administrator can better track the leases when hostnames are

used instead of devices.

To include hostnames in DHCP requests:
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1 Select the Configuration — Devices — System Profile tab from the Web Ul.
2 Expand the Network menu and select Miscellaneous.

DHCP Settings
Include Hostname in CHCP Request @ [w]

DHCP Persistent Lease o[ |

e

Figure 72: Network - Miscellaneous screen

3 Select the Include Hostname in DHCP Request option to include a hostname in a DHCP lease for a
requesting device. This feature is enabled by default.

4 Select the DHCP Persistent Lease option to retain the lease that was last used by the access point if
the access point’s DHCP server resource were to become unavailable. This feature is enabled by
default.

5 Select the OK button located at the bottom right of the screen to save the changes. Select Reset to
revert to the last saved configuration.

Aliases Overview

With large deployments, the configuration of remote sites utilizes a set of shared attributes, of which a
small set of attributes are unique for each location. For such deployments, maintaining separate
configuration (WLANSs, profiles, policies and ACLs) for each remote site is complex. Migrating any global
change to a particular configuration item to all the remote sites is a complex and time consuming
operation.

Also, this practice does not scale gracefully for quick growing deployments.

An alias enables an administrator to define a configuration item, such as a hostname, as an alias once
and use the defined alias across different configuration items such as multiple ACLs.

Once a configuration item, such as an ACL, is utilized across remote locations, the alias used in the
configuration item (ACL) is modified to meet local deployment requirement. Any other ACL or other
configuration items using the modified alias also get modified, simplifying maintenance at the remote
deployment.

Aliases have scope depending on where the Alias is defined. Alias are defined with the following scopes:
¢ Global aliases are defined from the Configuration — Network — Alias screen. Global aliases are
available for use globally across all devices, profiles and RF Domains in the system.

e Profiles aliases are defined from Configuration — Devices — System Profile — Network — Alias.
These aliases are available for use to a specific group of wireless controllers or access points. Alias
values defined in this profile override alias values defined within global aliases.
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e RF Domain aliases are defined from Configuration — Devices — RF Domain —Alias screen. These
aliases are available for use for a site as a RF Domain is site specific. RF Domain alias values override
alias values defined in a global alias or a profile alias configuration.

* Device aliases are defined from Configuration — Devices — Device Overrides — Network — Alias
screen. Device alias are utilized by a single device only. Device alias values override alias values
defined in a global alias, profiles alias or RF Domain alias configuration.

Using an alias, configuration changes made at a remote location override any updates at the
management center. For example, if an Network Alias defines a network range as 192.168.10.0/24 for the
entire network, and at a remote deployment location, the local network range is 172.16.10.0/24, the
Network Alias can be overridden at the deployment location to suit the local requirement. For the
remote deployment location, the Network Alias works with the 172.16.10.0/24 network. Existing ACLs
using this Network Alias need not be modified and will work with the local network for the deployment
location. This simplifies ACL definition and management while taking care of specific local deployment
requirements.

Aliases can be classified as:

e Basic Alias
e Network Group Alias
e Network Service Alias

Network Basic Alias

A basic alias is a set of configurations consisting of VLAN, Host, Network, Address Range, and String
alias configurations. A VLAN alias is a configuration for optimal VLAN re-use and management for local
and remote deployments. A host alias configuration is for a particular host device’s IP address. A
network alias configuration is utilized for an IP address on a particular network. An address range alias is
a configuration for a range of IP addresses.

To set a network basic alias configuration:

1 Go to Configuration — Devices — System Profile .

The Profile screen displays. This screen lists access point profiles.
2 Select a profile from the list.

The selected profile's configuration menu displays.
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3 Expand the Network menu and select Alias.
The Basic Alias screen displays.

Alias (7]
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0 o
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Figure 73: Network - Basic Alias Screen

4 Select + Add Row, in the VLAN Alias table to add a VLAN alias settings.

VLANS aliases can be used at different deployments. For example, if a named VLAN is defined as 10
for the central network, and the VLAN is set at 26 at a remote location, the VLAN can be overridden
at the deployment location with an alias. At the remote deployment location, the network is
functional with a VLAN ID of 26 but utilizes the name defined at the centrally managed network. A
new VLAN need not be created specifically for the remote deployment.

Name If adding a new VLAN Alias, provide it a distinguishing name up to 32 characters.
The alias name always starts with a dollar sign ($).
VLAN Use the spinner control to set a numeric VLAN from 1- 4094.
Note

A VLAN alias is used to replace VLANSs in the following locations:
~ ¢ Bridge VLAN
0 * IP Firewall Rules
s e | 2TPvV3
e Switchport
e Wireless LANs

Access Point for version 7.2.1 / 212




Device Configuration

5 Select + Add Row, in the Address Range Alias table to add an address range alias settings.

This option creates an alias for a range of IP address that can be utilized at different deployments.
For example, if an ACL defines a pool of network addresses as 192.168.10.10 through 192.168.10.100
for an entire network, and a remote location’s network range is 172.16.13.20 through 172.16.13.110, the
remote location’s ACL can be overridden using an alias. At the remote location, the ACL works with
the 172.16.13.20-110 address range. A new ACL need not be created specifically for the remote
deployment location.

Name If adding a new Address Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Start IP Set a starting IP address used with a range of addresses utilized with the
address range alias.

End IP Set a ending IP address used with a range of addresses utilized with the
address range alias.

Note
‘ e J An address range alias can be used to replace an IP address range in IP firewall rules.

6 Select + Add Row, in the Host Alias table to add a host alias settings:

This option creates aliases for hosts that can be utilized at different deployments. For example, if a
central network DNS server is set a static IP address, and a remote location’s local DNS server is
defined, this host can be overridden at the remote location. At the remote location, the network is
functional with a local DNS server, but uses the name set at the central network. A new host need
not be created at the remote location. This simplifies creating and managing hosts and allows an
administrator to better manage specific local requirements.

Name If adding a new Host Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Host Set the IP address of the host machine.

Note

0 A host alias can be used to replace hostnames in the following locations:
e |P Firewall Rules

¢ DHCP

7 Select + Add Row, in the Network Alias table to add a network alias settings:

This option create aliases for IP networks that can be utilized at different deployments. For example,
if a central network ACL defines a network as 192.168.10.0/24, and a remote location’s network range
i$172.16.10.0/24, the ACL can be overridden at the remote location to suit their local (but remote)
requirement. At the remote location, the ACL functions with the 172.16.10.0/24 network. A new ACL
need not be created specifically for the remote deployment. This simplifies ACL definition and allows
an administrator to better manage specific local requirements.

Access Point for version 7.2.1 / 213



Device Configuration

Name If adding a new Network Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).
Network Provide a network address in the form of host/mask.
Note

e |P Firewall Rules

Lo A network alias can be used to replace network declarations in the following locations:
e DHCP

8 Select + Add Row, in the String Alias table to add a string alias settings:

This option creates aliases for strings that can be utilized at different deployments. For example, if
the main domain at a remote location is called locl.domain.com and at another deployment location
it is called loc2.domain.com, the alias can be overridden at the remote location to suit the local (but
remote) requirement. At one remote location, the alias functions with the locl.domain.com domain
and at the other with the loc2.domain.com domain.

Name If adding a new String Alias, provide it a distinguishing name up to 32
characters. The alias name always starts with a dollar sign ($).

Value Provide a string value to use in the alias.

Note
0 A string alias can be used to replace domain name stings in DHCP.

9 Click OK when completed to update the basic alias rules.

Click Reset to revert the screen back to its last saved configuration.

Network Group Alias

A network group alias is a set of configurations consisting of host and network configurations. Network
configurations are complete networks in the form of 192.168.10.0/24 or an IP address range in the form
0f 192.168.10.10-192.168.10.20. Host configurations are in the form of a single IP address, 192.168.10.23.

A network group alias can contain multiple definitions for a host, network, and IP address range. A
maximum of eight (8) host entries, eight (8) network entries and eight (8) IP addresses range entries
can be configured inside a network group alias. A maximum of 32 network group alias entries can be
created.

A network group alias can be used in IP firewall rules to substitute hosts, subnets and IP address ranges.

To edit or delete a network alias configuration:
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1 Select the Network Group Alias tab.

Basic Alias S0 Cde G A [ECES . Network Service Alias
Name (a7 Host Network
Stest 1.2.3.0/242.3.4.0/24
Type to search in tables Row Count:

Figure 74: Network Alias - Network Group Alias Screen

2 Review the following to determine if a new alias configuration is needed or an existing configuration
warrants modification:

Name Displays the administrator assigned name associated with the network group alias.

Host Displays all the host aliases in the listed network group alias. Displays a blank column
if no host alias is defined.

Network Displays all network aliases in the listed network group alias. Displays a blank column
if no network alias is defined.

Adding and Editing Network Group Alias

You can add a new network group alias configuration or edit an existing configuration.
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1 Select Add to create a new alias, Edit to modify the attributes of an existing alias, or Delete to
remove obsolete aliases.

Use Copy to create a copy of the selected policy and modify it for further use. Use Rename to
rename the selected policy.

Host | ——

Netw ork _ S —

Range
start IP End IP i

O Resety ] | Bt

Figure 75: Network Alias - Network Group Alias Add Screen

2 If you are adding a new network alias rule, provide a name up to 32 characters. The network group
alias name always starts with a dollar sign ($).
3 Define the following network group alias parameters:

Host Specify the Host IP address for up to eight IP addresses supporting network aliasing.
Select the down arrow to add the IP address to the table.

Network Specify the netmask for up to eight IP addresses supporting network aliasing.
Subnets can improve network security and performance by organizing hosts into
logical groups. Applying the subnet mask to an IP address separates the address into
a host address and an extended network address. Select the down arrow to add the
mask to the table.

4 Select + Add Row, in the Range table to specify the Start IP address and End IP address for the alias
range, or double-click on an existing alias range entry to edit it.

5 Select OK when completed to update the network group alias settings.
Select Reset to revert the screen to its last saved configuration.p
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Network Service Alias

A network service alias is a set of configurations that consist of protocol and port mappings. Both
source and destination ports are configurable. For each protocol, up to two source port ranges and up
to two destination port ranges can be configured. A maximum of four protocol entries can be

configured per network service alias.

Use a service alias to associate more than one IP address to a network interface, providing multiple

connections to a network from a single IP node.

A network service alias can be used to substitute protocols and ports in IP firewall rules.

To edit or delete a network service alias configuration:

Select the Network Service Alias tab.

4 SMetworkServ_01

Type to search in tables

L Am || e

Basic Alias  Network Group Allas /[ -] 8T =R T

Row Count: 1

Replace I Exit

Figure 76: Network Alias - Network Service Alias Screen

Adding and Editing Network Service Alias

You can add a new network service alias configuration or edit an existing configuration.
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1 Select Add to create a new network service alias.

Select an existing network service alias and click Edit to modify it. Select Delete to remove an
existing network service alias from those available in the list.

Use Copy to create a copy of the selected policy and modify it for further use. Use Rename to
rename the selected policy.

Name $ (7]
Entry
Protocol Source Port(Low and High) Destination Port{Low and High) T
EIGRP |v 88 L;n Enter Ran 0 Enter Ran i
L g
_+ AddRow |
o \eiinabenl et

Figure 77: Network Alias - Network Service Alias Add screen

2 If you are adding a new Network Service Alias, give it a Name up to 32 characters to distinguish this
alias configuration from others with similar attributes.

07 ~ Note

| The Network Service Alias name always starts with a dollar sign ($).

3 Select + Add Row, in the Entry table and specify the following parameters:

Protocol Specify the protocol for which the alias is created. Use the drop down to select the
protocol from eigrp, gre, icmp, igmp, ip, vrrp, igp, ospf, tcp and udp.
Select other if the protocol is not listed. When a protocol is selected, its protocol
number is automatically selected.

Source Port (Low and | This field is relevant only if the protocol is tco or uadp.

High) Specify the source ports for this protocol entry. A range of ports can be specified.
Select the Enter Range button next to the field to enter a lower and higher port
range value. Up to eight (8) ranges can be specified.

Destination Port (Low | This field is relevant only if the protocol is tcp or udp.

and High) Specify the destination ports for this protocol entry. A range of ports can be
specified. Select the Enter Range button next to the field to enter a lower and higher
port range value. Up to eight (8) such ranges can be specified.

4  Select OK when completed to update the network service alias rules.

Select Reset to revert the screen back to its last saved configuration.
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IPv6 Neighbor Configuration

IPv6 neighbor discovery uses ICMP messages and solicited multicast addresses to find the link layer
address of a neighbor on the same local network, verify the neighbor’s reachability and track
neighboring devices.

Upon receiving a neighbor solicitation message, the destination replies with neighbor advertisement
(NA). The source address in the NA is the IPv6 address of the device sending the NA message. The
destination address in the neighbor advertisement message is the IPv6 address of the device sending
the neighbor solicitation. The data portion of the NA includes the link layer address of the node sending
the neighbor advertisement.

Neighbor solicitation messages also verify the availability of a neighbor once its the link layer address is
identified. When a node wants to verify the reachability of a neighbor, the destination address in a
neighbor solicitation message is the unicast address of the neighbor.

A neighbor is interpreted as reachable when an acknowledgment is returned indicating packets have
been received and processed. If packets are reaching the device, they’re also reaching the next hop
neighbor, providing a confirmation the next hop is reachable.

To set an IPv6 neighbor discovery configuration:

1 Go to Configuration — Devices — System Profile .

The Profile screen displays. This screen lists access point profiles.
2 Select a profile from the list.

The selected profile’s configuration menu displays.
3 Expand Network menu and select IPv6 Neighbor.

Pt Fei ghbsor Tirves ot
Eighibar Emiry Tmedaik g 1 Dt " Ll
Puti Fei ghbaar Discoaery

e Arkdress WAL Bt Seich VLAN bsertace Bewice Type 1]

4 AddRon |

Figure 78: IPv6 Neighbor screen

4 Set an IPv6 Neighbor Entry Timeout in either Seconds (15 - 86,400), Minutes (1 - 1440), Hours
(1-24) or pays (1). The default setting is T hour.
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5

Select + Add Row, in the IPv6 Neighbor Discovery table to define the following:

IPv6 Address Provide a static IPv6 IP address for neighbor discovery. IPv6 hosts can configure
themselves automatically when connected to an IPv6 network using the Neighbor
Discovery Protocol via ICMPv6 (Internet Control Message Protocol version 6)
router discovery messages. When first connected to a network, a host sends a
link-local router solicitation multicast request for its configuration parameters;
routers respond to such a request with a router advertisement packet that
contains Internet Layer configuration parameters. IPv6 addresses are composed of
eight groups of four hexadecimal digits separated by colons.

MAC Address Enter the hardware encoded MAC addresses of up to 256 IPv6 neighbor devices.
A neighbor is interpreted as reachable when an acknowledgment is returned
indicating packets have been received and processed. If packets are reaching the
device, they’re also reaching the next hop neighbor, providing a confirmation the
next hop is reachable.

Switch VLAN Interface Use the spinner control to set the virtual interface (from 1- 4094) used for
neighbor advertisements and solicitation messages.

Device Type Specify the device type for this neighbor solicitation is for. Options include Host,
Router and DHCP Server. The default setting is Host.

Note
‘ e J A maximum of 256 neighbor entries can be defined.

6 Select OK to save the changes.

Select Reset to revert to the last saved configuration.

Profile Security Configuration

An access point profile can have its own firewall policy, wireless client role policy, WEP shared key
authentication and NAT policy applied.

Before defining a profile’s security configuration, refer to the following deployment guidelines to ensure
the profile configuration is optimally effective:

Ensure the contents of the certificate revocation list are periodically audited to ensure revoked
certificates remained quarantined or validated certificates are reinstated.

NAT alone does not provide a firewall. If deploying NAT on a profile, add a firewall on the profile to
block undesirable traffic from being routed. For outbound Internet access, a stateful firewall can be
configured to deny all traffic. If port address translation is required, a stateful firewall should be
configured to only permit the TCP or UDP ports being translated.

For more information, refer to the following:

Defining Profile VPN Settings on page 221

Defining Profile Auto IPSec Tunnel Settings on page 238

Defining Profile Security Settings on page 239

Setting the Certificate Revocation List (CRL) Configuration on page 241
Setting the RADIUS Trustpoint Configuration on page 242

Setting the NAT Configuration on page 242
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e Bridge NAT Configuration on page 251
e Configure Application Visibility Settings on page 254

Defining Profile VPN Settings

IPSec VPN provides a secure tunnel between two networked peer controllers or service platforms.
Administrators can define which packets are sent within the tunnel, and how they’re protected. When a
tunnelled peer sees a sensitive packet, it creates a secure tunnel and sends the packet through the
tunnel to its remote peer destination.

Tunnels are sets of SA (security associations) between two peers. SAs define the protocols and
algorithms applied to sensitive packets and specify the keying mechanisms used by tunnelled peers.
SAs are unidirectional and exist in both the inbound and outbound direction. SAs are established per
the rules and conditions of defined security protocols (AH or ESP).

Use crypto maps to configure IPSec VPN SAs. Crypto maps combine the elements comprising IPSec
SAs. Crypto maps also include transform sets. A transform set is a combination of security protocols,
algorithms and other settings applied to IPSec protected traffic. One crypto map is utilized for each
IPsec peer, however for remote VPN deployments one crypto map is used for all the remote IPsec peers.

IKE (Internet Key Exchange) protocol is a key management protocol standard used in conjunction with
IPSec. IKE enhances IPSec by providing additional features, flexibility, and configuration simplicity for
the IPSec standard. IKE automatically negotiates IPSec SAs, and enables secure communications
without time consuming manual preconfiguration.

To define a profile’s VPN settings:

1 Select Configuration — Devices — System Profile.

A list of profiles displays in the right-hand Ul.
2 Select a profile from the list.

The profile configuration menu displays.
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3 Expand the Security menu and select VPN.

The VPN configuration's IKE Policy screen displays by default.
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]
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Delete Replace Exit

Figure 79: Profile Security - VPN IKE Policy Screen

4  Select either IKEV1 or IKEv2 to enforce VPN peer key exchanges using either IKEv1 or IKEV2.

IKEVZ2 is recommended in most deployments. IKEv2 provides improvements from the original IKEv1
design - for example, improved cryptographic mechanisms, NAT and firewall traversal, and attack

resistance.

The appearance of the IKE Policy screens differs depending on whether IKEv1 or IKEV2 mode is

selected.
5 Refer to the following to determine whether an IKE Policy requires creation, modification, or
removal:
Name The 32-character maximum name assigned to the IKE policy.

DPD Keep Alive

Lists each policy’s IKE keep alive message interval defined for IKE VPN tunnel dead

peer detection.
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the lifetime as longer.

IKE LifeTime Displays each policy’s lifetime for an IKE SA. The lifetime defines how long a
connection (encryption/authentication keys) should last, from successful key
negotiation to expiration. Two peers need not exactly agree on the lifetime, though if
they do not, there is some clutter for a superseded connection on the peer defining

Note:

DPD Retries Lists each policy’s number maximum number of keep alive messages sent before a
VPN tunnel connection is defined as dead by the peer.

This option only appears when IKEV1 is selected.

Adding Editing IKEv1 Policy

You can add a new IKEv1 Policy of edit and existing policy.

1 Click Add to define a new IKEv1 Policy configuration, Edit to modify an existing configuration, or

Delete to remove an existing configuration.

Name

Settings

Mode @  Main v

DFDRetres g 5 5] (1to100)
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KERposal  yame DH Group
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_

o

Authentication W

| Reset | | Ext |

Figure 80: Profile Security - IKE Policy - Add/Edit Screen

2 If you are creating a new IKEV1 policy, assign it a 32-character maximum Name to help differentiate

this IKE configuration from others with similar parameters.
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3 Configure the following IKEV1 settings:

DPD Keep Alive Configure the IKE keep alive message interval used for dead peer detection on the
remote end of the IPSec VPN tunnel. Set this value in either seconds (10 -
3,600) minutes (1 - 60),or hours (1).The default settingis 30
seconds. This setting is required for both IKEv1 and IKEV2.

Mode If you are using IKEv1, define the IKE mode as either Main or Aggressive. IPSEC
has two modes in IKEV1 for key exchanges. Aggressive mode requires 3 messages be
exchanged between the IPSEC peers to set up the SA, Main requires 6 messages. The
default setting is Main.

DPD Retries Set the maximum number of keep alive messages sent before a VPN tunnel
connection is defined as dead. The available range is from 1-100. The default setting
is 5.

IKE LifeTime Set the lifetime defining how long a connection (encryption/authentication keys)

should last from successful key negotiation to expiration. Set this value in either
seconds (600 - 86,400), minutes (10 - 1,440), hours (1 - 24), or days (1). This setting is
required for both IKEv1 and IKEv2.

4 Click +Add Row, in the IKE Proposal table to define the network address of a target peer and its
security settings.

Name If you are creating a new IKE policy, assign the target peer (tunnel destination) a 32-
character maximum name to distinguish it from others with a similar configuration.

DH Group Define a DH (Diffie-Hellman) identifier used by the VPN peers to derive a shared
secret password without having to transmit. DH groups determine the strength of the
key used in key exchanges. The higher the group number, the stronger and more
secure the key. Options include 2, 5 and 14. The default setting is 5.

Encryption Select an encryption method used by the tunnelled peers to securely interoperate.
Options include 3DES, AES, AES-192, and AES-256. The default setting is
AES-256.

Authentication Select an authentication hash algorithm used by the peers to exchange credential

information. Options include SHA, SHA256, and MD5. The default setting is SHA.

5 Click OK to save the changes made in the IKE Policy screen.
Click Reset to revert to the last saved configuration. Click the Delete Row icon as needed to remove
a peer configuration.

6 Click +Add Row in the IKE Proposal table to define the network address of a target peer and its
security settings.

Name If you are creating a new IKE policy, assign the target peer (tunnel destination) a 32-
character maximum name to distinguish it from others with a similar configuration.

DH group Define a DH identifier used by the VPN peers to derive a shared secret password without
having to transmit. DH groups determine the strength of the key used in key exchanges.
The higher the group number, the stronger and more secure the key. Options include 2, 5
and 14. The default setting is 5.

Encryption Select an encryption method used by the tunnelled peers to securely interoperate.
Options include 3DES, AES, AES-192 and AES-256. The default setting is AES-256.

Authentication Select an authentication hash algorithm used by the peers to exchange credential
information. Options include SHA, SHA256 and MD5. The default setting is SHA.

7 Click OK to save the changes made in the IKE Policy screen.

Click Reset to revert to the last saved configuration. Click the Delete Row icon as needed to remove
a peer configuration.p
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Adding Editing IKEv2 Policy

You can add a new IKEv2 Policy of edit and existing policy.

1 Select Add to define a new IKEv2 Policy configuration, Edit to modify an existing configuration or
Delete to remove an existing configuration.

2 If you are creating a new IKEv2 policy, assign it a 32-character maximum Name to help differentiate
this IKE configuration from others with similar parameters.

3 Configure the following IKEv2 settings:

Name If creating a new IKE policy, assign it a 32 character maximum name to help differentiate this
IKE configuration from others with similar parameters.

DPD Keep Configure the IKE keep alive message interval used for dead peer detection on the remote end

Alive of the IPSec VPN tunnel. Set this value in either Seconds (10 - 3,600), Minutes (1 - 60) or Hours
(M. The default setting is 30 seconds. This setting is required for both IKEv1 and IKEV2.

IKE LifeTime | Set the lifetime defining how long a connection (encryption/authentication keys) should last
from successful key negotiation to expiration. Set this value in either Seconds (600 - 86,400),
Minutes (10 - 1,440), Hours (1- 24) or Days (1). This setting is required for both IKEv1 and IKEV2.

4 Click +Add Row, in the IKE Proposal table to define the network address of a target peer and its
security settings.

Name

If creating a new IKE policy, assign the target peer (tunnel destination) a 32 character
maximum name to distinguish it from others with a similar configuration.

DH Group

Use the drop-down menu to define a DH (Diffie-Hellman) identifier used by the VPN peers to
derive a shared secret password without having to transmit. DH groups determ/ne the
strength of the key used in key exchanges. The higher the group number, the stronger and
more secure the key. Options include 2, 5 and 14. The default setting is 5.

Encryption

Select an encryption method used by the tunneled peers to securely interoperate. Options
include 3DES, AES, AES-192 and AES-256. The default setting is AES-256.

Authentication | Select an authentication hash algorithm used by the peers to exchange credential

information. Options include SHA and MD5. The default setting is SHA.

5 Select OK to save the changes made within the IKE Policy screen.

Select Reset to revert to the last saved configuration. Select the Delete Row icon as needed to
remove a peer configuration.

Peer Configuration

To add a new peer configuration or edit an existing peer configuration.
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1 Select the Peer Configuration tab to assign additional network address and IKE settings to the
intended VPN tunnel peer destination.

IKE Pelicy 0 Jas [ Transform Set Crypto Map Remote VPN Server Remote VPN Client Global Settings
(#) IKEW1 () IKEv2
Hame [  IPIHostMame Authentication Type LocallD RemotelD IKE Palicy Name
Peer01 1234 rsa Ikev1-gdetault
Type to search in tables Row Count 1

Figure 81: Profile Security - VPN Peer Destination Screen (IKEvl Example)

2 Select either IKEv1 or IKEv2 to enforce VPN key exchanges using either IKEv1 or IKEV2.

3 Refer to the following to determine whether a new VPN peer configuration requires creation, an
existing configuration requires modification, or a configuration requires removal.

Name

Lists the 32-character maximum name assigned to each listed peer configuration at
the time of its creation.

Hostname/IP

The IP address (or host address FQDN) of the IPSec VPN peer targeted for secure
tunnel connection and data transfer.

Authentication Type

Whether the peer configuration has been defined to use PSK (pre-shared key) or
RSA (Rivest, Shamir, and Adleman). RSA is an algorithm for public key cryptography.
It is the first algorithm known to be suitable for both signing and encryption. If you
are using IKEv2, this screen displays both local and remote authentication, because
both ends of the VPN connection require authentication.

Local id The local identifier used within this peer configuration for an IKE exchange with the
target VPN IPSec peer.
Remote id The means by which the target remote peer is to be identified (for example, string or

FQDN) within the VPN tunnel.

IKE Policy Name

The IKEVT or IKE v2 policy used with each listed peer configuration.

Insert ing title
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To add or edit an IKev1 or IKEv2 peer configuration.

1 Select either IKEv1 or IKEv2 to enforce VPN key exchanges using either IKEvT or IKEv2.
2 Click Add to define a new peer configuration, Edit to modify an existing configuration, or Delete to
remove an existing peer configuration.

The parameters that can de defined for the peer configuration vary depending on whether IKEv1 or
IKEv2 was selected.

IP Type © IP Address  w
Authentcation Type @ rsa | v

Authentic ation Value 0

Local identity © string v J
Remote Identity ﬂlsmng - J
IKE Policy Name k| - J @ 5}

U uReset, | | Exit,

Figure 82: Profile Security - VPN IKE Policy - Add IKE Peer Screen

Name If you are creating a new peer configuration (remote gateway) for VPN tunnel
connection, assign it a 32-character maximum name to distinguish it from other with
similar attributes.

IP Type Enter either the IP address or the FQDN hostname of the IPSec VPN peer used
in the tunnel setup. A hostname cannot exceed 64 characters.

Authentication Type Select the authentication type used by the VPN peer. The options are: PSK or rsa.
RSA is an algorithm for public key cryptography. It is the first algorithm known to be
suitable for signing and encryption If using IKEv2, this screen displays both local and
remote authentication options, because both ends of the VPN connection require
authentication.

RSA is the default value for both local and remote authentication, regardless of
whether IKEV1 or IKEV2 is used.
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Authentication Value

Define the authentication string (shared secret) shared by both ends of the VPN
tunnel connection. The string must be between 8 - 21 characters long. If using IKEv2,
both a local and remote string must be specified for handshake validation at both
ends (local and remote) of the VPN connection.

Local Identity

Select the local identifier used with this peer configuration for an IKE exchange with
the target VPN IPSec peer. Options include IP Address,Distinguished
Name, FQDN, email, string, autogen-uniqueid. The default setting is
string.

Remote Identity

Select the remote identifier used with this peer configuration for an IKE exchange
with the target VPN IPSec peer. Options include IP Address,
Distinguished Name, FQDN, email, and string. The default setting is
string.

IKE Policy Name

Select the IKEV1 or IKE v2 policy name (and settings) to apply to this peer
configuration. If you need to create a new policy, click the Create icon.

3 Click OK to save the changes made in the peer configuration screen.

Click Reset to revert to the last saved configuration.

Transform Set Configuration

A transform set is a combination of security protocols, algorithms and other settings applied to IPSec
protected traffic. One crypto map is utilized for each IPsec peer, however for remote VPN deployments
one crypto map is used for all the remote IPsec peers.
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1 Select the Transform Set tab.

Create or modify transform set configurations to specify how traffic is protected.

Transform Set

default

IKE Policy ~ Peer Configuration Crypto Map  Remote VPN Server

Type io search in tables

Remote VPN Client  Global Settings
Authentication Algorithm Encryption Algorithm Mode
HMAC-SHA AES-256 Tunnel
Row Count: 1
Add | Edft || Delete Repace | Exit |

Figure 83: Profile Security - VPN Transform Set Screen

2 Review the following attributes of existing Transform Set configurations:

Name

The 32-character maximum name assigned to each listed transform set upon
creation. A transform set is a combination of security protocols, algorithms, and other
settings applied to IPSec protected traffic.

Authentication
Algorithm

Lists each transform sets’s authentication scheme used to validate identity
credentials. The authentication scheme is either HMAC-SHA or HMAC-MD5.

Encryption Algorithm

Displays each transform set’s encryption method for protecting transmitted traffic.

Mode

Displays either Tunnel or Transport as the IPSec tunnel type used with the
transform set. Tunnel is used for site-to-site VPN and Transport should be
used for remote VPN deployments.

Additing Editing Transform Set

You can add a new transform set or edit an existing transform set configuration.
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Click Add to define a new transform set configuration, Edit to modify an existing configuration, or
Delete to remove an existing transform set.

IR T ———

Transform Set (7]

IPSec Transform Set

Authentic ation Algorithm ﬂLHMAC-SHA v

Enc ryption Algorithm b AES-256 w
|

Mode @ Tunnel v

S0 Resety] | Bt

Figure 84: Profile Security - VPN Transform Set Create/Modify Screen

2 Define the following settings for the new or modified transform set configuration:

Name If you are creating a new transform set, define a 32-character maximum name to
differentiate this configuration from others with similar attributes.

Authentication Set the transform sets’s authentication scheme used to validate identity credentials.

Algorithm Use the drop-down menu to select either HMAC-SHA, HMAC-MDS5, sha256-

hmac or aes-xcbc-mac. The default setting is HMAC-SHA.

Encryption Algorithm | Set the transform set encryption method for protecting transmitted traffic. Options
include DES, 3DES, AES, AES-192, and AES-256. The default setting is

AES-256.

Mode Select either Tunnel or Transport as the IPSec tunnel type used with the
transform set. The Tunnel option is used for site-to-site VPN and Transport is used for
remote VPN deployments. The default setting is Tunnel.

3 Click OK to save the changes made in the Transform Set screen.

Click Reset to revert to the last saved configuration.

Crypto Map Configuration

Use crypto maps to configure IPSec VPN SAs. Crypto maps combine the elements comprising IPSec
SAs. Crypto maps also include transform sets. A transform set is a combination of security protocols,
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algorithms and other settings applied to IPSec protected traffic. One crypto map is utilized for each
IPsec peer, however for remote VPN deployments one crypto map is used for all the remote IPsec peers.

1 Select the Crypto Map tab. Use crypto maps (as applied to IPSec VPN) to combine the elements
used to create IPSec SAs (including transform sets).

IKE Pelicy  Peer Configuration  Transform Set  «, . .0 .= Remote VPN Server Remote VPN Client Global Settings
Name (= IP Firewall Rules IPsec Transform Set
cryptomap_01
Type to search in tables Row Count 1
[ Add ] Edi | | Delete Replace Exit ]

Figure 85: Profile Security - Crypto Map tab

2 Review the following configuration parameters to assess existing crypto map relevance:

Name Lists the 32 character maximum name assigned for each crypto map upon
creation. This name cannot be modified as part of the edit process.

IP Firewall Rules Lists the IP firewall rules defined for each displayed crypto map configuration.
Each firewall policy contains a unique set of access/deny permissions applied
to the VPN tunnel and its peer connection.

IPSec Transform Set Displays the transform set (encryption and has algorithms) applied to each
listed crypto map configuration. Thus, each crypto map can be customized
with its own data protection and peer authentication schemes.

Addinting Editing Crypto Map

You can add a new crypto map or edit an existing crypto map.

1 If requiring a new crypto map configuration, select the Add button. If updating the configuration of
an existing crypto map, select it from amongst those available and select the Edit button.
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2 If adding a new crypto map, assign it a name up to 32 characters as a unigue identifier. Select the

Continue button to pro

ceed to the VPN Crypto Map screen.

Figure 86: Profile Security - VPN Crypto Map Entry Screen

3 Define the following pa

rameters to set the crypto map configuration:

Sequence ¥ 1 @ {1 1o 1 ,000) e
Settings
Type o |.-.r.nm+c Steto-Ste VPN v |
Peer Type Priority Mevi Peer Keu? Peer i
IP Firevvall Rules " l = J ] {%
Pgec Trensform Set g Idgfﬂ - J @
Made 0 push |»
Local End Point 0 |_,|
Perfect Forward
Secrecy (FFS) 0 e
Lifetime (kB) o D AEE000 : (50010 2,147 483 B4E kilobyles)
Lifetime (seconds) g [] 2600 (12010 86400 seconds)
Protocol o ESP =
Auth Algo Key Direction SPI i}
Auth Algo Authentication Key | Cipher Algo Encryption Key Direction 5P ﬁ
Remote WP Type @ [tun -
Marual Peer [P o
Time out o 15 Minutes » | (2t01440) Enable NAT after IPSec o [
—
Y ™ " SR

Sequence

on this selected sequence number (from 1-1,000).

Each crypto map configuration uses a list of entries based on a sequence
number. Specifying multiple sequence numbers within the same crypto map
extends connection flexibility to multiple peers on the same interface, based

Type

defined for each listed crypto map configuration.

Define the site-to-site-manual, site-to-site-auto or remote VPN configuration
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IP Firewall Rules

Use the drop-down menu to select the ACL used to protect IPSec VPN
traffic. New access/deny rules can be defined for the crypto map by
selecting the Create icon, or an existing set of firewall rules can be modified
by selecting the Edit icon.

IPSec Transform Set

Select the transform set (encryption and hash algorithms) to apply to this
crypto map configuration.

Mode

Use the drop-down menu to define which mode (pull or push) is used to
assign a virtual IP. This setting is relevant for IKEv1 only, since IKEv2 always
uses the configuration payload in pull mode. The default setting is push.

Local End Point

Select this option to define an IP address as a local tunnel end-point address.
This setting represents an alternative to an interface IP address.

Perfect Forward Secrecy (PFS)

PFS is key-establishment protocol, used to secure VPN communications. If
one encryption key is compromised, only data encrypted by that specific key
is compromised. For PFS to exist, the key used to protect data transmissions
must not be used to derive any additional keys. Options include None, 2, 5
and 14. The default setting is None.

Lifetime (KB)

Select this option to define a connection volume lifetime (in kilobytes) for
the duration of an IPSec VPN security association. Once the set volume is
exceeded, the association is timed out. Use the spinner control to set the

volume from 500 - 2,147,483,646 kilobytes.

Lifetime (seconds)

Select this option to define a lifetime (in seconds) for the duration of an
|PSec VPN security association. Once the set value is exceeded, the
association is timed out. The available range is from 120 - 86,400 seconds.
The default setting is 120 seconds.

Protocol

Select the security protocol used with the VPN IPSec tunnel connection. SAs
are unidirectional, existing in each direction and established per security
protocol. Options include ESP and AH. The default setting is ESP.

Remote VPN Type

Define the remote VPN type as either None or XAuth. XAuth (extended
authentication) provides additional authentication validation by permitting
an edge device to request extended authentication information from an
IPSec host. This forces the host to respond with additional authentication
credentials. The edge device respond with a failed or passed message. The
default setting is XAuth.

Manual Peer IP

Select this option to define the IP address of an additional encryption/
decryption peer.

Time Out

Select this option to set the IPSec SA time out value. Use the textbox and
the drop-down list to configure the time out duration.

Enable NAT after IPSec

Select this option to enable NAT after IPSec. Enable this if there are NATted
networks behind VPN tunnels.

4 Select OK to save the updates made to the Crypto Map Entry screen.

Selecting Reset reverts the screen to its last saved setting.

Remote VPN Server Configuration

To configure the remote VPN server settings:
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1 Select Rem

ote VPN Server.

Use this screen to define the server resources used to secure (authenticate) a remote VPN

connection

with a target peer.

IKE Palicy

@) IKEw

A8 Policy

Hame Server

Peer Configuration  Transform Set  Crypto Map Remote VPN Client  Global Settings

() MEv2

IKEV1 Settings

Authertication Method @ (Local x

User Hame Password

Wins Server Settings
Wins Server Type Wins Server IP

Settings

HameServer Type HameServer IP

IP Local Pool o L

= Add Row

= Add Row

= Add Row

(s OK__| | Reset |

Figure 87: Profile Security - Remote VPN Server tab (IKEv2 example)

2 Select either the IKEv1 or IKEV2 radio button to enforce peer key exchanges over the remote VPN
server using either IKEv1 or IKEv2.

IKEV2 provides improvements from the original IKEv1 design (improved cryptographic mechanisms,
NAT and firewall traversal, attack resistance etc.) and is recommended in most deployments. The
appearance of the screen differs depending on the selected IKE mode.

Access Point for version 7.2.1

/ 234




Device Configuration

3 Set the following IKEV1 or IKe v2 Settings:

Authentication Method

Use the drop-down menu to specify the authentication method used to
validate the credentials of the remote VPN client. Options include
Local (on board RADIUS resource if supported) and RADIUS
(designated external RADIUS resource). If selecting Local, select the +
Add Row button and specify a User Name and Password for
authenticating remote VPN client connections with the local RADIUS
resource. If selecting RADIUS, specify an AAA policy providing RADIUS
server details.

AAA Policy

Select the AAA policy used with the remote VPN client. AAA policies
define RADIUS authentication and accounting parameters. The access
point can optionally use AAA server resources (when using RADIUS as
the authentication method) to provide user database information and
user authentication data.

4 Refer to the Username Password Settings table and specify the username and password for

validating RADIUS authentication.

5 Refer to the Wins Server Settings table and specify primary and secondary server resources for

validating RADIUS authentication

requests on behalf of a remote VPN client. These external WINS

server resources are available to validate RADIUS resource requests.
6 Refer to the Name Server Settings table and specify primary and secondary server resources for

validating RADIUS authentication

requests on behalf of a remote VPN client. These external name

server resources are available to validate RADIUS resource requests.

7 Select the IP Local Pool option to
addresses to remote VPN clients.

define an IP address and mask for a virtual IP pool used to IP

8 If using IKEv2 specify following additional settings (required for IKEv2 only):

DHCP Server Type Specify whether the Dynamic Host Configuration Protocol (DHCP) server is
specified as an IP address, Hostname (FQDN) or None (a different
classification will be defined). DHCP allows hosts on an IP network to request
and be assigned IP addresses as well as discover information about the
network where they reside.

DHCP Server Depending on the DHCP server type selected, enter either the numerical IP
address, hostname or other (if None is selected as the server type).

IP Local Pool Select this option to define an IP address and mask for a virtual IP pool used
to IP addresses to remote VPN clients.

Relay Agent IP Address Select this option to define DHCP relay agent IP address.

9 Select OK to save the updates made to the Remote VPN Server screen.

Selecting Reset reverts the screen to its last saved configuration.

Remote VPN Client Configuration

To configure the remote VPN client settings:
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1 Select the Remote VPN Client tab.
The Remote VPN Client screen provides options for configuring the remote VPN client.

IKEPolicy ~ Peer Configuration ~ Transform Set  Crypto Map  Remote VPN Server |:[ " "1/. [-[[]; /1 Global Settings

Remote VPN Client configuration

Shutdow n |

Transtorm Set ,— default

Peer List

IKEV2 Peer

DHCP Peer Authentication

Auth Type g [rsa

Ky @

DHCP Peer Localid
Type Dlslring

-

Priority o

Figure 88: Profile Security - Remote VPN Client tab

2 Refer to the following fields to define Remote VPN Client Configuration settings:

&
"
-

Shutdown

Select this option to disable the remote VPN client. The default is disabled.

Transform Set

Configure the transform set used to specify how traffic is protected within
the crypto ACL defining the traffic that needs to be protected. Select the
appropriate traffic set from the drop-down menu or click the icon next to
the drop-down menu to create a new transform set.

3 Refer to the following fields to define the Remote VPN Client Peer list:

IKEV2 Peer Use the drop-down menu to select the remote IKE v2 peer. Use the icon next
to the drop-down to create a new peer.
Priority Use the spinner to set the priority in which a remote peer is connected. The

lower the number the higher the priority.

4 Set the following DHCP Peer Authentication settings:

Auth Type Use the drop-down menu to specify the DHCP peer authentication type.
Options include PSK and RSA. The default setting is RSA.
Key Provide a 8 - 21 character shared key password for DHCP peer authentication.
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5 Set the following DHCP Peer Localid settings:

Type Select the DHCP peer local ID type. Options include string and
autogenuniqueid. The default setting is string.
Value Set the DHCP peer local ID. The ID cannot exceed 128 characters.

6 Select OK to save the updates made to the Remote VPN Client screen.

Selecting Reset reverts the screen to its last saved configuration.

Global Settings Configuration

To configure the VPN global settings:

1 Select the Global Settings tab.

The Global Settings screen provides options for DPD (Dead Peer Detection). DPD represents the
actions taken upon the detection of a dead peer within the IPSec VPN tunnel connection.

of bit

Psec Lietme (kB)

IPse; Lfelme (seconds)

Fain Text Deny

Enabie IKE Uniqueids
IKEV1 Settings

DFD Keepdlve

DFD Retries

NAT Keepalve
IKEV 2 Settings

DFD KeepALive

DFD Retres

NAT KeepAlve

Cookie chalienge threshold

Crypio NAT Fool

IKE Policy ~ Peer Configuration  Transform Set  CryptoMap  Remote VPN Server  Remote VPN Client

O copy -

e M|
0 4608000 -;_ (500 to 2,147 483 646 kiobytes )
01 H:;rs w | (11024
0 global -
o
0% |Seconds | w | (10103600)

5 |_:; {1 to 100)
@20  Seconds | » | (10103E00)
0 30 Seconds | w | {10103.600)
os—L; (110 100)
@20 Seconds. |« | (10102,600)
05 l:; (110 100)
ﬂi-cnnne;h - L ,_,‘,

Figure 89: Profile Security - Global VPN Settings tab

2 Refer to the following fields to define IPSec security, lifetime and authentication settings:

df bit

Select the DF bit handling technigue used for the ESP encapsulating header.
Options include clear, set and copy. The default setting is copy.

IPsec Lifetime (kb)

Set a connection volume lifetime (in kilobytes) for the duration of an IPSec VPN
security association. Once the set volume is exceeded, the association is timed
out. Use the spinner control to set the volume from 500 - 2,147,483,646
kilobytes. The default settings is 4,608,000 kilobytes.
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IPsec Lifetime (seconds)

Set a lifetime (in seconds) for the duration of an IPSec VPN security association.
Once the set value is exceeded, the association is timed out. Options include
Seconds (120 - 86,400), Minutes (2 - 1,440), Hours (1 - 24) or Days (1). The default
setting is 3,600 seconds.

Plain Text Deny

Select global or interface to set the scope of the ACL. The default setting is
global, expanding the rules of the ACL beyond just the interface.

Enable IKE Uniquelds

Select this option to initiate a unique ID check. This is disabled by default.

3 Define the following IKEVI/IKEv2 DPD settings:

DPD Keep Alive

Define the interval (or frequency) of IKE keep alive messages for dead peer
detection. Options include Seconds (10 - 3,600), Minutes (1- 60) and Hours
(M. The default setting is 30 seconds.

DPD Retries

Use the spinner control to define the number of keep alive messages sent to
an IPSec VPN client before the tunnel connection is defined as dead. The
available range is from 1-100. The default number of messages is 5.

NAT Keep Alive

Define the interval (or frequency) of NAT keep alive messages for dead peer
detection. Options include Seconds (10 - 3,600), Minutes (1- 60) and Hours
(M. The default setting is 20 seconds.

Cookie Challenge Threshold

Use the spinner control to define the threshold (1-100) that, when exceeded,
enables the cookie challenge mechanism.

Crypto NAT Pool

Use the drop-down menu to select the NAT pool for internal source NAT for
IPSec tunnels.

4 Select OK to save the updates made to the Global Settings screen.

Selecting Reset reverts the screen to its last saved configuration.

Defining Profile Auto IPSec Tunnel Settings

IPSec tunnels are established to secure traffic, data and management traffic, from access points to
remote wireless controllers. Secure tunnels must be established between access points and the wireless
controller with minimum configuration pushed through DHCP option settings.

To define or override a profile's Auto IPSec tunnel configuration:

1 Select Configuration > Devices > System Profile from the web Ul
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2 Expand the Security menu and select Auto IPSec Tunnel.

Settings

Group ID

Authentication Key

IKE Version

Use Unique ID
Re-Authentic ation

IKE Life Time

Authenficaton Type  @irsa v

Enable NAT after IPSec (@[]

o

o

O ikev2 v

o[ ]
i 1%

i 8600 Seconds v | (60010 86,400 )

Figure 90: Profile Security - Auto IPSec Tunnel Screen

3 Refer to the following table to configure the Auto IPSec Tunnel settings:

Group ID

Configure the ID string used for IKE authentication. String length can be between 1
and 64 characters.

Authentication Type

Set the IPSec Authentication Type. Options include PSK (Pre Shared Key) or RSA.

Authentication Key

Set the common key for authentication between the remote tunnel peer. Key length
is between 8 and 21 characters

IKE Version

Configure the IKE version to use. The available options are ikewvl-main,
ikevl- aggrand ikev2.

Enable NAT after IPSec

Select this option to enable NAT after IPSec. Enable this if there are NATted networks
behind VPN tunnels.

Use Unique ID

In scenarios where different access points behind different NAT boxes and routers
have the same IP address, it is not possible to create a tunnel between the wireless
controller and the access point because the wireless controller does not identify the
access point uniquely. When this option is selected, each access point behind a same
NAT box or router will have an unigue ID which is used to create the VPN tunnel.

Re-Authentication

Select this option to re-authenticate the key on a IKE rekey. This setting is disabled by
default.

IKE Life Time

Set a lifetime in either seconds (600 - 86,400), minutes (10 - 1,440), hours (1 - 24), or
days (1) for IKE security association duration. The default setting is 8600 seconds.

4 Click OK to save the changes made in the Auto IPSec Tunnel screen.

Click Reset to revert to the last saved configuration.

Defining Profile Security Settings

A profile can make use of existing firewall, wireless client role, and WIPS policies and apply them to the
profile’s configuration. This affords each profile a truly unique combination of data protection policies
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for best meeting the data protection requirements of the profile it supports. However, as deployment
requirements arise, an individual device may need some or all of its general security configuration
overridden from the profile’s settings.

To configure a profile’s security settings and overrides:

1 Select Configuration — Devices — System Profile from the web Ul.
2 Expand the Security menu and select Settings.

General

Firew all Policy |defaull \

WEP Shared Key Authentic ation @[ |

Ciient Identity Group 0| defauit v L

CMP Folicy 0 v | ® &
URL Filter

Conftent Fitering Policy o v | = g

e

Figure 91: Profile Security - Settings screen

3 Select a firewall policy from the Firewall Policy drop-down menu. All devices using this profile must
meet the requirements of the firewall policy to access the network. A firewall is a mechanism
enforcing access control, and is considered a first line of defense in protecting proprietary
information within the network. The means by which this is accomplished varies, but in principle, a
firewall can be thought of as mechanisms both blocking and permitting data traffic within the
network. If an existing Firewall policy does not meet your requirements, select the Create icon to
create a new firewall policy that can be applied to this profile. An existing policy can also be selected
and edited as needed using the Edit icon.

4 Select the WEP Shared Key Authentication option to require profile supported devices to use a
WEP key to access the network using this profile. The access point, other proprietary routers, and
our clients use the key algorithm to convert an ASCII string to the same hexadecimal number. Clients
without our adapters need to use WEP keys manually configured as hexadecimal numbers. This
option is disabled by default.

5 Client Identity is a set of unique fingerprints used to identify a class of devices. This information is
used to configure permissions and access rules for devices classes in the network. A client identity
group is a collection of client identities that identify devices and applies specific permissions and
restrictions on these devices. From the drop-down menu select the Client Identity Group to use
with this device profile. For more information, see Device Fingerprinting on page 781.

6 Use the CMP Policy drop-down menu to apply a CMP policy. CMP (Certificate Management Protocol)
is an Internet protocol to obtain and manage digital certificates in a PKI (Public Key Infrastructure)
network. A CA (Certificate Authority) issues the certificates using the defined CMP.

7 Use the URL Filter drop-down menu to select or override the URL Filter configuration applied to this
virtual interface.

URL filtering is used to restrict access to resources on the internet.
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8 Click OK to save the changes or overrides.

Click Reset to revert to the last saved configuration.

Setting the Certificate Revocation List (CRL) Configuration

A CRL (certificate revocation list) is a list of revoked certificates that are no longer valid. A certificate
can be revoked if the CA (certificate authority) has improperly issued a certificate, or if a private key is
compromised. The most common reason for revocation is that the user is no longer in sole possession
of the private key.

To define a certificate revocation configuration or override:

1 Select Configuration — Devices — System Profile from the web Ul.
2 Expand the Security menu and select Certificate Revocation.

Certificate Revocation List (CRL) Update Interal
Trustpoint Name URL Hours '@'
Li ]
== AddRow

Figure 92: Profile Security - Certificate Revocation List (CRL) Update Interval
Screen

3 Click + Add Row, in the Certificate Revocation List (CRL) Update Interval table to quarantine
certificates from use in the network.
Additionally, a certificate can be placed on hold for a user defined period. If, for instance, a private
key was found and nobody had access to it, its status could be reinstated.
a Inthe Trustpoint Name field, provide the name of the trustpoint in question.

The name cannot exceed 32 characters.
b Inthe URL field, enter the third-party resource ensuring the trustpoint's legitimacy.

Use the spinner control to specify an interval (in hours) after which a device copies a CRL file
from an external server and associates it with a trustpoint.

4 Click OK to save the changes or overrides to the Certificate Revocation screen.

Click Reset to revert to the last saved configuration.
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Setting the RADIUS Trustpoint Configuration

A RADIUS certificate links identity information with a public key enclosed in the certificate. A CA
(certificate authority) is a network authority that issues and manages security credentials and public
keys for message encryption. The CA signs all digital certificates it issues with its own private key. The
corresponding public key is contained within the certificate and is called a CA certificate.

To define a RADIUS Trustpoint configuration, utilize an existing stored trustpoint or launch the
certificate manager to create a new one:

1

Select Configuration — Devices — System Profiles from the web Ul.
The Profile screen displays. This screen displays a list of profiles.
Select a profile from those listed.

The selected profile's configuration menu displays.

Expand the Security menu and select Trustpoints.

RADIUS Security

RADIUS Certficate Authority

RADUS Server Certificale @ default-trustpoint

HTTPS Trustpoints

2K fezst m

Figure 93: Security - RADIUS Truspoint screen

Set the following RADIUS Security certificate settings:

RADIUS Certificate Authority Either use the default-trustpoint or select the Stored radio button to enable
a drop-down menu where an existing certificate can be leveraged. To
leverage an existing certificate, select the Launch Manager button.

RADIUS Server Certificate Either use the default-trustpoint or select the Stored radio button to enable
a drop-down menu where an existing certificate/trustpoint can be used. To
leverage an existing trustpoint, select the Launch Manager button.

Set the following HTTPS Trustpoints certificate settings:

HTTPS Trustpoint Either use the default-trustpoint or click Stored to enable a drop-down
menu where an existing certificate/trustpoint can be used. To use an existing
certificate for this device, click Launch Manager. For more information, see
Certificate Management on page 909.

Click OK to save the changes made in the RADIUS Trustpoints screen.

Click Reset to revert to the last saved configuration.

Setting the NAT Configuration

Network Address Translation (NAT) is a technigue to modify network address information within IP
packet headers in transit. This enables mapping one IP address to another to protect wireless controller,
service platform or access point managed network address credentials. With typical deployments, NAT

Access Point for version 7.2.1 / 242




Device Configuration

is used as an IP masquerading technique to hide private IP addresses behind a single, public facing, IP
address.

Additionally, NAT is a process of modifying network address information in IP packet headers while in
transit across a traffic routing device for the purpose of remapping one IP address to another. In most
deployments NAT is used in conjunction with IP masquerading which hides RFC1918 private IP
addresses behind a single public IP address.

NAT can provide a profile outbound internet access to wired and wireless hosts connected to a
controller, service platform or access point. Many-to-one NAT is the most common NAT technigue for
outbound internet access. Many-to-one NAT allows a controller, service platform or access point to
translate one or more internal private IP addresses to a single, public facing, IP address assigned to a
10/100/1000 Ethernet port or 3G card.

1 Select Configuration — Devices — System Profile from the web Ul.
2 Expand the Security menu and select NAT.
A blue override icon (to the left of a parameter) defines the parameter as having an override applied.

To remove an override go to the Basic Configuration section of the device and click Clear Overrides.
This removes all overrides from the device.

The NAT Pool screen displays by default. The NAT Pool screen lists the NAT policies that have been
created thus far. Any of these policies can be selected and applied to a profile.

8@ Static NAT - Dynamic NAT
Name )
NAT_Pool_01
Type to search in tables Row Count. 1
| Add Edit Dekte | | Repace | [ Bk

Figure 94: Profile Security - NAT Pool tab

3 Review the existing NAT Pool configurations.

Adding Editing NAT Pool Configuration
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1 Click + Add Row, in the IP Address Range table to append additional rows.

Click Edit to modify or override the attributes of a existing policy, or click Delete to remove obsolete
NAT policies from the list of those available to a profile.

L —.Y

Name (7]
IP Address Range
Start IP End IP m
o
|+ AddRow |

O Resety (it

Figure 95: Profile Security - NAT Pool tab - NAT Pool field

2 If you are adding a new NAT policy, provide a Name to help distinguish it from others with similar
configurations. The length cannot exceed 64 characters.

3 Click + Add Row, in the IP Address Range table to append additional rows.

Sart IP - End IP Define a range of IP addresses that are hidden from the public internet. NAT modifies
network address information in the defined IP range while in transit across a traffic
routing device. NAT only provides IP address translation and does not provide a
firewall. A branch deployment with NAT by itself will not block traffic from potentially
being routed through a NAT device. Consequently, NAT should be deployed with a
stateful firewall.

4 Click OK to save the changes made to the profile's NAT pool configuration.
Click Reset to revert to the last saved configuration.

Static NAT Source Configuration

Static NAT creates a permanent, one-to-one mapping between an address on an internal network and a
perimeter or external network. To share a web server on a perimeter interface with the internet, use
static address translation to map the actual address to a registered IP address. Static address translation
hides the actual address of the server from users on insecure interfaces. Casual access by unauthorized
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users becomes much more difficult. Static NAT requires a dedicated address on the outside network for
each host.

To add or edit a Static NAT source configuration:

1 Select the Static NAT tab.
The Source tab displays by default and lists existing static NAT configurations. Existing static NAT
configurations are not editable, but new configurations can be added or existing ones deleted as
they become obsolete.

NAT Pool m Dynamic NAT
N oestinston
Source IP & NATIP Network
Type to search in tables Row Count: 0
e ] [ iewe

Figure 96: Profile Security - Static NAT screen - Source tab

2 To map a source IP address from an internal network to a NAT IP address, click Add.
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3 Define the following Source NAT parameters:

Source IP

Enter the address used at the (internal) end of the static NAT configuration. This
address (once translated) will not be exposed to the outside world when the
translation address is used to interact with the remote destination.

NAT IP

Enter the IP address of the matching packet to the specified value. The IP address
modified can be either source or destination based on the direction
specified.

Network

Select Inside or Outside NAT as the network direction. The default setting is
Inside.

Select /nside to create a permanent, one-to-one mapping between an address on an
internal network and a perimeter or external network. To share a web server on a
perimeter interface with the internet, use static address translation to map the actual
address to a registered IP address. Static address translation hides the actual address
of the server from users on insecure interfaces. Casual access by unauthorized users
becomes much more difficult. Static NAT requires a dedicated address on the outside
network for each host.

4 Click OK to save the changes made to the Static NAT Source configuration.

Click Reset to revert to the last saved configuration.

Static NAT Destination Configuration

NAT destination configurations define the way in which packets passing through the NAT on the way
back to the LAN are searched against the records kept by the NAT engine. The destination IP address is
changed back to the specific internal private class IP address to reach the LAN over the network.

To add or edit a Static NAT destination configuration:
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1 Select the Destination tab.

NAT Pool |- {(-1)[.5¢ Dynamic NAT
Source W -CHTE L]
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Figure 97: Profile Security - Static NAT screen - Destination tab

2 Review existing Static NAT destination configurations to determine if a new configuration warrants
creation or an existing configuration warrants modification or deletion.
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3 Select Add to create a new NAT destination configuration, Edit to modify the attributes of an
existing configuration or Delete to permanently remove a NAT destination.
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4 Set the following Destination configuration parameters:

Static NAT creates a permanent, one-to-one mapping between an address on an internal network
and an external network. To share a Web server with the Internet, use static address translation to
map the actual address to a registered IP address. Static address translation hides the actual server
address from users on insecure interfaces. Casual access by unauthorized users becomes much
more difficult. Static NAT requires a dedicated address on the outside network for each host.

Protocol

Select the protocol for use with static translation. TCR UDP and Any are available options.
TCP is a transport layer protocol used by applications requiring guaranteed delivery. It's a
sliding window protocol handling both timeouts and retransmissions. TCP establishes a full
duplex virtual connection between two endpoints. Each endpoint is defined by an IP address
and a TCP port number. The User Datagram Protocol (UDP) offers only a minimal transport
service, non-guaranteed datagram delivery, and provides applications direct access to the
datagram service of the IP layer. UDP is used by applications not requiring the level of service
of TCP or are using communications services (multicast or broadcast delivery) not available
from TCP. The default setting is Any.

Destination IP

Enter the local address used at the (source) end of the static NAT configuration. This address
(once translated) is not be exposed to the outside world when the translation address is used
to interact with the remote destination.

Destination Use the spinner control to set the local port used at the (source) end of the static NAT

Port configuration. The default portis 1.

NAT IP Enter the IP address of the matching packet to the specified value. The IP address modified
can be either source or destination based on the direction specified.

NAT Port Set the port number of the matching packet to the specified value. This option is valid only if
the direction specified is destination.

Network Select /nside or Outside NAT as the network direction. Inside is the default setting.
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5 Click OK to save the changes made to the static NAT configuration.

ion. Select Reset to revert to the last saved configuration.

Dynamic NAT Configuration

Dynamic NAT configurations translate the IP address of packets going out from one interface to another
interface based on configured conditions. Dynamic NAT requires packets be switched through a NAT
router to generate translations in the translation table.

To add or edit dynamic NAT settings:
1 Select the Dynamic NAT tab.

HAT Pool | Static MAT N7 TS

Sowrce List . Network Irterface Owerboad Type AT Pool Crverload IP ACL

ACL = Précedence
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Figure 98: Profile Security - Dynamic NAT tab

2 Refer to the following to determine whether a new dynamic NAT configuration needs to be created,
or whether an existing one can be edited or deleted:

Source List ACL Lists an ACL to define the packet selection criteria for the NAT configuration. NAT is
applied only on packets which match a rule defined in the access-list. These
addresses (once translated) are not exposed to the outside world when the
translation address is used to interact with the remote destination.

Network Displays Inside or Outside NAT as the network direction for the dynamic NAT
configuration.

ACL Precedence Lists the administrator-assigned priority set for the listed source list ACL. The lower
the value listed, the higher the priority assigned to this ACL rule.

Interface Lists the VLAN (from 1- 4094) used as the communication medium between the
source and destination points within the NAT configuration.
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Overload Type Displays the overload type used when several internal addresses are NATed to only
one or a few external addresses. Options include NAT Pool, One Global
Address and Interface IP Address. The default setting is Interface IP

Address.
NAT Pool Displays the name of an existing NAT pool used with the dynamic NAT configuration.
Overload IP IfOne Global IP Address is selected as the Overload Type, define an IP

address to use as a filter address for the IP ACL rule.

3 To modify an existing dynamic NAT configuration, select it and click Edit. To remove an existing
configuration, select it and click Delete.

Adding and Editing Dynamic NAT

To add or edit a dynamic NAT configuration that can be applied to a profile:

1 Select Add to create a new Dynamic NAT configuration, Edit to modify an existing configuration or
Delete to permanently remove a configuration.

Source ListACL 4 torrle v | |9 {5 Network § Ouside » | ACLPrecedence j
Settings
Interface | Owverload  NAT Pasd  Overload IP o
Type
wwan Ovie Caibal 4 157 235232255 :
#
& Add Row

LOR | Reset || B

2 Set the following to define the Dynamic NAT configuration:

Source List ACL | Use the drop-down menu to select an ACL name to define the packet selection criteria for
NAT. NAT is applied only on packets which match a rule defined in the access list. These
addresses (once translated) are not exposed to the outside world when the translation
address is used to interact with the remote destination.

Network Select /nside or Outside NAT as the network direction for the dynamic NAT configuration.
Inside is the default setting.

ACL Precedence| Set the priority (from 1- 5000) for the source list ACL. The lower the value, the higher the
priority assigned to these ACL rules.
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Interface Use the drop-down menu to select the VLAN (between 1-4094) used as the
communication medium between the source and destination points within the NAT
configuration. Ensure the VLAN selected represents the intended network traffic within the
NAT supported configuration. VLANT is available by default.

Overload Type | Select the check box of Overload Type used with the listed IP ACL rule. Options include NAT
Pool, One Global Address and Interface IP Address. Interface IP Address is the default

setting.
NAT Pool Provide the name of an existing NAT pool for use with the dynamic NAT configuration.
Overload IP Enables the use of one global address for numerous local addresses.

3 Select OK to save the changes made to the dynamic NAT configuration. Select Reset to revert to the
last saved configuration.

Bridge NAT Configuration

Use Bridge NAT to manage Internet traffic originating at a remote site. In addition to traditional NAT
functionality, Bridge NAT provides a means of configuring NAT for bridged traffic through an access
point. NAT rules are applied to bridged traffic through the access point, and matching packets are
NATed to the WAN link instead of being bridged on their way to the router.

Using Bridge NAT, a tunneled VLAN (extended VLAN) is created between the NoC and a remote
location. When a remote client needs to access the Internet, Internet traffic is routed to the NoC, and
from there routed to the Internet. This increases the access time for the end user on the client.

To resolve latency issues, Bridge NAT identifies and segregates traffic heading towards the NoC and
outwards towards the Internet. Traffic towards the NoC is allowed over the secure tunnel. Traffic
towards the Internet is switched to a local WLAN link with access to the Internet.

Note
Lg Bridge NAT supports single AP deployments only. This feature cannot be used in a branch
deployment with multiple access points.

To define a Bridge NAT configuration that can be applied to a profile:

1 Select Configuration — Devices — System Profile from the web UlI.
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2 Expand the Security menu and select Bridge NAT.

Access List (&) | Interface HAT pool Overload IP Overload Type ACL Precedence
FWR_ viani MNAT_Pool_01 nat-pool 10
Type to search in tables Row Count:
Add | Edit [ | Delete

Figure 99: Profile Security - Bridge NAT Screen

3 Review the following Bridge NAT configurations to determine whether a new Bridge NAT
configuration requires creation or an existing configuration modified or removed.

Access List Lists the ACL applying IP address access/deny permission rules to the Bridge NAT
configuration.

Interface Lists the communication medium (outgoing layer 3 interface) between source
and destination points. This is either the access point's pppoel or wwanl
interface or the VLAN used as the redirection interface between the source and

destination.

NAT Pool Lists the names of existing NAT pools used with the Bridge NAT configuration.
This displays only when Overload Type is NAT Pool.

Overload IP Lists the IP address used globally for numerous local addresses.

Overload Type Lists the overload type used with the listed IP ACL rule. Set as either NAT Pool,

One Global Address or Interface IP Address.

ACL Precedence Lists the administrator assigned priority set for the ACL. The lower the value listed
the higher the priority assigned to these ACL rules.
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Adding and Editing Bridge NAT Configuration

1 Select Add to create a new Bridge VLAN configuration, Edit to modify an existing configuration or
Delete to remove a configuration.

L2

Access List | v | EY 48 ACL Precedence 4 |1 |i| (1to5.000) @

IP Address Range
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Figure 100: Profile Security - Dynamic NAT screen

2 Select the ACL whose IP rules are to be applied to this policy based forwarding rule. A new ACL can
be defined by selecting the Create icon, or an existing set of IP ACL rules can be modified by
selecting the Edit icon.

3 Use the IP Address Range table to configure IP addresses and address ranges that can used to
access the Internet.

Interface Lists the outgoing layer 3 interface on which traffic is re-directed. The
interface can be an access point WWAN or PPPoE interface. Traffic can also
be redirected to a designated VLAN.

NAT Pool Displays the NAT pool used by this Bridge NAT entry. A value is only
displayed only when Overload Type has been set to NAT Pool.

Overload IP Lists the IP address used to represent a large number local addresses for this
configuration.

Overload Type Displays the override type for this policy based forwarding rule.
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4 Select + Add Row to set the IP Address Range settings for the Bridge NAT configuration.
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Figure 101: Profile Security - Source Dynamic NAT screen - Add Row field

5 Select OK to save the changes made within the Add Row and Dynamic NAT screens. Select Reset to
revert to the last saved configuration.

Configure Application Visibility Settings

Deep packet inspection (DPI) is an advanced packet analysis technique, which analyzes packet and
packet content headers to determine the nature of network traffic. When DPI is enabled, packets of all
flows are subjected to DPI to get accurate results. DPI identifies applications (such as, Netflix, Twitter,
Facebook, etc.) and extracts metadata (such as, host name, server name, TCP-RTT, etc.) for further use
by the WING firewall.

Legacy WING APs and service platforms, running WiNG 7.2.1 OS, use a third-party DPI engine to enforce
Application Visibility and Control (AVC) within the managed network. Whereas, 802.11ax AP5xx model
APs, use Purview™ libDPI engine. Use this screen to set AVC settings for the WING AP profiles.

Note
‘ Configure Application Visibility settings on legacy WING, 802.11ac APs, running WING 7.2.1 OS.
| These APs are: AP7502, AP7522, AP7532, AP7562, AP8612, AP8632, AP8662, AP8432,
AP8533.

Note
e Configure Purview Application Visibility settings on 802.11ax APs, running WiNG 7.2.1 OS.
| These APs are AP505i, AP510i/e, AP560i/h. Refer the WiNG 7.2.1 CLI Reference guide for
information on Purview Application Policy.

To configure a profile’s application visibility settings:

1 Go to Configuration — Devices — System Profiles .
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2 Expand the Security menu and select Application Visibility (AVC).

Application Visibility and Control Settings
Enable dpi o_]
Enable Applic ation Logging @[]
Application Logging Level Motification -
Enable TCP RTT o |

Custom Applications for DPI

Custom Applic ations [ ] hulu

| | test
[] fofgfgi

@ [ netfix Create
[ ] custom

App Groups for TCP RTT

o

3 Refer the following Application Visibility and Control settings:

Enable dpi Enable this setting to provide deep-packet inspection (application
assurance) by inspecting every byte of each application header packet
passing through the controller or service platform. When enabled,
application data streams are inspected at a granular level to help prevent
viruses and spyware from accessing the WiNG managed network.

Enable Applications Logging Select this option to enable event logging for DPI application
recognition. This setting is disabled by default.

logging level is Notification.

Applications Logging Level If enabling DPI application recognition event logging, set the logging
level. Severity levels include Emergency, Alert, Critical,
Errors,Warning Notice, Info, and Debug. The default

Enable Voice/Video Metadata Select this option to enable the metadata extraction from voice and
video classified flows. The default setting is disabled.

Enable HTTP Metadata Select this option to enable extraction of metadata from HTTP
application data flows. The default setting is disabled.

Enable SSL Metadata

Select this option to enable extraction of metadata from SSL application
data flows. The default setting is disabled.

Enable TCP RTT

Select this option to enable extraction of RTT information from TCP
flows. The default setting is disabled.
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4 Review the Custom Applications for DPI field to select the custom applications available for this
device profile.

For information on creating custom applications and their categories, see Create a Custom
Application Definition on page 736.

5 To enable TCP-RTT metadata collection on legacy WING AP and service platform profiles use the
App Groups for TCP RTT field to specify the application groups for which TCP-RTT metadata
collection is to be enabled.

Select the Application Groups from the drop-down menu and use the green, down arrow to move
the selection to the box below. You can add a maximum of eight groups to the list.

If the desired application group is not available, select the Create icon to define a new application
group configuration or select the Edit icon to modify an existing application group. For information
on creating Application groups, see Create a Custom Application Definition on page 736.

6 Click OK to save the changes or overrides.
Click Reset to revert to the last saved configuration.

Virtual Router Redundancy Protocol

A default gateway is a critical resource for connectivity. However, it's prone to a single point of failure.
Thus, redundancy for the default gateway is required by the access point. If WAN backhaul is available,
and a router failure occurs, then an access point should act as a router and forward traffic on to its WAN
link.

Define an external VRRP (Virtual Router Redundancy Protocol) configuration when router redundancy
is required in a wireless network requiring high availability.

The election of a VRRP master is central to the configuration of VRRP. A VRRP master (once elected)

performs the following functions:

* Responds to ARP requests

e Forwards packets with a destination link layer MAC address equal to the virtual router MAC address

¢ Rejects packets addressed to the IP address associated with the virtual router, if it is not the IP
address owner

e Accepts packets addressed to the IP address associated with the virtual router, if it is the IP address
owner or accept mode is true

Nodes that lose the election process enter a backup state where they monitor the master for any
failures. In case of a failure, one of the backups becomes the master and assumes the management of
the designated virtual IPs. A backup does not respond to an ARP request, and discards packets
destined for a virtual IP resource.

To define the configuration of a VRRP group:
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1 Select the Configuration — Devices — System Profile — VRRP tab from the web Ul.

BT version
Virtual Router |D “)  Descrption Virtual IP Addresses Interface Priority

1 VRRP_Group_01 12341235 1 100

Type to search in tables Fow Count: 1

. Akl | Edit Dekte | | Replace l Exit
Figure 102: Profiles - VRRP screen - VRRP tab

2 Review the following VRRP configuration data to assess whether a new VRRP configuration is
required or whether an existing VRRP configuration can be modified or removed:

Virtual Router ID A numerical index (from 1- 255) used to differentiate VRRP configurations. The index
is assigned when a VRRP configuration is initially defined. This ID identifies the virtual
router for which a packet is reporting status.

Description A description assigned to the VRRP configuration when it was either created or
modified. The description is implemented to provide additional differentiation
beyond the numerical virtual router ID.

Virtual IP Addresses The virtual interface IP address used as the redundant gateway address for the virtual

route.

Interface The interfaces selected on the access point to supply VRRP redundancy failover
support.

Priority A numerical value (from 1- 254) used for the virtual router master election process.

The higher the numerical value, the higher the priority in the election process.

Adding and Editing VRRP Configuration

You can add a new VRRP configuration or edit an existing configuration to match changing network
requirement.
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1 Click Add to create a new VRRP configuration.

Click Edit to modify or override the attributes of a existing VRRP configuration. If necessary, existing
VRRP configurations can be selected and permanently removed by clicking Delete.
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Figure 103: Profiles - VRRP screen

2 If you are creating a new VRRP configuration, assign a Virtual Router ID from 1 - 255.

In addition to functioning as numerical identifier, the ID identifies the virtual router for which a
packet is reporting status.
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3 Define the following VRRP General parameters:

Description In addition to an ID assignment, a virtual router configuration can be assigned a
textual description (up to 64 characters) to further distinguish it from others with a
similar configuration.

Priority Use the spinner control to set a VRRP priority setting from 1- 254. The controller or
service platform uses the defined setting as criteria in selection of a virtual router
master. The higher the value, the greater the likelihood of this virtual router ID being
selected as the master.

Virtual IP Addresses Provide up to eight IP addresses representing the Ethernet switches, routers, or
security appliances defined as virtual router resources.

Advertisement Interval | Select either seconds, milliseconds or centiseconds as the unit used

Unit to define VRRP advertisements. After an option is selected, the spinner control
becomes enabled for that Advertisement Interval option. The default interval unit is
seconds.

If you are changing the VRRP group version from 2 to 3, the advertisement interval
must be in centiseconds. Use VRRP group version 2 when the advertisement interval
is either in seconds or milliseconds.

Advertisement Interval | After selecting an Advertisement Interval Unit , use the spinner control to set the
interval the VRRP master sends out advertisements on each of its configured VLANS.
The default setting is 1 second.

Preempt Select this option to ensure a high priority backup router is available to preempt a
lower priority backup router resource. The default setting is enabled. When selected,
the Preempt Delay option becomes enabled to set the actual delay interval for pre-
emption. This setting determines if a node with a higher priority can take over all the
Virtual IPs from the nodes with a lower priority.

Preempt Delay If the Preempt option is selected, use the spinner control to set the delay interval (in
seconds) for preemption.

Interface Select this value to enable or disable VRRP operation and define the VLAN (1 -
4,094) interface where VRRP will be running. These are the interfaces monitored to
detect a link failure.

4 Refer to the Protocol Extension field to define the following:

Sync Group Select the option to assign a VRRP sync group to this VRRP ID’s group of virtual IP
addresses. This triggers VRRP fail over if an advertisement is not received from the
virtual masters that are part of this VRRP sync group. This setting is disabled by
default.

Network Monitoring: Select wwanl, pppoel, and VLAN ID(s) as needed to extend VRRP monitoring to
Local Interface these local access point interfaces. Once selected, these interfaces can be assigned
an increasing or decreasing level or priority for virtual routing in the VRRP group.

Network Monitoring: Assign the priority level for the selected local interfaces. Backup virtual routers can
Critical Resource increase or decrease their priority in case the critical resources connected to the
master router fail, and then transition to the master state themselves. Additionally,
the master virtual router can lower its priority if the critical resources connected to it
fails, so the backup can transition to the master state. This value can only be set on
the backup or master router resource, not both. Options include None,
increment-priority and decrement priority.

Network Monitoring: Use this setting to decrement the configured priority (by the set value) when the
Delta Priority monitored interface is down. When critical resource monitoring is enabled, the value
is incremented by the setting defined.

5 Click OK to save your changes.
Click Reset to revert to the last saved configuration.
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Version

1 Select the Version tab to define the VRRP version scheme used with the configuration.
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2 Assess the VRRP version configuration.

VRRP version 3 (RFC 5798) and 2 (RFC 3768) are options for router redundancy. Version 3 supports
sub-second (centisecond) VRRP failover and support services over virtual IP. For more information
on VRRP protocol specifications (available publicly) refer to http,//www.ietf.org/rfc/rfc3768.txt
(version 2) and htto.//www.ietforg/rfc/rfc5798.txt (version 3).

3 From within VRRP tab, select Add to create a new VRRP configuration or Edit to modify the
attributes of an existing VRRP configuration. If necessary, existing VRRP configurations can be
selected and permanently removed by selecting Delete.

List of Critical Resources

Critical resources are device IP addresses or interface destinations on the network inter-operated as
critical to the health of the network. The critical resource feature allows for the continuous monitoring of
these addresses. A critical resource, if not available, can result in the network suffering performance
degradation. A critical resource can be a gateway, a AAA server, a WAN interface, or any hardware or
service on which the stability of the network depends. Critical resources are pinged regularly by the
access point. If there is a connectivity issue, an event is generated stating a critical resource is
unavailable. By default, no critical resource policy is enabled, and one needs to be created and
implemented.

Critical resources can be monitored directly through the interfaces on which they are discovered. For
example, a critical resource on the same subnet as the access point can be monitored by its IP address.
However, a critical resource located on a VLAN must continue to monitored on that VLAN.
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Critical resources can be configured for access points and wireless controllers using their respective
profiles.

To define critical resources:

1 Select Configuration — Devices — System Profile — Critical Resources from the web Ul.

[ List of Critical Resources "1 U8 TR
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Figure 104: Critical Resources Screen - List of Critical Resources tab

2 Review the existing critical resources.

The screen lists the destination IP addresses or interfaces (VLAN, WWAN, or PPPoE) used for critical
resource connection. IP addresses can be monitored directly by the access point or controller.
However, a VLAN, WWAN, or PPPoE must be monitored behind an interface.
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Adding and Editing Critical Resources

1 To set or override an existing critical resource configuration, click Edit.

Click Add to add a new critical resource and connection method.
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Figure 105: Critical Resources Screen - Adding a Critical Resource

2 If you are adding a new critical resource, in the Critical Resource Name field, provide a name up to 32
characters.

3 Select Use Flows so that the critical resource will monitor using firewall flows for DHCP or DNS
instead of ICMP or ARP packets.
This reduces the amount of traffic on the network. This setting is disabled by default.

4 Select Sync Adoptees to sync adopted devices to state changes with a resource-state change
message .
This setting is disabled by default.

5 Use the Offline Resource Detection drop-down menu to define how critical resource event
messages are generated.
Options include Any and A11. If you select Any, an event is generated when the state of any single
critical resource changes. If you select A11, an event is generated when the state of all monitored
critical resources change.
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6

9

Use the Monitor Criteria drop-down menu to select either rf-domain-manager, cluster-
master or All as the resource for monitoring critical resources by one device and updating the
rest of the devices in a group.

If you select rf-domain-manager, the current rf-domain manager performs resource monitoring, and

the rest of the devices do not. The RF-domain-manager updates any state changes to the rest of the
devices in the RF Domain.

With the cluster-master option, the cluster master performs resource monitoring and updates the
cluster members with state changes.

With a controller-managed RF Domain, set Monitoring Criteria to A11 because the controller might
not know the VLAN bridged locally by the devices in the RF Domain monitoring DHCP.

In the Monitor Via field, select the IP option to monitor a critical resource directly (within the same
subnet) using the provided IP address as a network identifier.

In the Monitor Via field, select the Interface check box to monitor a critical resource using the critical
resource’s VLAN, WWAN1 or PPPoE1 interface.

If you select VLAN, use the spinner control to define the destination VLAN ID used as the interface
for the critical resource.

In the Resources table, click + Add Row and define the following parameters:

IP Address Provide the IP address of the critical resource. This is the address used by the
access point to ensure the critical resource is available. Up to four addresses can be
defined.

Mode Set the ping mode used when the availability of a critical resource is validated. The
options are:

* arp-only - Use only the ARP (Address Resolution Protocol) for
pinging the critical resource. ARP is used to resolve hardware
addresses when only the network layer address is known.

* arp-and-ping - Use both ARP and ICMP (internet Control Message
Protocol) for pinging the critical resource and sending control
messages (for example, device not reachable or requested service not
avallable).

Port Provide the port on which the critical resource is available. Use the spinner control
to set the port number.

VLAN Using the spinner control, define the VLAN on which the critical resource is

available.

10 Click OK to save the critical resource configuration changes.

Click Reset to revert to the last saved configuration.

Monitor Interval

To override the critical resource monitoring interval configuration:
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1 Select the Monitor Interval tab.
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Figure 106: Critical Resources Screen - Monitor Interval Tab

2 Use Monitor Interval screen to set the duration, in seconds, between two successive pings to the
critical resource.

Select a duration between 5 and 86,400 seconds. The default setting is 30 seconds.

3 Use Source IP for Port-Limited Monitoring to define the IP address used as the source address in
ARP packets used to detect a critical resource on a layer 2 interface.

Generally, the source address 0.0.0.0 is used in the ARP packets used to detect critical resources.
However, some devices do not support that IP address and drop the ARP packets. Use this field to
provide an IP address specifically used for this purpose. The IP address used for Port-Limited
Monitoring must be different from the IP address configured on the device.

4 Use Monitor Retry Count to set the number of retry connection attempts (1 - 10) permitted before
this device connection is defined as down (offline).

The default setting is three connection attempts.
5 Click OK to save the and monitor interval changes.
Click Reset to revert to the last saved configuration.

Configure Profile Services Settings

A profile can contain specific guest access (captive portal), DHCP server and RADIUS server
configurations supported by the controller, service platform or access point’s own internal resources.
These access, IP assignment and user authorization resources can be defined uniquely as profile
requirements dictate.

Before defining a profile’s captive portal and DHCP configuration, refer to the following deployment
guidelines to ensure the profile configuration is optimally effective:

e A profile plan should consider the number of wireless clients allowed on the profile’s guest (captive
portal) network and the services provided, or if the profile should support guest access at all.
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¢ Profile configurations supporting a captive portal should include firewall policies to ensure logical
separation is provided between guest and internal networks so internal networks and hosts are not
reachable from guest devices.

e DHCP’s lack of an authentication mechanism means a DHCP server supported profile cannot check
if a client or user is authorized to use a given user class. This introduces a vulnerability when using
user class options. Ensure a profile using DHCP resources is also provisioned with a strong user
authorization and validation configuration.

To define a profile’s services configuration:

1 Select Configuration — Devices — System Profile — Services.

Profile_Captive_Portal

Captive Portal Policies

0 Create

DHCP Server

DHOP Server Folcy @) v | 9 6

DHCPY6 Server Folcy )| x| 9 @
Bonjour Gatew ay

Forw arding Policy 0 v | 9 &
Location Policy

Location Policy ul Y | 9 {'.5}

Figure 107: Profile Services - Services Screen
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2 Refer to the Profile_Captive_Portal field to select or set a guest access configuration (captive portal)
for use with this profile.

Captive portals are access policies that provide guests temporary and restrictive access to the
managed network.

A captive portal is a browser-based authentication mechanism that forces unauthenticated users to
a web page. Captive portals capture and re-direct a wireless user's web-browser session to a captive
portal login page where the user must enter valid credentials to access the wireless network. Once
logged into the captive portal, additional Acknowledgment, Agreement, Welcome, No Service and
Fail customized pages enhance screen flow and user experience.

3 Select an existing captive portal policy.

Use the Create or Edit icons to create a new captive portal policy or edit an existing policy. For more
information, see Captive Portal Policies on page 803.

4 In the RADIUS Server Application Policy section select an Application policy or Purview Application
policy based on the AP type.

For legacy WING 802.11ac APs, running WING 7.2.1 OS, select an Application policy from those listed
on the screen. To create a new policy click, Create and the define the Application policy settings. For
information on creating Application policies, see Create an Application Policy on page 733.

Use this option to enforce RADIUS change of authorization (CoA) in the profile configuration
context. when enforced, successfully authenticated users are reauthenticated and the attributes of
their active AAA session changed based on the rules defined by the application policy.

For 802.11ax APs, running WIiNG 7.1.2 or later version of the WING 7 OS, select a Purview Application
policy. To create a new policy click, Create and the define the Application policy settings. Refer the
WING 7.2.1 CLI Reference guide for information on Purview Application Policy.

5 Use the DHCP Server Policy drop-down menu assign this profile a DHCP server policy. If an existing
DHCP policy does not meet the profile’s requirements, click the Create icon to create a new policy
configuration that can be applied to this profile, or click the Edit icon to modify the parameters of an
existing DHCP Server policy.

Dynamic Host Configuration Protocol (DHCP) allows hosts on an IP network to request and be
assigned IP addresses as well as discover information about the network where they reside. Each
subnet can be configured with its own address pool. Whenever a DHCP client requests an IP
address, the DHCP server assigns an IP address from that subnet’s address pool. When the onboard
DHCP server allocates an address for a DHCP client, the client is assigned a lease, which expires after
an predetermined interval. Before a lease expires, wireless clients (to which leases are assigned) are
expected to renew them to continue to use the addresses. When the lease expires, the client is no
longer permitted to use the leased IP address. The profile’s DHCP server policy ensures all IP
addresses are unique, and no IP address is assigned to a second client while the first client's
assignment is valid (its lease has not expired).
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6 Use the DHCPv6 Server Policy drop-down menu assign this profile a DHCPv6 server policy. If an
existing DHCP policy for IPv6 does not meet the profile’s requirements, click the Create icon to
create a new policy configuration that can be applied to this profile, or click the Edit icon to modify
the parameters of an existing DHCP Server policy.

DHCPvV6 is a networking protocol for configuring IPv6 hosts with IP addresses, IP prefixes, or other
configuration attributes required on an IPv6 network. DHCP in IPv6 works in with IPv6 router
discovery. With the proper RA flags, DHCPv6 works like DHCP for IPv4. The central difference is the
way a device identifies itself if assigning addresses manually instead of selecting addresses
dynamically from a pool.

Use the Create or Edit icons to create a new DHCPV6 server policy or edit an existing policy.

7 Use the RADIUS Server Policy drop-down menu to select an existing RADIUS server policy to use as
a user validation security mechanism with this profile.

A profile can have its own uniqgue RADIUS server policy to authenticate users and authorize access
to the network. A profile’s RADIUS policy provides the centralized management of controller or
service platform authentication data (usernames and passwords). When an client attempts to
associate, an authentication request is sent to the RADIUS server. Use the Create or Edit icons to
create a new RADIUS server policy or edit an existing policy.

8 Refer to the Bonjour Gateway field to select or set a Bonjour Gateway Forwarding Policy.

Bonjour is Apple’s implementation of zero-configuration networking (Zeroconf). Zeroconf is a group
of technologies that include service discovery, address assignment and hostname resolution.
Bonjour locates devices such as printers, other computers and services that these computers offer
over a local network. Bonjour provides a general method to discover services on a LAN. It allows
users to set up a network without any configuration. Services such as printers, scanners and
filesharing servers can be found using Bonjour. Bonjour only works within a single broadcast
domain. However, with special DNS configuration, it can be extended to find services across
broadcast domains.

Bonjour Forwarding Policy enables discovery of services on VLANSs which are not visible to the
device running the Bonjour Gateway. Bonjour forwarding enables forwarding of Bonjour
advertisements across VLANS to enable the Bonjour Gateway device to build a list of services and
the VLANs where these services are available.

9 Use the Location Policy drop-down menu to select and apply a location policy to the controller/
virtual controller. The location policy provides the Extremelocation server's hostname and
Extremelocation tenant's location API key. This information is required by the controller to
authenticate and authorize with the Extremelocation server. Use the Create or Edit icons to create a
new policy or edit an existing policy.

L‘ Note

For information on creating location policies, see [L.ocation Policy on page 690.

10 Refer to the Imagotag Policy field to select or set a Imagotag Policy. Use the drop-down menu to
select and apply an Imagotag Policy to the AP's profile. You can use the Create to create a new
policy or Edit icon to edit an existing policy. The Imagotag feature is supported only on the AP8432
model access point.

For more information on enabling support for SES-imagotag’s ESL tags on AP-8432 APs with USB
interfaces, see Setting the Imagotag Policy on page 863.

11 Select OK to save the changes made to the profile’s services configuration. Select Reset to revert to
the last saved configuration.
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Management Settings

There are mechanisms to allow or deny management access to the network for separate interfaces and
protocols: HTTP, HTTPS, Telnet, SSH, and SNMP.

These management access configurations can be applied strategically to profiles as resource
permissions dictate for the profile. Additionally, overrides can be applied to customize a device’s
management configuration, if deployment requirements change and a device's configuration must be
modified from its original device profile configuration.

Additionally, an administrator can define a profile with unique configuration file and device firmware
upgrade support. You can override the management configurations of a profile at the device level. To
override an access point profile's management settings:

To define or override a profile’s management configuration:

1 Go to Configuration — Devices — System Profile.
2 Select an access point.

The selected access point's profile configuration menu displays.
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3 Expand Profile Overrides — Management.

Note

A blue override icon (to the left of a parameter) defines the parameter as having an
| override applied. To remove an override go to the Basic Configuration section of the

device and click Clear Overrides. This removes all overrides from the device.

The management Settings configuration screen displays.

Message Logging
Enable Message Logging o]
Remote Logging Host Port i

Facilty to Send Log Messages @ local -
Syslog Logging Level 0 Warning -
Console Logging Level o il -
Buffered Logging Level (1] Warning -
Time to Aggregate Repeated Messages 0”7 Seconds v | (Otog0)
Forw ard Logs to Controlier o |Error v |
System Event Messages
Enable System Events o]
Enable System Event Forw arding o

Events E-mail Notification

SMTP Server 0 Hostname v
Fort of SMTP o] Z (11065 535)

Sender Email Address 0

Figure 108: Profile Overrides - Management - Settings Configuration Screen

4 In the Message Logging field, select the Enable Message Logging checkbox to enable message
logging. When enabled, system events are logged to a log file or a syslog server.

Selecting this check box enables the rest of the parameters required to define the profile’s logging
configuration. This option is disabled by default.
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In the Remote Logging Host table provide the following:

Remote Logging Host

Define numerical (non DNS) IP addresses for up to four external resources
where logged system events can be sent by the access point. Select the trash
icon as needed to remove an IP address from the list.

Port

Define the ports at which the external resources are reachable.

Configure the following Message Logging parameters:

Facility to Send Log
Messages

Use the drop-down menu to specify the local server (if used) for access point event
log transfers.

System Logging Level

Event severity coincides with the syslog logging level defined for the profile. Assign a
numeric identifier to log events based on criticality. Severity levels include: 0 -
Emergency,1 - Alert 2 - Critical 3 - Errors,4 - Warning,
5 - Notice, 6 - Info and7 - Debug. The default logging level is 4 -
Warning.

Console Logging Level

Event severity coincides with the syslog logging level defined for the profile. Assign a
numeric identifier to log events based on criticality. Severity levels include: 0 -
Emergency,1 - Alert 2 - Critical 3 - Errors,4 - Warning,
5 - Notice, 6 - Info and7 - Debug. The default logging level is 4 -
Warning.

Buffered Logging Level

Event severity coincides with the syslog logging level defined for the profile. Assign a
numeric identifier to log events based on criticality. Severity levels include: 0 -
Emergency,1l - Alert, 2 - Critical, 3 - Errors, 4 - Warning,
5 - Notice 6 - Info and7 - Debug. The default logging level is 4 -
Warning.

Time to Aggregate
Repeated Messages

Define the increment (or interval) system events are logged on behalf of the access
point. The shorter the interval, the sooner the event is logged. Either define an
interval in seconds (O - 60) or minutes (O -1). The default value is O seconds.

Forward Logs to
Controller

Select this option to define a log level for forwarding event logs to the control. Log
levels include Emergency, Alert, Critical, Error, Warning, Notice, Info and Debug. The
default logging level is Error.

Refer to the System Event Messages field to define or override how system messages are logged
and forwarded on behalf of the profile.

a Select Enable System Events to allow the profile to capture system events and append them to a

log file.

It is important to log individual events to discern an overall pattern that may be negatively
impacting performance. This setting is enabled by default.

b Select Enable System Event Forwarding to enable the forwarding of system events.

This setting is enabled by default.
Refer to the Events E-mail Notification field to define or override how system event notification

emails are sent.

SMTP Server Specify either the hostname or IP address of the outgoing SMTP server where
notification emails are originated.
Port of SMTP If a non-standard SMTP port is used on the outgoing SMTP server, select this option

and specify a port from 1 - 65,535 for the outgoing SMTP server to use.

Sender E-mail Address

Specify the email address from which notification email is originated. This is the from
address on notification email.
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Recipient's E-mail Specify one or more email addresses to be the recipients of event email notifications.

Address

Username for SMTP Specify the username of the sender on the outgoing SMTP server. Many SMTP

Server servers require users to authenticate with an username and password before sending
email through the server.

Password for SMTP Specify password associated with the username of the sender on the outgoing SMTP

Server server. Many SMTP servers require users to authenticate with an username and

password before sending email through the server.

9 In the Persist Configuration Across Reloads field, use the Configure drop-down menu to define
whether the access point saves a configuration received from a Virtual Controller AP to flash
memory.

The configuration would then be made available if the this access point reboots and the Virtual
Controller AP is not reachable. Options include Enabled, Disabled, and Secure.
10 Refer to the HTTP Analytics field to define analytic compression settings and update intervals.

Compress Select this option to use data compression to when sending updates to the controller.
Update Interval Set the interval - in minutes, seconds, or hours - when the collected data is sent to
the external analytics engine.

11 Click OK to save the management setting overrides.
Click Reset to revert to the last saved configuration.

Management Firmware

To configure the access point profile's firmware upgrade settings:
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1 Select Management — Firmware.
The management Firmware upgrade setting configuration screen displays.

Auto Install via DHCP Option
Enable Configuration Update (@3 [af]
Enable Firmw are Update 0[]

Automatic Adopted Device Firmw are Upgrade

Enable Controller Upgrade of Device Firmw are [M] APs432

MNumber of Concurrent Llpgrades 10 ‘J (1 to 128 AFBJ
| *

Figure 109: Management - Firmware Upgrade Configuration Screen

2 Refer to the Auto Install via DHCP Option field to configure automatic configuration file and
firmware updates.

Enable Configuration | Select this option to enable automatic configuration file updates for the controller

Update profile from a location external to the access point.
Enable Firmware Select this option to enable automatic firmware updates for this profile from a user-
Update defined remote location. This value is disabled by default.

3 In the Automatic Adopted Device Firmware Upgrade section, define an automatic firmware upgrade
from a local file.

Enable Controller Select the access point model to upgrade using its associated Virtual Controller AP’s
Update of Device most recent firmware file for that model. This parameter is enabled by default.
Firmware

Number of Concurrent | Use the spinner control to define the maximum number (1-128) of adopted APs that
Upgrades can receive a firmware upgrade at the same time. Keep in mind that during a
firmware upgrade, the access point is offline and unable to perform its normal client
support role until the upgrade process is complete.

Note:
This is applicable in case the access point is a virtual controller.

4 Click OK to save the management firmware overrides.
Click Reset to revert to the last saved configuration.
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Management Heartbeat

To configure the access point profile's management heartbeat configuration:

1 Select Management — Heartbeat.

The management Heartbeat setting configuration screen displays.

Device Heartbeat Settings
Service Watchdog |/

T

Figure 110: Management - Heartbeat Configuration Screen

2 Select the Service Watchdog option to implement heartbeat messages.
This ensures that associated devices are up and running and can interoperate effectively. The Service
Watchdog is enabled by default.

3 Click OK to save the changes and overrides made to the profile’s configuration.

Click Reset to revert to the last saved configuration.

Meshpoint Configuration

An access point can be configured to be a part of a meshed network. A mesh network is one where
nodes in the network can communicate with each where each node can maintain more than one path to
its peers. Mesh networking enables users to access broadband applications anywhere, including moving
vehicles, by providing robust, reliable, and redundant connectivity to all the members of the network.
When one of the nodes in a mesh network becomes unavailable, the other nodes in the network can still
communicate with each other directly or through intermediate nodes.

Mesh point is the name given to a device that is a part of a meshed network.

Use the Mesh Point screen to configure or override the parameters that set how this device behaves as
a part of the mesh network.

Note
c . WING 7.1 release does not support MeshConnex on AP505i and AP510i model access points.
This feature will be supported in future releases.

To set or override a profile's mesh point configuration:

1 Select Configuration — Devices — System Profiles from the web UI.

A list of profiles is displayed in the right-hand UL.
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2 Select Mesh Point from the menu.

A blue override icon (to the left of a parameter) defines the parameter as having an override applied.
To remove an override go to the Basic Configuration section of the device and click Clear Overrides.
This removes all overrides from the device.

Meah Is Root Preferred Root Prefemred  Preferred  Monitor Maondtor Path Method
Conne (=) Root Selection | Heighbor  Interface  Critical Primany
X il Resources Port Link
+ meshpoint! X Mo Mo Mone X Mo XK Mo More
% mezhpoint2 M Mo Hone cre o ez W WED | Mome
Type fo search in tables Rowy Count: 2
[ oass | Eat || osete | Bt

Figure 111: Device Overrides - Mesh Point Screen

3 Review existing meshpoints to determine if a new meshpoint warrants creation or an existing
meshpoint needs to be edited.

Adding and Editing Meshpoint Settings

You can add a new meshpoint configuration or edit an existing meshpoint configuration.
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Click Add to create a new mesh point configuration, if an existing configuration does not meet your
requirements.

Click Edit to modify or override the attributes of a existing mesh point configuration. If necessary,
existing configurations can be selected and permanently removed by clicking Delete.
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Preferred Irterface
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Figure 112: Mesh Point Settings Screen
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2 Define the following General mesh point settings:

MeshConnex Policy

Provide a name for the Mesh Connex Policy. Use the Create icon to create a
new Mesh Connex Policy. To edit an existing policy, select it from the
dropdown and click the Edit icon. For more information on creating or
editing a Mesh Connex Policy, see MeshConnex Policies on page 661.

Is Root

Select the root behavior of this access point. True means that this access
point is a root node for this mesh network, and False means that it is not a
root node. A root mesh point is defined as a mesh point that is connected to
the WAN and provides a wired backhaul to the network.

Root Selection Method

Use the drop-down menu to determine whether this mesh point is the root
or non-root mesh point. Select either None (the default setting) or auto-
mint.

Set as Cost Root

Select this option to set the mesh point as the cost root for mesh point root
selection. This setting is disabled by default.

Monitor Critical Resources

Select this option to enable critical resource monitoring for this mesh point.

Monitor Primary Port Link

Select to enable monitoring of primary port link is enabled for this mesh
connex policy. If the primary port link is not present and if the device is a
mesh root, it is automatically changed to a non-root device. When the
primary port link becomes available again, the non-root device is changed
back to a root device.

Wired Peer Exclude

Select this option to exclude wired peers when creating mesh links.

Path Method

Select the method used for path selection in a mesh network. Available

options include:

* None - No criteria are used in root path selection.

e uniform - The path selection method is uniform (two paths are
considered equivalent if the average value is the same for these
paths).

* mobile-snr-leaf - The access pointis mounted on a vehicle
or a mobile platform (WiNG models only). The path to the route is
selected based on the SNR (Signal To Noise Ratio) with the
neighbor device.

e snr-leaf - The path with the best signal to noise ratio is always
selected.

Minimum Threshold

Enter the minimum value for SNR above which a candidate for the next hop
in a dynamic mesh network is considered. This field along with Signal
Strength Delta and Sustained Time Period are used to dynamically select the
next hop in a dynamic mesh network.The default setting is O dB.

Signal Strength Delta

Enter a delta value in dB. A candidate for selection as a next hop in a
dynamic mesh network must have a SNR higher than the value configured
here. This field along with the Minimum Threshold and Sustained Time
Period are used to dynamically select the next hop in a dynamic mesh
network. The default setting is 1dB.
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Sustained Time Period

Enter the time duration in seconds (O - 600) or minutes (O - 10). This
indicates the duration that a signal must sustain the constraints specified in
the Minimum Threshold and Signal Strength Delta path hysteresis values.
These values are used to dynamically select the next hop in a dynamic mesh
network. The default setting is 1second.

SNR Delta Range

Select the root selection method hysteresis (from 1-100dB) SNR delta range
a candidate must sustain. The default setting is 1dB.

Note

An AP 7161 model access point can be deployed as a VMM (vehicular mounted modem) to
e provide wireless network access to a mobile vehicle such as a car or train. A VMM provides

layer 2 mobility for connected devices. VMM does not provide layer 3 services, such as IP

mobility. For VMM deployment considerations, see Vehicle Mounted Modem (VMM)
Deployment Considerations on page 282.

3 Set the following Root Path Preference values:

Preferred Neighbor

Specify the MAC address of a preferred neighbor for this mesh point.

Preferred Root

Specify the MAC address of a preferred mesh root for this mesh point.

Preferred Interface

Select the preferred Interface for this mesh point. Select None to set no
preferences. The other interface choices are 2.4 GHz and 5 GHz.
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Adding and Editing ACS Dynamic Root Selection Configuration

1 Click the Auto Channel Selection tab to configure the parameters for the MeshConnex Auto

Channel Selection policy.

Mesh Connex Policy MeshConnexPolicy 01

8P Auto Channel Selection

Dynamic Root Selection

For 2.4 GHz
Channel Width O Automstic =
Priority Meshpoint o[ |
Off-channel Durstion o =0 |§ (2010 250 miliseconds)

Off-channel Scan Fregquency 9 5 Seconds | v ' (1toB0)

~Meshpoirt Root -
Sample Court o /s 5 (1t010 samples)
Channel Hole Tine @[30 Minates | v | (Oto1,440)
For 5.0/4.9 GHz
Channel Width o |suometc |+ |
Priarity Meshpoirt

o | |

0 =0 ‘i (20 1o 250 miliseconds)

|Seconds v | (1t080)

Off-channel Duration

Off-channel Scan Frequency 9 5

Meshpoint Root

Sample Court 9 s iﬁ (1 to 10 samples)

Channel Hold Time g 39 (0to1,440)

0K

e

Figure 113: Mesh Point Auto Channel Selection Screen - Dynamic Root Selection

Tab

The Dynamic Root Selection screen displays by default. This screen provides configuration for the

2.4 GHz and 5.0/4.9 GHz frequencies.
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2 Refer to the following for more information on the Auto Channel Selection — Dynamic Root
Selection screen. These descriptions are common for configuring the 2.4 GHZ and 5.0/4.9 GHz

frequencies.

Channel Width

Set the channel width the meshpoint’s automatic channel scan assigns to the
selected radio. Available options include:

e Automatic - The channel width is calculated automatically. This is
the default value.
e 20 MHz - Sets the width between adjacent channels as 20 MHz.

e 40 MHz - Sets the width between adjacent channels as 40 MHz.

Priority Meshpoint

Configure the meshpoint monitored for automatic channel scans. This is the
meshpoint assigned priority over other available mesh points. When
configured, a mesh connection is established with this mesh point. If not
configured, a meshpoint is automatically selected.

Off-channel Duration

Set the duration (from 20 - 250 milliseconds) the scan dwells on each channel
when performing an off channel scan. The default is 50 milliseconds.

Off-channel Scan Frequency

Set the duration (from 1- 60 seconds) between two consecutive off channel
scans. The default is 6 seconds.

Meshpoint Root: Sample
Count

Configure the number of scan samples (from 1- 10) for data collection before a
mesh channel is selected. The default is 5.

Meshpoint Root: Channel
Hold Time

Configure the duration (from O - 1440 minutes) to remain on a channel before
channel conditions are reassessed for a possible channel change. Set this value
to zero (0) to prevent an automatic channel selection from occurring.The
default setting is 30 minutes.

3 Click OK to save the changes made to the mesh point configuration.

Click Reset to revert to the last saved configuration.

Adding and Editing ACS Path Method SNR Configuration
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1

Select the Path Method SNR tab to configure SNR ratio values when selecting the path to the
meshpoint root.

MeshConnex Policy MeshConnexPolicy_01 (7]

LB Auto Channel Selection

Dynamic Root Selection (111l {4\ Path Method Root Path Metric

For 2.4 GHz
Channel Width 0|Auomatic '
Priority Meshpoint ﬂ|<rwne:= v | 8 {@.«’
SMR Delta 05 ‘ij (1 to 100 dB)

Signal Threshold i Ii‘ (-100 to 0 dB)

Off-channel Duration g 50 @ (20 to 250 miliseconds)

For 5.0/4.9 GHz

Channel Width 0| Automatic | w
Priority Meshpoirt ﬂimu.ne:» = = &
SNR Detta 0: t:j (1 to 100 dB)

Signal Threshold o 55 iﬁ (-100 to 0 dB)

Off-channel Duration @ =0 ‘i‘ (20 to 250 miliseconds)

o e it

Figure 114: Mesh Point Auto Channel Selection Screen - Path Method SNR Tab

2 Set the following configuration for both 2.4 GHz and 5.0/4.9 GHz:

Channel Width Set the channel width the meshpoint’s automatic channel scan assigns to the
selected radio. Available options include:

e Automatic - The channel width is calculated automatically. This is
the default value.

e 20 MHz - Sets the width between adjacent channels as 20 MHz.
e 40 MHz - Sets the width between adjacent channels as 40 MHz.

Priority Meshpoint Configure the meshpoint monitored for automatic channel scans. This is the
meshpoint assigned priority over other available mesh points. When configured,
a mesh connection is established with this mesh point. If not configured, a
meshpoint is automatically selected.

SNR Delta Set the SNR ratio delta (from 1-100 dB) for mesh path selections.

When path selection occurs, the defined value is utilized for selecting the
optimal path. A better candidate, on a different channel, must have a signal
strength that exceeds this delta value when compared to the signal strength of
the next hop in the mesh network. The default setting is 5 dB.
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SNR Threshold Set the SNR threshold for mesh path selections (from -100 to O dB).
If the signal strength of the next mesh hop falls below this set value, a scan is
triggered to select a better next hop. the default setting is -65 dB.

Off-channel Duration Set the duration (from 20 - 250 milliseconds) the scan dwells on each channel
when performing an off channel scan. The default is 50 milliseconds.

3 Click OK to save the changes made to the mesh point configuration.
Click Reset to revert to the last saved configuration.

Adding and Editing ACS Path Method Root Path Metric Configuration
1 Select the Path Method Root Path Metric tab to calculate root path metrics.

Mesh Point X

Mesh Connex Policy MCP_Office_01 (7] ‘

=008 Auto Channel Selection

Dynamic Root Selection ~ Path Method SNR B2 00 5000 G 8800 T
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Priority Meshpoint 0J{now = l ] @
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Tolerance Period 0 1 Minutes v | (1t010)

Meshpoint Root

Sample Count 05 lii (1 to 10 samples)

Off-channel Duration @ 5o iﬂ (20 to 250 miliseconds)
Channel Switch Detta 0 10 % (5 to 35 dBm)

Off-channel Scan Frequency g & Lepass - ! (1in 60

Figure 115: Mesh Point Auto Channel Selection Screen - Path Method Root Path
Metric Tab

2 Set the following Path Method Root Path Metric values.
These descriptions apply to both the 2.4 GHz and 5.0/4.9 GHz frequencies.
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Channel Width

Set the channel width the meshpoint’s automatic channel scan assigns to the
selected radio. Available options include:

e Automatic - The channel width is calculated automatically. This
is the default value.

e 20 MHz - Sets the width between adjacent channels as 20 MHz.
e 40 MHz - Sets the width between adjacent channels as 40 MHz.

Priority Meshpoint

Configure the meshpoint monitored for automatic channel scans. This is the
meshpoint assigned priority over other available mesh points. When
configured, a mesh connection is established with this mesh point. If not
configured, a meshpoint is automatically selected.

Meshpoint: Path Minimum

Set the minimum path metric (from 100 - 20,000) for establishing mesh
connections. The default setting is 1000.

Meshpoint: Path Metric
Threshold

Configure a minimum threshold (from 800 - 65535) for triggering an
automatic channel selection for meshpoint selection. The default is 1500.

Meshpoint: Tolerance Period

Configure the duration to wait before triggering an automatic channel
selection for the next hop. The default is T minute.

Meshpoint Root: Sample
Count

Set the number of scans (from 1- 10) for data collection before a mesh point
root is selected. The default is 5.

Meshpoint Root: Off-channel
Duration

Configure the duration (from 20 - 250 milliseconds) that the scan dwells on
each channel when performing an off-channel scan. The default is 50
milliseconds.

Meshpoint Root: Channel
Switch Delta

Configure the delta (from 5 - 35 dBm) that triggers a meshpoint root
automatic channel selection when exceeded. The default is 10 dBm.

Meshpoint Root: Off-channel
Scan Frequency

Configure the duration (from 1-60 seconds) between two consecutive off
channel scans for meshpoint root. The default is 6 seconds.

Meshpoint Root: Channel
Hold Time

Set the minimum duration (from O - 1440 minutes) to remain on a selected
channel before channel conditions are reassessed for a possible channel
change. Set this value to zero (0) to prevent an automatic channel selection
from occurring. The default is 30 minutes.

3 Click OK to save the changes made to the mesh point configuration.

Click Reset to revert to the last saved configuration.

Vehicle Mounted Modem (VMM) Deployment Considerations

Before defining a VMM configuration (mounting an AP7161 mesh point on a moving vehicle), refer to the
following deployment guidelines to ensure the configuration is optimally effective:

Disable layer 2 stateful packet inspection from the firewall policy.

Set the RTS threshold value to 1on all mesh devices. The default value is 65,536. For more
information on defining radio settings, see Access Point Radio Configuration on page 116.

Use Opportunistic as the rate selection settings for the AP 7161 radio The default is Standard.
For more information on defining this setting, see Profile Overrides - Radios on page 371.

Disable Dynamic Chain Selection (radio setting). The default value is enabled. This setting is disabled
from the Command Line Interface (CLI) using the dynamic-chainselection command, or, in
the Ul (refer to Profile Overrides - Radios on page 371).

Disable A-MPDU Aggregation if the intended vehicular speed is greater than 30 mph. For more
information, see Profile Overrides - Radios on page 371.
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Environmental Sensor Configuration

An AP 8132 sensor module is a USB environmental sensor extension to an AP 8132 model access point.
It provides a variety of sensing mechanisms, allowing the monitoring and reporting of the AP 8132's
radio coverage area. The output of the sensor's detection mechanisms are viewable using either the
Environmental Sensor screen.

To set or override an AP 8132 profile's environmental sensor configuration:

1 Select Configuration — Devices — System Profile — Environmental Sensor

Ligght Sensor
Enable Light Sensor oM
Poling Time 10 Debermine if Light is OnlOdi o N Saconds w | (206217
Shutdown VWLAN Radio st Low Limi of Light Threshold gy | -
Low L of Light Thrsshold o [0 F2] 10100000
High Lt &l Light Theastuold O 400 I :, 100 b 10,000 hus)
Enwitl oavméntal Sengar s
Enabie Temperaluss Senso 0
Enaible Motion Sensor L
Eraible Hurmidlly Sensor 0
Shar el Corilijpur athon
Foling Inlervad for AN Sensoes - Secords w | (1801000

| PR N 7 S - S
Figure 116: Profile - Environmental Sensor Screen

2 Set the following Light Sensor settings for the AP 8132's sensor module:

Enable Light Sensor Select this option to enable the light sensor on the module. This setting is
enabled by default. The light sensor reports whether the AP 8132’s
deployment location has its lights powered on or off.

Polling Time to Determine if Define an interval inSeconds (2 - 201) or Minutes (1 - 4) for the sensor module
Light is On/Off to poll its environment to assess light intensity to determine whether lighting
is on or off. The default polling interval is 11 seconds. Light intensity is used to
determine whether the access point’s deployment location is currently
populated with clients.

Shutdown WLAN Radio at Select this option to power off the AP 8132’s radio’s fall below the set
Low Limit of Light Threshold | threshold. If enabled, selectA// (both AP 8132 radios), radio-1 or radio-2.

Low Limit of Light Threshold | Set the low threshold limit (from O - 1,000 lux) to determine whether the
lighting is off in the AP 8132’s deployment location. The default is 100.

High Limit of Light Threshold | Set the upper threshold limit (from 100 - 10,000 lux) to determine whether
the lighting is on in the AP 8132’s deployment location. The default is 500.
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3 Enable or disable the following AP 8132 Environmental Sensors:

Enable Temperature Sensor

Select this option to enable the module’s temperature sensor. Results are
reported back to the access point’s Environment screens within the
Statistics node. This setting is enabled by default.

Enable Motion Sensor

Select this option to enable the module’s motion sensor. Results are
reported back to the access point’s Environment screens within the
Statistics node. This setting is enabled by default.

Enable Humidity Sensor

Select this option to enable the module’s humidity sensor. Results are
reported back to the access point’s Environment screens within the
Statistics node. This setting is enabled by default.

4  Define or override the following Shared Configuration settings:

Polling Interval for All Sensors

Set aninterval in either Seconds (1-100) or Minutes (1 - 2) for the time
between environmental polling transmissions (both light and environment).
The default setting is 5 seconds.

5 Select OK to save the changes made to the environmental sensor screen. Select Reset to revert to

the last saved configuration.

Advanced Profile Configuration

An access point profile’s advanced configuration is comprised of defining connected client load balance
settings, a MINT protocol configuration and miscellaneous settings (NAS ID, access point LEDs and RF

Domain Manager).

The advanced configuration menu also includes antenna-id configurations for the AP510 and AP560
profiles. This parameter is specific to the AP510e and AP560h model access points. For the AP510e
and/or AP560h device profiles, the antenna-id configuration is mandatory to enable the access point

radios.

Client Load Balancing Configuration

Set the ratios and calculation values used by access points to distribute client loads both among
neighbor devices and the 2.4 and 5 GHz radio bands.

To define or override client load balance algorithms for access points:

1 Go to Configuration — Devices — System Profiles.

A list of default and user-created profiles is displayed.
2 Select a target profile from the displayed list.

The selected profile's configuration menu is displayed.
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3 Expand the Advanced menu and select Client Load Balancing.
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Figure 117: Profile Overrides - Client Load Balancing Screen

4 Use the Group ID field to define a group ID of up to 32 characters to differentiate this profile from
others with similar configurations.

5 Use the SBC strategy drop-down menu to determine how band steering is conducted.

Options include Prefer 5GHz, Prefer 2.4 GHz and distribute-by-ratio. The default
value is Prefer 5GHz.

Band steering directs 5 GHz-capable clients to that band. When an access point hears a request
from a client to associate on both the 2.4 GHz and 5 GHz bands, it knows the client is capable of
operation in 5 GHz. Band steering steers the client by responding only to the 5 GHz association
request and not the 2.4 GHz request. The client associates in the 5 GHz band only.
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6 Set the following Neighbor Selection Strategies:

Using Probes from
common clients

Select this option to select neighbors (peer devices) using probes from common
clients. This option is enabled by default.

Using Notifications
from roamed clients

Select this option to select neighbors (peer devices) using roam notifications from
roamed clients. This option is enabled by default.

Using smart-rf
neighbor detection

Select this option to select neighbors (peer devices) using the Smart RF neighbor
detection algorithm. This option is enabled by default.

Enable Balance Band Loads by Ratio, in the Band Load Balancing field, to distribute an access
point's client traffic load across both the 2.4 and 5 GHz radio bands.

Configure the following Channel Load Balancing settings:

Balance 2.4 GHz
Channel Loads

Select this option to balance the access point’s 2.4GHz radio load across the channels
supported in the country of deployment. This can prevent congestion on the 2.4GHz
radio if a channel is overutilized.

Balance 5 GHz Channel
Loads

Select this option to balance the access point’s 5GHz radio load across the channels
supported in the country of deployment. This can prevent congestion on the 5GHz

radio if a channel is overutilized.

Enable Balance AP Loads, in the AP Load Balancing field, to distribute client traffic evenly among
neighbor access points.

AP loads are balanced

by assigning a ratio to both the 2.4 and 5GHz bands. Balancing radio load by

band ratio allows an administrator to assign a greater weight to radio traffic on either the 2.4 or 5

GHz band.

10 Set the following Band Control values:

Max. Band Load
Difference Considered
Equal

Set a value (between 0 - 100) considered an adequate discrepancy when comparing
2.4 and 5GHz radio band load balances on this access point. The default setting is
10%. Thus, using a default setting of 1% means 1% is considered inconsequential when
comparing 2.4 and 5 GHz load balances on this access point.

Band Ratio (2.4 GHz)

Set a loading ratio (between O - 10) the access point 2.4 GHz radio uses in respect to
radio traffic load on the 2.4 GHz band. This allows an administrator to weight client
traffic load if wishing to prioritize client traffic load on the 2.4 GHz radio band. The
higher this value is set, the greater the weight assigned to radio traffic load on the 2.4
GHz radio band. The default setting is 1.

Band Ratio (5 GHz)

Set a loading ratio (between O - 10) the access point 5 GHz radio uses in respect to
radio traffic load on the 5 GHz band. This allows an administrator to weight client
traffic load if wishing to prioritize client traffic load on the 5 GHz radio band. The
higher this value is set, the greater the weight assigned to radio traffic load on the 5
GHz radio band. The default setting is 1.

5 GHz load at which
both bands enabled

Set a load percentage (between O - 100) that enables the other band (2.4 GHz) to
share load with the current band.

2.4 GHz load at which
both bands enabled

Set a load percentage (between O - 100) that enables the other band (5 GHz) to
share load with the current band.

Define the following N

eighbor Selection settings:

Minimal signal strength
for common clients

Set the minimum signal strength require to learn about neighbors from clients that
are common with the neighbor access point.

Minimum number of
clients seen

Set the minimum number of common clients seen before the neighbor is learned.
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Max confirmed
neighbors

Set the maximum number of learned neighbors stored at this device.

Minimum signal
strength for smart-rf
neighbors

Set the minimum signal strength of neighbor devices that are learned through Smart
RF before being recognized as neighbors.

Set the following Advanced parameters in the Channel Load Balancing section:

Max. 2.4 GHz
Difference Considered
Equal

Set a value (between O - 100) considered an adequate discrepancy when comparing
2.4 GHz load between APs load and load on this access point. The default setting is
1%. Thus, using a default setting of 1% means 1% is considered inconsequential when
comparing load balances between access points.

Min. Value to Trigger
2.4 Ghz Channel
Balancing

Define a threshold (between 1-100) the access point uses (when exceeded) to
initiate access point load balancing in the 2.4GHz radio band. Set this value higher
when wishing to keep radio traffic within the current access point. The default is 70%.

Weightage given to
Client Count

Assign a weight (between 0 - 100) the access point uses to prioritize 2.4 and 5 GHz
radio client count in the overall 2.4 and 5GHZ radio load calculation. Increase this
value if this access point is intended to support numerous clients and their
throughput is interpreted as secondary to maintaining client association. The default
setting is 90%.

Weightage given to
Throughput

Assign a weight (between O - 100) the access point uses to prioritize 2.4 and 5 GHz
radio throughput in the overall access point load calculation. Increase this value if
throughput and radio performance are considered mission critical within the access
point managed network. The default setting is 10%.

Max. 5 GHz Difference
Considered Equal

Set a value (between 0 - 100) considered an adequate discrepancy when comparing
5 GHz load between APs load and load on this access point. The default setting is 1%.
Thus, using a default setting of 1% means 1% is considered inconsequential when
comparing load balances between access points.

Min. Value to Trigger 5
Ghz Channel Balancing

Define a threshold (between 1-100) the access point uses (when exceeded) to
initiate access point load balancing in the 5GHz radio band. Set this value higher
when wishing to keep radio traffic within the current access point. The default is 70%.

Weightage given to
Client Count

Assign a weight (between 0 - 100) the access point uses to prioritize 2.4 and 5 GHz
radio client count in the overall 2.4 and 5GHZ radio load calculation. Increase this
value if this access point is intended to support numerous clients and their
throughput is interpreted as secondary to maintaining client association. The default
setting is 90%.

Weightage given to
Throughput

Assign a weight (between 0 - 100) the access point uses to prioritize 2.4 and 5 GHz
radio throughput in the overall access point load calculation. Assign this value higher
if throughput and radio performance are considered mission critical within the access
point managed network. The default setting is 10%.

Define the following A

P Load Balancing settings:

Min. Value to Trigger
Load Balancing

Set the access point radio threshold value (from O - 100%) used to initiate load
balancing across other access point radios. When this radio load exceeds the defined
threshold, load balancing is initiated. The default is 70%.

Max. AP Load
Difference Considered
Equal

Set a value (between 0 - 100) considered an adequate discrepancy when comparing
access point radio load balances. The default setting is 1%. Thus, using a default
setting of 1% means 1% is considered inconsequential when comparing access point

radio load balances.
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Weightage given to Assign a weight (between O - 100) the access point uses to prioritize 2.4 and 5 GHz
Client Count radio client count in the overall 2.4 and 5GHZ radio load calculation. Increase this
value if this access point is intended to support numerous clients and their
throughput is interpreted as secondary to maintaining client association. The default
setting is 90%.

Weightage given to Assign a weight (between 0 - 100) the access point uses to prioritize throughput in
Throughout the access point load calculation. Increase this value if throughput and radio
performance are considered mission critical within the access point managed
network. The default setting is 10%.

14 Click OK to save the changes made to the profile’s advanced client load balance configuration

Click Reset to revert to the last saved configuration.

Settings Configuration

MINT provides the means to secure profile communications at the transport layer. Using MiNT, a device
can be configured to only communicate with other authorized (MIiNT enabled) devices. Keys can also be
generated externally using any application (like openssl). These keys must be present on the device
managing the domain for key signing to be integrated with the Ul. A device needing to communicate
with another first negotiates a security context with that device.

The security context contains the transient keys used for encryption and authentication. A secure
network requires users to know about certificates and PKI. However, administrators do not need to
define security parameters for Access Points to be adopted (secure WISPe being an exception, but that
isn't a commonly used feature). Also, users can replace any device on the network or move devices
around and they continue to work. Default security parameters for MiNT are such that these scenarios
continue to function as expected, with minimal user intervention required only when a new network is
deployed

To define or override a profile’'s MiNT configuration:

1 Go to Configuration — Devices — System Profiles.

A list of default and user-created profiles is displayed.
2 Select a target profile from the displayed list.

The selected profile's configuration menu is displayed.
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3 Expand Advanced tab and select MiNT Protocol.
The Settings tab displays by default.
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Figure 118: Advanced Profile Overrides MiINT Screen - Settings Tab

4 Refer to the Area Identifier field to define or override the Level 1and Level 2 Area IDs used by the
profile’s MIiNT configuration.

Level 1 Area ID

Select this option to enable a spinner control for setting the Level 1 Area ID from 1 -
16,777,215. The default value is disabled. Alternatively, provide an alias by selecting
the Alias option and adding the alias name to this field.
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5 Define or override the following Priority Adjustments settings in respect to devices supported by

the profile:
Designated IS Priority | Use the spinner control to set a Designated IS Priority Adjustment setting from -255 -
Adjustment +255. This is the value added to the base level DIS priority to influence the
Designated IS (DIS) election. A value of +1 or greater increases DISiness. The default
setting is O.

6 Select the Latency of Routing Recalculation option, in the Shortest Path First (SPF) field, to enable
the spinner control used for defining or overriding a latency period (from O - 60 seconds).

The option is disabled by default.
7 Define or override the following MiNT Link Settings in respect to devices supported by the profile:

MLCP IP Select this option to enable MLCP (MINT Link Creation Protocol) by IP Address. MLCP
is used to create a UDP/IP link from the device to a neighbor.
The neighboring device can be another AP.

MLCP IPv6 Select this option to enable MiNT Link Creation Protocol (MLCP) by IPv6 Address.
MLCP by IPv6 is used to create one UDP/IP link from the device to a neighbor. The
neighboring device does not need to be a virtual controller; it can be an standalone
access point.

MLCP VLAN Select this option to enable MiINT MLCP by VLAN. MLCP is used to create one VLAN
link from the device to a neighbor.
The neighboring device can be another AP.

Tunnel MiNT across Select this option to tunnel MiNT protocol packets across an extended VLAN. This
extended VLAN setting is disabled by default.

8 Select Tunnel Controller Load Balancing (Level 1) to enable load balancing through a WLAN tunnel
controller.

This setting is disabled by default.
9 Select Inter Tunnel Bridging (Level 2) to enable inter tunnel bridging.

This setting is disabled by default.

10 Enter a 64-character maximum Tunnel Controller Name for this tunneled-WLAN-controller
interface.

11 Define the group name of clustered tunnel controllers in the Preferred Tunnel Controller Name field.
12 Click OK to save the changes made to the MINT protocol configuration.

Click Reset to revert to the last saved configuration.
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IP Configuration

1 Select the IP tab to display the link IP network address information shared by the devices managed

by the MINT configuration.

@ Level
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Figure 119: Advanced Profile Overrides MINT Screen - IP Tab

2 Review the existing MINT IP settings. The IP tab displays the IP address, Routing Level, Listening
Link, Port, Forced Link, Link Cost, Hello Packet Interval, Adjacency Hold Time, IPSec Secure, and
IPSec GW information that managed devices use to communicate securely with each other.
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3 Click Add to create a new link IP configuration or Edit to override an existing configuration.
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Figure 120: Advanced Profile Overrides MIiNT Screen - Add IP MiNT Link

4 Set the following Link IP parameters for the MiNT network address configuration:

P Define or override the IP address used by peer access points for interoperation when
supporting the MiNT protocol.

Port To specify a custom port for MiNT links, select this option and use the spinner control
to define or override the port number from 1- 65,535.

Routing Level Define or override a routing level of either 1 or 2.

Listening Link Specify a listening link of either O or 1. UDP/IP links can be created by configuring a

matching pair of links, one on each end point. However, that is error prone and does
not scale. So UDP/IP links can also listen (in the TCP sense), and dynamically create
connected UDP/IP links when contacted.

Forced Link Select this option to specify the MINT link as a forced link. This setting is disabled by
default.
Link Cost Define or override a link cost from 1-10,000. The default value is 100.

Hello Packet Interval Set or override an interval in either seconds (1-120) or minutes (1- 2) for the
transmission of hello packets. The default interval is 15 seconds.

Adjacency Hold Time | Set or override a hold time interval in either seconds (2 - 600) or minutes (1 - 10) for
the transmission of hello packets. The default interval is 46 seconds.
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IPSec Secure

Select this option to use a secure link for IPSec traffic. This setting is disabled by
default. When this option is enabled, both the header and the traffic payload are
encrypted.

IPSec GW

Define either an IP address or hostname for the IPSec gateway.

5 Click OK to save the changes made to the MiNT protocol network address configuration.

Click Reset to revert to the last saved configuration.

VLAN Configuration

1 Select the VLAN tab to display the link IP VLAN information shared by the access points managed
by the MINT configuration.

Settings IP W EUS Rate Limits
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Figure 121: Advanced Profile Overrides MiINT Screen - VLAN Tab

2 Review existing VLAN configuration.

The VLAN tab displays the VLAN, Routing Level, Link Cost, Hello Packet Interval, and Adjacency
Hold Time managed devices use to communicate securely with each another.
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3 Click Add to create a new VLAN link configuration or Edit to override an existing configuration.

Note

‘ If creating a mesh link between two access points in Standalone AP mode, you'll need to
- | ensurea VLAN is available to provide the necessary MiNT link between the two
Standalone APs.

.
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Figure 122: Advanced Profile Overrides MINT Screen - Add/Edit VLAN

4 Set the following VLAN parameters for the MiNT configuration:

VLAN Define a VLAN ID from 1- 4094 used by peer controllers for interoperation when
supporting the MiNT protocol

Routing Level Define or override a routing level of either 1 or 2.

Link Cost Use the spinner control to define or override a link cost from 1-10,000. The default
value is 10.

Hello Packet Interval Set or override an interval in either seconds (1 -120) or minutes (1 - 2) for the
transmission of hello packets. The default interval is 4 seconds.

Adjacency Hold Time | Set or override a hold time interval in either seconds (2 - 600) or minutes (1-10) for
the transmission of hello packets. The default interval is 13 seconds.

5 Click OK to save the changes made to the MiNT protocol configuration.

Click Reset to revert to the last saved configuration.
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Rate Limit Configuration

1

Select the Rate Limits tab.

setings 1P VLN
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Figure 123: Advanced Profile Overrides MiIiNT Screen - Rate Limits Tab

Review existing Rate Limit configuration details.

The Rate Limits tab displays the Protocol, Level, Link Type, VLAN, IP, Port, Rate, Max Burst Size,
Background, Best-Effort, Video, and Voice rate limiting parameters for each of the configured
devices.

Excessive traffic can cause performance issues on an extended VLAN. Excessive traffic can be
caused by numerous sources including network loops, faulty devices, or malicious software such as a
worm or virus that has infected on one or more devices. Rate limiting reduces the maximum rate
sent or received per wireless client. It prevents any single user from overwhelming the wireless
network. It can also provide differential service for service providers. Uplink and downlink rate limits
are usually configured on a RADIUS server using vendor specific attributes. Rate limits are extracted
from the RADIUS server’s response. When such attributes are not present, the settings defined on
the controller, service platform, or access point are applied. An administrator can set separate QoS
rate limit configurations for data types transmitted from the network (upstream) and data
transmitted from a wireless clients back to associated radios (downstream). Existing rate limit
configurations display along with their virtual connection protocols and data traffic QoS
customizations.
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3 Click Add to create a new MiINT rate limiting configuration or Edit to override an existing
configuration.
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Figure 124: Advanced Profile Overrides MiNT Screen - Add/Edit Rate Limit

4 Set the following Rate Limits to complete the MINT configuration:

Level Select level2 to apply rate limiting for all links on level 2.

Protocol Select eithermlep or 1ink as this configuration’s rate limit protocol. MiNT
Link Creation Protocol (MLCP) creates a UDP/IP link from the device to a
neighbor. The neighboring device does not need to be a controller or service
platform; it can be an access point with a path to the controller or service
platform. Select 1ink to rate limit using statically configured MiNT links.

Link Type Select either VLAN, to configure a rate limit configuration on a specific virtual
LAN, or IP to set rate limits on a static IP address/port configuration.

VLAN When Protocol is set to 1ink and Link Type is set to VLAN, select a virtual
LAN from 1- 4094 to refine the rate limiting configuration to a specific VLAN.

P When Protocol is set to 1ink and Link Type is set to VLAN, enter the IP
address as the network target for rate limiting.
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Port When Protocol is set to 1ink and Link Type is set to VLAN, set the virtual port
(1-65,535) used for rate limiting traffic.
Rate Define a rate limit between 50 - 1,000,000 kbps. This limit constitutes a

threshold for the maximum the number of packets transmitted or received
(from all access categories). Traffic that exceeds the defined rate is dropped and
a log message is generated. The default setting is 5000 kbps.

Max Burst Size

Set the maximum burst size from O - 1024 kb. The smaller the burst, the less
likely the upstream packet transmission will result in congestion for the WLAN’s
client destinations. By trending the typical number of ARP, broadcast, multicast
and unknown unicast packets over a period of time, the average rate for each
access category can be obtained. Once a baseline is obtained, administrators
should add a 10% margin (minimally) to allow for traffic bursts. The default burst
size is 320 kbytes.

Background

Configure the random early detection threshold (as a percentage) for low
priority background traffic. Background packets are dropped and a log message
generated if the rate exceeds the set value. Background traffic consumes the
least bandwidth of any access category, so this value can be set to a lower value
once a general upstream rate is known by the network administrator (using a
time trend analysis). The default setting is 50%.

Best-Effort

Configure the random early detection threshold (as a percentage) for low
priority best effort traffic. Best-effort packets are dropped and a log message
generated if the rate exceeds the set value. Best effort traffic consumes little
bandwidth, so this value can be set to a lower value once a general upstream
rate is known by the network administrator (using a time trend analysis).The
default setting is 50%.

Video

Configure the random early detection threshold (as a percentage) for high
priority video traffic. Video packets are dropped and a log message generated if
the rate exceeds the set value. Video traffic consumes significant bandwidth, so
this value can be set to a higher value once a general upstream rate is known by
the network administrator (using a time trend analysis).The default setting is
25%.

Voice

Configure the random early detection threshold (as a percentage) for high
priority voice traffic. Voice packets are dropped and a log message generated if
the rate exceeds the set value. Voice applications consume significant
bandwidth, so this value can be set to a higher value once a general upstream
rate is known by the network administrator (using a time trend analysis).The
default setting is 0%.

5 Click OK to save the changes made to the MiNT protocol rate limit configuration.

Click Reset to revert to the last saved configuration.

Antenna-id Configuration (AP510e/AP560h Only)

This section describes the antenna-id configuration for the AP510 and AP560 model access point
profiles. However, the antenna-id configuration is applicable only for the AP510e and AP560h APs.

AP510e Antenna-ID Configuration

The ExtremeMobility AP510e access point is a dual-radio access point, with eight, external Wi-Fi
antennas grouped into: group-7 (antenna ports 1to 4) and group-2 (antenna ports 5 to 8). To enable the
AP510e radio, it is mandatory to configure the antenna-id. The antenna-id parameter specifies the
antenna type used in the group-1and/or group-2 antenna ports.
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The AP510e antenna-id configuration depends on the software mode applied on the access point
radios. The following table lists the antenna configurations required for the three different software
modes supported on the AP510e model access point:

Table 5: AP510e: External Antenna Configurations

Antenna Ports

Software Mode 2.4/5G Antennas: 1, 2, | 5G Antennas: 5, 6, 7, 8
3, 4
Mode 1 Dual-band 2.4 GHz/5 GHz None

¢ Radiol: 2.4 GHz WLAN
¢ Radio 2: 5 GHz WLAN

Note: This mode requires only FOUR,
dual-band antennas connected to
ANT sockets 1to 4.

Mode 2 Dual-band 2.4 GHz/5 GHz None

* Radio 1: 2.4/5 GHz Sensor
e Radio 2:5GHz WLAN

Note: This mode requires FOUR,
dual-band antennas connected to
ANT sockets 1to 4, and FOUR, 5G-
band antennas connected to ANT
sockets 5 to 8.

Mode 3 5 GHz 5GHz
e Radio1:5GHz WLAN
e Radio 2: 5 GHz WLAN

Note: Requires FOUR, 5G-band
antennas connected to ANT sockets
1to 4, and FOUR, 5G-band antennas
connected to ANT sockets 5 to 8.

AP560h Antenna-ID Configuration

The ExtremeMobility AP560h access point is a dual-radio access point, with eight, internal Wi-Fi
antennas, supporting two internal antenna modes: 30 degree and 70 degree.

To configure the antenna-id for AP510/AP560 profile:

1 Go to Configuration — Devices — System Profiles.

A list of default and user-created profiles is displayed.
2 Select a target AP510 or AP560 profile from the displayed list.

The selected profile's configuration menu is displayed.
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3 Expand the Advanced menu and select Antenna.

General Antenna External Parameters
Fower -
Antenna ID Group 1 Option ﬂ[ Default v |
Adoption
Antenna ID Group 2 Option Default
Wired 802 1x ﬂl M
» Interface Antenna Internal Parameters
» Network Antenna ID Internal Option ﬂl Default - |
» Security
VRRP

Critical Resources
Services
» Management
v Advanced
Client Load Balancing
MINT Protocol
Antenna

Miscellaneous

Figure 125: Advanced Profile Overrides - Antenna Screen

AP510e antenna-id configuration
4 In the Antenna External Parameters section, configure the following AP510e antenna-id settings:

o Note

~ | This configuration is needed only if the target device-type is AP510e.
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Antenna ID Group 1 Option Use this drop-down menu to configure the antenna type used in the
antenna ports 1to 4 (group-1antennas).

The antenna types supported for 'group-1" and 'group-2' antenna ports
are:ai-dq04360s,ml1-2452-apa2-01, ml-2452-apa2-02,
ml-2452-hpa5-036, ml-2452-hpag4a6-01, ml1-2452-
hpag5a8-01 ml-2452-pna5-01r ml1-2452-pna7-01r,
ml-2452-ptad4m4-036,ml-2452-sec6m4-036 ws-ai-
dg05120.

The default setting is 'Default’, that is no antenna-type associated with
the group-1antenna ports.

Note: Group-1antenna configuration is required for all three software
modes.

Note: Refer to the table above for the supported software modes and
the corresponding antenna configurations required.

Antenna ID Group 2 Option Use this drop-down menu to configure the antenna type used in the
antenna ports 5 to 8 (group-2 antennas).

The antenna types supported for 'group-1" and 'group-2' antenna ports
are:ai-dq04360s,ml1-2452-apa2-01,ml-2452-apa2-02,
ml-2452-hpa5-036,ml-2452-hpag4a6-01, ml1-2452-
hpag5a8-01,ml1-2452-pna5-01r,ml-2452-pna7-01r,
ml-2452-pta4m4-036,ml-2452-sec6m4-036 ws-ai-
dg05120.

The default setting is 'Default’, that is no antenna-type associated with
the group-2 antenna ports.

Note: Group-2 antenna configuration is ONLY required for software
modes 2 & 3.

Note; Refer to the table above for the supported software modes and
the corresponding antenna configurations required.

AP560h antenna-id configuration
5 In the Antenna Internal Parameters section, configure the following AP560h antenna-id settings:

Note
e This option is visible only if the profile-type selected is for AP560. This configuration is
needed only if the target device-type is AP560h

Antenna ID Internal Option Use this drop-down menu to configure the internal antenna mode. The
options are:

e Default - This is the default setting. In the default setting, no
antenna-mode.

* internal-560h-30 - Sets the mode as 30 degree.
* internal-560h-70 - Sets the mode as 70 degree.

6 Click OK to save the changes made to the profile's advanced antenna configuration.

Click Reset to revert to the last saved configuration.
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Miscellaneous Configuration

Refer to the advanced profile’s Miscellaneous menu item to set or override a profile’s NAS configuration.
The profile database on the RADIUS server consists of user profiles for each connected network access
server (NAS) port. Each profile is matched to a username representing a physical port.

Access point LED behavior and RF Domain management can also be defined from the Miscellaneous
screen.

To define or override a profile’s miscellaneous configuration attributes:

1 Go to Configuration — Devices — System Profiles.
A list of default and user-created profiles is displayed.
2 Select a target profile from the displayed list.

The selected profile's configuration menu is displayed.
3 Expand the Advanced menu and select Miscellaneous.

Device RADIUS Authentication Parameters

NAS-Idertifier Attribute @
NAS-Port-Id Attribute i

LEDs (Light Emitting Diodes)

Turn on LEDs @ off (0)
O ®on M
@ Flash Pattern (2)

MeshConnex Parameters

Root Path Monitor Interval @ 30 JSecnnds - [ (1toB5535)

RADIUS Dynamic Authorization

Additional Port @ 3798 Iij (1t0 65,535 ) (Cisco ISE1700)

Figure 126: Advanced Profile Overrides - Miscellaneous Screen

4 Set a NAS-Identifier Attribute up to 253 characters in length.

This is the RADIUS NAS-Identifier attribute that typically identifies where a RADIUS message
originates.
5 Set a NAS-Port-Id Attribute up to 253 characters in length.

This is the RADIUS NAS port ID attribute which identifies the device port where a RADIUS message
originates.
6 Select Turn on LEDs to enable an adopted access point’s LEDs.

This feature is enabled by default.
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7 Select Flash Pattern(2) to enable the access point to blink in a manner different from its operational
LED behavior.

Enabling this option allows an administrator to validate that the access point has received its
configuration from its managing controller during staging. In the staging process, the administrator
adopts the access point to a staging controller to get an initial configuration before the access point
is deployed at its intended location. Once the access point has received its initial configuration, its
LED blinks in a unique pattern to indicate the initial configuration is complete.

8 Use the drop-down menu to configure the access point’'s Meshpoint Behavior.
This field configures the access point’s mobility behavior. The default is External (fixed),
which means that the mesh point is fixed. The value vehicle-mounted means that the mesh
point is mobile. This feature is available only on an AP 7161 model access point.

9 Select Capable, in the RF Domain Manager section, to designate this specific device as being the RF
Domain manager for a particular RF Domain.
The default value is enabled.

10 Select Priority, in the RF Domain Manager section, to set a priority value for this specific profile
managed device. O
Once enabled, use the spinner control to set a device priority between 1- 255. The higher the
number you select, the higher the priority in the RF Domain manager election process.

11 Use Root Path Monitor Interval to configure the interval to monitor the path to the root node.

12 Set the Additional Port value, in the RADIUS Dynamic Authorization section, to enable a Cisco ISE
(Identity Services Engine) (AAA) (Authentication, Authorization and Accounting) server to
dynamically authenticate a client.

Set this value to 1700. The allowed port range is 1to 65,535.

When a client device requests access to the network, the Cisco ISE RADIUS server presents the
client with a URL where a device’s compliance is checked for definition file validity (this form of file
validity checking is called posture). The check verifies, for example, that the device's anti-virus or
anti-spyware software is valid. If the device complies, it is allowed access to the network.

13 Click OK to save the changes made to the profile’'s advanced miscellaneous configuration.
Click Reset to revert to the last saved configuration.

Managing Virtual Controllers

Access points set to function as Standalone APs can be re-defined as Virtual Controllers as required,
and Virtual Controllers can reverted back to Standalone APs. Consider setting the access point to a
Virtual Controller when more than one access points (of the same model) are deployed are require
management from a centralized access point. Up to 64 Dependent mode access points can be
connected to, and managed by, a single Virtual Controller AP of the same model.

Note

If designating the access point as a Standalone AP, it is recommended that the access point’s

0 Ul be used exclusively to define its device configuration, and not the CLI. The CLI provides the
ability to define more than one profile, while the Ul only provides one per access point model.
Consequently, the two interfaces cannot be used collectively to manage profiles without an
administrator encountering problems.
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Note

The recommended way to administer a network populated by numerous access points is to
e configure them directly from the designated Virtual Controller AP. If an access point’s

configuration requires an exception from the Virtual Controller AP’s assigned profile

configuration the administrator should apply a Device Override to change just that access

point’s configuration.

Note
0 The WING 7.1.X AP505, AP510 and AP560 model access points can be deployed as virtual
controllers. However, heterogeneous adoption is not supported.

To define a Standalone AP as a Virtual Controller AP:

1 Select Configuration — Devices — Virtual Controller.

Virtual Controller (2]
System Name @) | Device Set as Virtual Controller AP

ap8432-070235 T74-67-F7-07-02-35 X

Type to search in tables Row Count. 1

Figure 127: Virtual Controller Screen

2 This Virtual Controller screen lists all peer access points within this Virtual Controller’s radio coverage
area. Each listed access point is listed by its assigned System Name, MAC Address and Virtual
Controller designation.
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3 Either select an access point from those displayed and select Edit, or use the device browser in the
lower left-hand side of the Ul to select an access point.

Device 74-67-F7-07-02-35 (7]

Virtual Controller

Virtual Controller

Set as Virtual Controlier AP [1] J

Auto Provisioning Rule

Adopt Unknow n APs Automatic ally ﬂLﬂ I (Applicable only f APis configured as Virtual Controlier)

Figure 128: Managing Virtual Controller - AP Designation Screen

4 Select the Set as Virtual Controller AP radio button to change the selected access point’s
designation from Standalone to Virtual Controller AP. Remember, only one Virtual Controller can
manage (up to) 64 access points of the same model. Thus, an administrator should take care to
change the designation of a Virtual Controller AP to Standalone AP to compensate for a new Virtual
Controller AP designation.

5 Click OK to save the changes.

Click Reset to revert to the last saved configuration. Select Delete to remove obsolete rows as
needed.

Device Overrides

Devices within the access point managed network can have an override configuration defined and
applied. New devices can also have an override configuration defined and applied once.

Note

The best way to administer a network populated by numerous access points is to configure
them directly from the designated Virtual Controller AP. If an access point’s configuration

@ requires an exception from the Virtual Controller AP’s assigned profile configuration the
administrator should apply a Device Override to change just that access point’s configuration.
For more information on access point’s Virtual Controller AP assigned configuration profile,
see System Profile Configuration on page 72.

Refer to the following configuration overrides, applicable to devices within a access point managed
network:

e Basic Configuration on page 305
e Certificates Configuration on page 307
e Wired 802.1x Configuration on page 324
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e RF Domain Overrides on page 326
e Device Profile Overrides on page 329

Basic Configuration

Applying a basic configuration override to a device entails changing (overriding) the device’s system
name, deployment area, building floor and system clock.

When a device is initially deployed, it requires several basic configuration parameters be set and its
deployment location defined. Additionally, the number of permitted licenses needs to be accessed to
determine whether new devices can be adopted (if in Virtual Controller AP mode).

To override a managed device’s basic configuration:

1 Go to Configuration — Devices — Device Overrides.

The Device Overrides screen displays. This screen lists devices within the managed network.

Access Point for version 7.2.1 / 305



Device Configuration

2 Select an access point.

The selected access point's configuration menu displays, with the Basic configuration screen
selected by default.

Configuration
System Name @ ap8432-070235
Lattude Coordinate (-90.0000 - 90.0000)
Longitude Coordinate (-180.0000 - 180.0000)
Location
Area 1]
Floor I
Profile
Frofile Name IGETauI-l-aDEAEE v
Device Overrides

| @ Cear Overrides |

Set Clock

Device Time 2018-08-17 06:11:55 UTC  Refrash

New Time & 1 & :| 0 4-:- ® am O P

Update Clock

1 Setting the clock may logout the current session

oK Reset | |t

Figure 129: Device Overrides - Basic Configuration Screen

3 In the Configuration field, set the following settings for the selected device:

System Name Provide the selected device a system name up to 64 characters in length. This is
the device name that appears within the RF Domain or Profile the access point
supports and is identified by.

Latitude Coordinate Optionally provide the latitude coordinate where the device is located. The valid
value for this field is in the range -90.0000 degrees to +90.0000 degrees.
When provided, this enables the device to be mapped on the geolocation map.

Longitude Coordinate Optionally provide the longitude coordinate where the device is located. The
valid value for this field is in the range -180.0000 degrees to +180.0000
degrees. When provided, this enables the device to be mapped on the
geolocation map.
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4 In the Location field, set the following device deployment related information:

Area Assign the access point an Area representative of the location the access
point is physically deployed. The name cannot exceed 64 characters.
Assigning an area is helpful when grouping access points in profiles, as access
points in the same physical deployment location may need to share specific
configuration parameters in respect to radio transmission and interference
requirements specific to that location.

Floor Assign the target access point a building Floor name representative of the
location the access point was physically deployed. The name cannot exceed
64 characters. Assigning a building floor name is helpful when grouping
devices in profiles, as devices on the same physical building floor may need to
share specific configuration parameters in respect to radio transmission and
interference requirements specific to that location.

5 In the Profile field, use the Profile Name drop-down menu to override the profile applied to the
device.

6 Refer to the Device Overrides field to assess whether overrides have been applied to the device’s
configuration.
Use the Clear Overrides button to clear all device overrides and reset the configuration to its default
values.
7 In the Set Clock field, update the system time if needed.
a Refer to the Device Time parameter to assess the device’s current time.
If the device’s time has not been set, the device time is displayed as unavailable. Select Refresh
to update the device’s system time.
b Use the New Time parameter to set the calendar day, hour and minute. Use the AM and PM

radio buttons to refine whether the updated time is for the AM or PM respectively. This time can
be synchronized with the use of an external NTP resource.

¢ Click Update Clock to commit the updated time to the device.
8 Click OK to save the basic configuration changes.

Click Reset to revert to the last saved configuration.

Certificates Configuration

A certificate links identity information with a public key enclosed in the certificate.

A CA (certificate authority) is a network authority that issues and manages security credentials and
public keys for message encryption. The CA signs all digital certificates it issues with its own private key.
The corresponding public key is contained within the certificate and is called a CA certificate. A browser
must contain this CA certificate in its Trusted Root Library so it can trust certificates signed by the CA's
private key.

Depending on the public key infrastructure, the digital certificate includes the owner's public key, the
certificate expiration date, the owner's name and other public key owner information.

Each certificate is digitally signed by a trustpoint. The trustpoint signing the certificate can be a
certificate authority, corporation or individual. A trustpoint represents a CA/identity pair containing the
identity of the CA, CA-specific configuration parameters, and an association with an enrolled identity
certificate.
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SSH keys are a pair of cryptographic keys used to authenticate users instead of, or in addition to, a
username/password. One key is private and the other is public key. SSH (Secure Shell) public key
authentication can be used by a client to access resources, if properly configured. A RSA key pair must
be generated on the client. The public portion of the key pair resides with the licensed device, while the
private portion remains on the client.

The certificate configuration used by an access point managed device can be changed (overridden) as
changes in security credentials require modification in the management of the device.

To override a managed device’s certificate configuration:

1 Go to Configuration — Devices — Device Overrides.

The Device Overrides screen displays. This screen lists devices within the managed network.
2 Select an access point.

The selected access point's configuration menu displays, with the Basic configuration screen
selected by default.
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3 Select Certificates.
The certificates configuration screen displays.

Management Security
SSH RSA Key Fendng @
“R‘toreﬂ .
> ® |gefault_rsa_key v L Mhhﬂaﬁj
RADIUS Security
RADIUS Certificate Authorty LDARS ~ Pending @,
I"'S.tonr}c! & s S ’
Radius Server LDAPS Trustpoint Pending ':_E*J

i ] 2
Sored i@ gefault-iustpoint v | | Launch Manager |

CMF Certificate
Authentic ate Operator Certificate Fending @
'l"stor&d ) - TR
@ Information

"Pending” Trustpoints and RSA Keys have not been verified to exist on the device

Figure 130: Device Overrides - Certificates Configuration Screen

4 In the Management Security field, set the following configurations:

HTTPS Trustpoint Either use the default-trustpoint or select the Stored radio button to enable a
drop-down menu where an existing certificate/trustpoint can be leveraged. To
leverage an existing device certificate for use with this target device, select the
Launch Manager button. For more information, see Manage Certificates on page
310.

SSH RSA Key Either use the default_rsa_key or select the Stored radio button to enable a
drop-down menu where an existing certificate can be leveraged. To leverage an
existing key, select the Launch Manager button. For more information, see RSA
Key Management on page 315.
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5 Set the RADIUS Security certificate configuration. Select the Stored radio button to enable a drop-
down menu where an existing certificate/trustpoint can be leveraged. To leverage an existing device
certificate for use with this target device, select the Launch Manager button.

Pending trustpoints and RSA keys are typically not verified as existing on a device.

RADIUS Certificate Authority

Either use the default-trustpoint or select the Stored radio button to enable a
drop-down menu where an existing certificate can be leveraged. To leverage
an existing certificate, select the Launch Manager button.

RADIUS Server Certificate

Either use the default-trustpoint or select the Stored radio button to enable a
drop-down menu where an existing certificate/trustpoint can be used. To
leverage an existing trustpoint, select the Launch Manager button.

RADIUS Certificate Authority
LDAPS

Either use the LDAP server default-trustpoint or select the Stored radio
button to enable a drop-down menu where an existing certificate can be
leveraged. To leverage an existing certificate, select the Launch Manager
button.

RADIUS Server LDAPS
Trustpoints

Either use the LDAP server default-trustpoint or select the Stored radio
button to enable a drop-down menu where an existing certificate/trustpoint
can be used. To leverage an existing trustpoint, select the Launch Manager
button.

6 in the CMP Certificate field, use the Authenticate Operator Certificate to validate the operator’s
cross-certificate with the existing vendor certificate installed on the device.

Use the Launch Manager to view more information on the installed vendor certificates. For more
information on managing vendor certificates, seeCrypto CMP Policy on page 703.

7 Select OK to save the changes made to the certificate configurations.

Selecting Reset reverts the screen to its last saved configuration.

For more information on the certification activities, refer to the following:

e Manage Certificates on page 310

e RSA Key Management on page 315

e Certificate Creation on page 320

e (Generating a Certificate Signing Request on page 322

Manage Certificates

If you do not want to use an existing certificate or key with a selected device, an existing stored
certificate can be leveraged from a different device. Device certificates can be imported and exported to
a secure remote location for archive and retrieval as required for application to other devices.

To configure trustpoints for use with certificates:
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1 Select Launch Manager from the SSH RSA Key section.

The Certificate Management screen displays, with the Manage Certificates tab selected by default.

This screen displays all existing trustpoints.

Manage Certficates [BURT.C0 B - Create Certificste  Create CSR

| Manage Certificates
All Cortilicates Datnils | Cartiticate Dataits
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Figure 131: Certificate Management - Manage Certificates Screen

2 Select a device from amongst those displayed to review its certificate information.

Refer to Certificate Details field to review the certificate’s properties, self-signed credentials, validity

period and CA information.
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3 To optionally import a certificate, select the Import button from the Certificate Management screen.

The import trustpoint window displays.

Import New Trustpeint o

) Import @

) Import ca O

) Import CRL @

() Import Signed Cert @
Trustpoint Mame

Location of Trustpoint

(®) From Metwork

Protocal ftp - Port |24 5 Basic
Host o, o, 0.0 IP Address v|
Il=er Mame
Pazsweard
PathiFile
l Ik, H Cancel

Figure 132: Import New Trustpoint Window

4  Define the following configuration parameters required to import the trustpoint:

Import Select the type of Trustpoint to import. The following Trustpoints can be

imported:

e Import - Select to import any trustpoint.

e |mport CA - Select to import a Certificate Authority (CA)
certificate on to the access point.

e |mport CRL - Select to import a CRL (Certificate Revocation
List), CRLs are used to identify and remove those installed
certificates that have been revoked or are no longer valid.

e |Import Signed Cert - Select to import a self signed certificate.

Trustpoint Name Enter the 32 character maximum name assigned to the target trustpoint.
The trustpoint signing the certificate can be a certificate authority,
corporation or individual.

A CAis a network authority that issues and manages security credentials and public keys for
message encryption. The CA signs all digital certificates it issues with its own private key. The
corresponding public key is contained within the certificate and is called a CA certificate.

If a certificate displays within the Certificate Management screen with a CRL, that CRL can be
imported. A CRL (certificate revocation list) is a list of revoked certificates, or certificates no longer
valid. A certificate can be revoked if the CA improperly issued a certificate, or if a private key is
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compromised. The most common reason for revocation is the user no longer being in sole

possession of the private key.

Signed certificates (or root certificates) avoid the use of public or private CAs. A self-signed
certificate is an identity certificate signed by its own creator, thus the certificate creator also signs off
on its legitimacy. The lack of mistakes or corruption in the issuance of self signed certificates is

central.

5 Define the following configuration to import the Trustpoint from a location on the network. To do so,
select From Network and provide the following information.

URL Provide the complete URL to the location of the trustpoint. This option is
available by default. Click the Advanced link next to this field to display more
fields to provide detailed trustpoint location information. This option is only
available when the Basic link is clicked.

Protocol If using Advanced settings, select the protocol used for importing the target
trustpoint. Available options include:

e tftp

e ftp

e sftp

e http
o cf

e usbl
e ush?
* usb3
* ush4

Port If using Advanced settings, use the spinner control to set the port. This
option is not valid for cf, usbl, usb2, usb3 and usb4.

Host If using Advanced settings, provide the hostname of the server used to
import the trustpoint. Select IPv4 Address or IPv6 Address to provide the IP
address of a host device appropriately. This option is not valid for cf, usb],
usb2, usb3 and usb4.

Username/Password These fields are enabled if using ftp or sftp protocols. Specify the username
and the password for that username to access the remote servers using these
protocols.

Path/File If using Advanced settings, specify the path to the trustpoint. Enter the
complete path to the file on the server.

6 Select the Cut and Paste option to paste the trustpoint information in text. When this option is
selected, the text box next to it is enabled. Paste the trustpoint details into the text box. This option
is only available when Import CA, Import CRL or Import Signed Cert is selected.

7 Select OK to import the defined trustpoint.

Select Cancel to revert the screen to its last saved configuration.
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8 To optionally export a trustpoint to a remote location, select the Export button.

Once a certificate has been generated on the authentication server, export the self-signed certificate.

A digital CA certificate is different from a self-signed certificate. The CA certificate contains the
public and private key pairs. The self certificate only contains a public key. Export the self certificate
for publication on a Web server or file server for certificate deployment or export it in to an Active

Directory Group Policy for automatic root-certificate deployment.

Additionally export the key to a redundant RADIUS server so it can be imported without generating
a second key. If there are more than one RADIUS authentication servers, export the certificate and

do not generate a second key unless you want to deploy two root certificates.

The Export Trustpoint screen displays.

Export Trustpoint ©

Trustpoint Details

Truztpoirt Mame defautt-trustpoirt

Export Location
(™) To Metwirk
Protocal ftp *

Port | EI Basic

Hiost o, o, o, 0 IPvd Address v|

Uzer Mame

Pazsward

PathiFile

Ik ] l Cancel

Figure 133: Export Trustpoint Window

9 Define the following configuration parameters to export a trustpoint:

Trustpoint Name

Enter the 32 character maximum name assigned to the target trustpoint.
The trustpoint signing the certificate can be a certificate authority,
corporation or individual.

URL

Provide the complete URL to the location of the trustpoint. If needed, select
Advanced to expand the dialog to display network address information to
the location of the target trustpoint. The number of additional fields that
populate the screen is dependent on the selected protocol. This option is
only available when the Basic link is clicked.
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Protocol Select the protocol used for exporting the target trustpoint. Available
options include:
o tftp
e ftp
e sftp
e http
o (f
e usbl
e usb?

* usb3
* ushb4

Port If using Advanced settings, use the spinner control to set the port. This
option is not valid for cf, usbl, usb2, usb3 and usb4.

Host If using Advanced settings, provide the hostname of the server used to
export the trustpoint. Select IPv4 Address or IPv6 Address to provide the
IP address of a host device appropriately. This option is not valid for cf, usb],
usb2, usb3 and usb4.

Username/Password These fields are enabled if using ftp or sftp protocols,. Specify the username
and the password for that username to access the remote servers using
these protocols.

Path/File If using Advanced settings, specify the path to the trustpoint. Enter the
complete relative path to the file on the server.

10 Select OK to export the defined trustpoint.

Select Cancel to revert the screen to its last saved configuration.

To optionally delete a trustpoint, select the Delete button from within the Certificate Management
screen. Provide the trustpoint name within the Delete Trustpoint screen and optionally select the
Delete RSA Key option to remove the RSA key along with the trustpoint. Select OK to proceed with
the deletion, or Cancel to revert to the Certificate Management screen.

RSA Key Management

Refer to the RSA Keys screen to review existing RSA key configurations applied to managed devices. If
an existing key does not meet the needs of a pending certificate request, generate a new key or import
or export an existing key to and from a remote location.

RSA (Rivest, Shamir, and Adleman) is an algorithm for public key cryptography. It is an algorithm that
can be used for certificate signing and encryption. When a device trustpoint is created, the RSA key is
the private key used with the trustpoint.

To review existing device RSA key configurations, generate additional keys or import/export keys to and

from remote locations:

1 Click the Launch Manager button.

The Certificate Management screen displays, with the Manage Certificates tab selected by default.
This screen displays all existing trustpoints.
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2 Click RSA Keys.

The RSA Keys management screen displays.

REA Keys ' )
Al Cartificates Details

RSA Harme Size (Kb RS Public Hey
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REA Name detmut_res_ ey
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ELMNIDnG 2 aphng "Shi Tl 4pMS Bl bR EDr ToMTIEH ACo 3 TH R MR NI Td
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Figure 134: Certificate Management - RSA Keys Screen

3 Select a listed device to review its current RSA key configuration.

Each key can have its size and character syntax displayed. Once reviewed, optionally generate a new
RSA key, import a key from a selected device, export a key to a remote location or delete a key from
a selected device.
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4 Select the Generate Key button to create a new key.

The generate RSA key window displays.

Generate RSA Key (2]
R3A Key Details
key Mame o
Key Size ® 2048 (bits)@ 4096 (bits)
| |
o] Cancel v

Figure 135: Generate RSA Key Window

5 Define the following configuration parameters required to generate a key:

Key Name Enter the 32 character maximum name assigned to the RSA key.

Key Size Use the spinner control to set the size of the key (from 2,048 or 4096 bits). It
is recommended leaving this value at the default setting of 2048 to ensure
optimum functionality.

6 Select OK to generate the RSA key.
Select Cancel to revert the screen to its last saved configuration.
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7 To optionally import a CA certificate, select the Import button from the RSA Keys screen.

The import RSA Key window displays.

Import New RSA Key o

RSA Key Details

Wey Mame

Key Pazsphrase

Location of RSA Key
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Hiost
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Figure 136: Import New RSA Key Window

8 Define the following configuration parameters required to import a RSA key:

Key Name

Enter the 32 character maximum name assigned to the RSA key.

Key PassPhrase

Define the key used by both the access point and the server (or repository)
of the target RSA key. Select the Show option to expose the actual
characters used in the passphrase. Leaving the Show option unselected
displays the passphrase as a series of asterisks “*”.

URL

Provide the complete URL to the location of the RSA key. This option is only
available when the Basic link is clicked.

Protocol

If using Advanced settings, select the protocol used for importing the
target trustpoint. Available options include:
e tftp

e fip

e sftp

e Nhttp

e cf

e usbl

e usbh?

* Uusb3

* usb4
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Port

If selecting Advanced, use the spinner control to set the port. This option is
not valid for ¢f, usbl, usb2, usb3 and usb4.

Host

If selecting Advanced, provide the hostname of the server used to import
the RSA key. Select IPv4 Address or IPve Address to provide the IP address
of a host device appropriately. This option is not valid for cf, usbl, usb2, usb3
and usb4.

Username/Password

These fields are enabled if using ftp or sftp protocols,. Specify the username
and the password for that username to access the remote servers using
these protocols.

Path/File

If selecting Advanced, specify the path to the RSA key. Enter the complete
relative path to the key on the server.

9 Select OK to import the defined RSA key.

Select Cancel to revert the screen to its last saved configuration.
10 To optionally export a RSA key to a remote location, select the Export button from the RSA Keys

Screen.

Export the key to a RADIUS server so it can be imported without generating a second key. If there
are more than one RADIUS authentication server, export the certificate and do not generate a
second key unless you want to deploy two root certificates.

The export RSA Keys window displays.

Export RSA Key
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Figure 137: Export RSA Keys Window

Access Point for version 7.2.1

/ 319



Device Configuration

11 Define the following configuration parameters required to export a RSA key:

Key Name Enter the 32 character maximum name assigned to the RSA key.

Key Passphrase Define the key passphrase used by both the access point and the server.
Select the Show option to expose the actual characters used in the
passphrase. Leaving the Show option unselected displays the passphrase
as a series of asterisks “*”.

URL Provide the complete URL to the location of the key. This option is only
available when the Basic link is clicked.

Protocol If using Advanced settings, select the protocol used for importing the
target trustpoint. Available options include:
e tftp

e ftp

e sftp

e http

e cf

e usbl

e ush?

* usb3

* ush4

Port If selecting Advanced, use the spinner control to set the port. This option
is not valid for cf, usbl, usb2, usb3 and usb4.

Host If selecting Advanced, provide the hostname of the server used to
import the RSA key. Select IPv4 Address or IPv6 Address to provide the
IP address of a host device appropriately. This option is not valid for cf,
usbl, usb2, usb3 and usb4.

Username/Password These fields are enabled if using ftp or sftp protocols,. Specify the
username and the password for that username to access the remote
servers using these protocols.

Path/File If selecting Advanced, specify