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Introduction to the ExtremeXOS® User Guide

Conventions on page 5
Related Publications on page 8
Send Feedback on page 8
Help and Support on page 9

This guide is intended for use by network administrators who are responsible for installing and setting
up network equipment. In addition to comprehensive conceptual information about each feature of our
software, you will also find detailed configuration material, helpful examples, and troubleshooting
information. Also included are supported platforms and recommended best practices for optimal
software performance.

uid Note
a If the information in the release notes shipped with your switch differs from the information in
this guide, follow the release notes.

Conventions

To help you better understand the information presented in this guide, the following topics describe the
formatting conventions used for notes, text, and other elements.

Text Conventions

Unless otherwise noted, information in this document applies to all supported environments for the
products in question. Exceptions, like command keywords associated with a specific software version,
are identified in the text.

When a feature, function, or operation pertains to a specific hardware product, the product name is
used. When features, functions, and operations are the same across an entire product family, such as
ExtremeSwitching switches or SLX routers, the product is referred to as the switch or the router.

ExtremeXOS® User Guide for version 31.7 5



Text Conventions

Introduction to the ExtremeXOS® User Guide

Table 1: Notes and warnings

Icon Notice type Alerts you to...

\O Tip Helpful tips and notices for using the product

000 Note Useful information or instructions
| Important Important features or instructions

Caution Risk of personal injury, system damage, or loss of data

!

u Warning Risk of severe personal injury

Table 2: Text
Convention Description

screen displays

This typeface indicates command syntax, or represents information as
it is displayed on the screen.

The words enter and type

When you see the word enter in this guide, you must type something,
and then press the Return or Enter key. Do not press the Return or
Enter key when an instruction simply says type.

Key names

Key names are written in boldface, for example Ctrl or Esc. If you must
press two or more keys simultaneously, the key names are linked with a
plus sign (+). Example: Press Ctrl+Alt+Del

Words in italicized type

Italics emphasize a point or denote new terms at the place where they
are defined in the text. Italics are also used when referring to
publication titles.

NEW!

New information. In a PDF, this is searchable text.

Table 3: Command syntax

Convention

Description

bold text

Bold text indicates command names, keywords, and command options.

italic text

ltalic text indicates variable content.

Syntax components displayed within square brackets are optional.
Default responses to system prompts are enclosed in square brackets.

A choice of required parameters is enclosed in curly brackets separated
by vertical bars. You must select one of the options.

6
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Introduction to the ExtremeXOS® User Guide VLAN Option Formatting in Commands

Table 3: Command syntax (continued)

Convention Description

X |y A vertical bar separates mutually exclusive elements.

< > Nonprinting characters, such as passwords, are enclosed in angle
brackets.

Repeat the previous element, for example, member [member. . .].

\ In command examples, the backslash indicates a “soft” line break.
When a backslash separates two lines of a command input, enter the
entire command at the prompt without the backslash.

VLAN Option Formatting in Commands

For commands with a vian 1ist option, the input into this option must not contain spaces.

Example

The enable stpd auto-bindcommand vian Ilist inputshould be entered as:

enable stpd "s0" auto-bind wvlan 10,20-30

Not as:

enable stpd "s0" auto-bind vlan 10, 20-30

Platform-Dependent Conventions

Unless otherwise noted, all information applies to all platforms supported by ExtremeXOS software,
which are the following:

* ExtremeSwitching® switches
*  SummitStack™

When a feature or feature implementation applies to specific platforms, the specific platform is noted in
the heading for the section describing that implementation in the ExtremeXOS command
documentation (see the Extreme Documentation page at www.extremenetworks.com/
documentation/). In many cases, although the command is available on all platforms, each platform
uses specific keywords. These keywords specific to each platform are shown in the Syntax Description
and discussed in the Usage Guidelines sections.

Terminology

When features, functionality, or operation is specific to a device family, such as ExtremeSwitching, the
family name is used. Explanations about features and operations that are the same across all product
families simply refer to the product as the device.

ExtremeXOS® User Guide for version 31.7 7
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Related Publications Introduction to the ExtremeXOS® User Guide

Related Publications

ExtremeXOS Publications

* ACL Solutions Guide

*  ExtremeXOS 31.7 Command Reference Guide

*  ExtremeXOS and Switch Engine 31.7 EMS Messages Catalog

*  ExtremeXOS and Switch Engine 31.7 Feature License Requirements
*  ExtremeXOS and Switch Engine 31.7 SNMP Traps Reference

*  ExtremeXOS 31.7 User Guide

¢ ExtremeXOS Quick Guide

*  ExtremeXOS Release Notes

*  FExtreme Hardware/Software Compatibility and Recommendation Matrices
*  Extreme Optics Compatibility

* Switch Configuration with Chalet for ExtremeXOS 21.x and Later

*  Using AVB with Extreme Switches

Extreme Management Center Publications

*  [Extreme Management Center User Guide

* Management Center online help is available by clicking the ? icon on all screens. The online help
provides detailed explanations of how to configure and manage your network using Management
Center.

Open Source Declarations

Some software files have been licensed under certain open source licenses. More information is
available at: www.extremenetworks.com/support/policies/open-source-declaration/.

Send Feedback

The Information Development team at Extreme Networks has made every effort to ensure that this
document is accurate, complete, and easy to use. We strive to improve our documentation to help you
in your work, so we want to hear from you. We welcome all feedback, but we especially want to know
about:

¢ Content errors, or confusing or conflicting information.
* Improvements that would help you find relevant information.
* Broken links or usability issues.

To send feedback, do either of the following:

* Access the feedback form at https://www.extremenetworks.com/documentation-feedback/.
* Email us at documentation@extremenetworks.com.

Provide the publication title, part number, and as much detail as possible, including the topic heading
and page number if applicable, as well as your suggestions for improvement.

8 ExtremeXOS® User Guide for version 31.7
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Introduction to the ExtremeXOS® User Guide Help and Support

Help and Support

If you require assistance, contact Extreme Networks using one of the following methods:

Extreme Portal
Search the GTAC (Global Technical Assistance Center) knowledge base; manage support cases and
service contracts; download software; and obtain product licensing, training, and certifications.
The Hub

A forum for Extreme Networks customers to connect with one another, answer questions, and share
ideas and feedback. This community is monitored by Extreme Networks employees, but is not
intended to replace specific guidance from GTAC.

Call GTAC

For immediate support: (800) 998 2408 (toll-free in U.S. and Canada) or 1(408) 579 2826. For the
support phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:

* Your Extreme Networks service contract number, or serial numbers for all involved Extreme
Networks products

* A description of the failure
* A description of any actions already taken to resolve the problem

* A description of your network environment (such as layout, cable type, other relevant environmental
information)

* Network load at the time of trouble (if known)

* The device history (for example, if you have returned the device before, or if this is a recurring
problem)

* Any related RMA (Return Material Authorization) numbers

Subscribe to Product Announcements

You can subscribe to email notifications for product and software release announcements, Field
Notices, and Vulnerability Notices.

Go to The Hub.

In the list of categories, expand the Product Announcements list.

Select a product for which you would like to receive notifications.

Select Subscribe.

To select additional products, return to the Product Announcements list and repeat steps 3 and 4.

N

You can modify your product selections or unsubscribe at any time.

ExtremeXOS® User Guide for version 31.7 9
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Getting Started

Product Overview on page 10

Software Required on page 12

ExtremeCloud™ 1Q Agent Support on page 13
Changing the Network Operating System on page 16
Simple Switch Configuration with Chalet on page 17
Switch Configuration Using VLAN ID (VID) on page 18
Zero Touch Provisioning (Auto Configuration) on page 18
Cloning Switches on page 24

Logging in to the Switch on page 35

Understanding the Command Syntax on page 35

Port Numbering on page 45

Line-Editing Keys on page 46

Viewing Command History (Journal) on page 47
Common Commands on page 47

Using Safe Defaults Mode on page 50

Adjusting Bootup Time on page 52

Configuring Management Access on page 52

Managing Passwords on page 58

Accessing an Active Node in a SummitStack on page 61
DNS Cache Resolver and Analytics Engine Overview on page 61
Domain Name Service Client Services on page 64
Checking Basic Connectivity on page 64

Displaying Switch Information on page 66

Filtering the Output of Show Commands on page 66
Automate Running Show Commands on page 68

The Getting Started chapter is intended to help you learn about your ExtremeXOS software. Information
about your product, software version requirements and navigation, common commands, and password
management, along with other helpful software orientation information can be found in this chapter.

Product Overview

This table lists the Extreme Networks products that run the ExtremeXOS software.

Starting with v21.1, ExtremeXOS does not support chassis products. Many features that are new in
ExtremeXOS v21.1 and later are not supported in ExtremeXOS v16.x and will not run on chassis

10 ExtremeXOS® User Guide for version 31.7



Getting Started Product Overview

platforms. For information about chassis products, see the applicable ExtremeXOS v16.x
documentation.

Table 4: ExtremeXOS Switches

Switch Series Switches

ExtremeSwitching X435 series ExtremeSwitching X435-8T-4S
ExtremeSwitching X435-8P-4S
ExtremeSwitching X435-24T-4S
ExtremeSwitching X435-24P-4S
ExtremeSwitching X435-8P-2T-W

ExtremeSwitching X440-G2 series ExtremeSwitching X440-G2-24t-10GE4
ExtremeSwitching X440-G2-24t-10GE4-DC
ExtremeSwitching X440-G2-24p-10GE4
ExtremeSwitching X440-G2-48t-GE4
ExtremeSwitching X440-G2-48t-GE4-DC
ExtremeSwitching X440-G2-48p-10GE4
ExtremeSwitching X440-G2-12t-10GE4
ExtremeSwitching X440-G2-12p-10GE4
ExtremeSwitching X440-G2-24x-10GE4
ExtremeSwitching X440-G2-24fx-GE4
ExtremeSwitching X440-G2-12t8fx-GE4
ExtremeSwitching X440-G2-24t-GE4

ExtremeSwitching X450-G2 series ExtremeSwitching X450-G2-24t-10GE4
ExtremeSwitching X450-G2-24p-10GE4
ExtremeSwitching X450-G2-48t-10GE4
ExtremeSwitching X450-G2-48p-10GE4
ExtremeSwitching X450-G2-24t-GE4
ExtremeSwitching X450-G2-24p-GE4
ExtremeSwitching X450-G2-48t-GE4
ExtremeSwitching X450-G2-48p-GE4

ExtremeSwitching X460-G2 series ExtremeSwitching X460-G2-24t-10GE4
ExtremeSwitching X460-G2-48t-10GE4
ExtremeSwitching X460-G2-24p-10GE4
ExtremeSwitching X460-G2-48p-10GE4
ExtremeSwitching X460-G2-24x-10GE4
ExtremeSwitching X460-G2-48x-10GE4
ExtremeSwitching X460-G2-24t-GE4
ExtremeSwitching X460-G2-48t-GE4
ExtremeSwitching X460-G2-24p-GE4
ExtremeSwitching X460-G2-48p-GE4
ExtremeSwitching X460-G2-24p-24hp-10GE4
ExtremeSwitching X460-G2-24t-24ht-10GE4
ExtremeSwitching X460-G2-16mp-32p-10GE4

ExtremeSwitching X465 series ExtremeSwitching X465-24W
ExtremeSwitching X465-48T
ExtremeSwitching X465-48P
ExtremeSwitching X465-48W
ExtremeSwitching X465-24MU
ExtremeSwitching X465-24MU-24W
ExtremeSwitching X465i-48W
ExtremeSwitching X465-24XE
ExtremeSwitching X465-24S

ExtremeXOS® User Guide for version 31.7 n



Software Required

Getting Started

Table 4: ExtremeXOS Switches (continued)

Switch Series

Switches

ExtremeSwitching X620 series

ExtremeSwitching X620-10x
ExtremeSwitching X620-8T-2x
ExtremeSwitching X620-16x

ExtremeSwitching X620-
ExtremeSwitching X620-

—_ —

ExtremeSwitching X670-G2 series

ExtremeSwitching X670-G2-48x-4q
ExtremeSwitching X670-G2-72x

ExtremeSwitching X870 series

ExtremeSwitching X870-32c
ExtremeSwitching X870-96x-8c

ExtremeSwitching X690 series

ExtremeSwitching X690-48x-2g-4c
ExtremeSwitching X690-48t-2qg-4c

ExtremeSwitching X695 series

ExtremeSwitching X695-48Y-8C

ExtremeSwitching X590 series

ExtremeSwitching X590-24x-1g-2¢
ExtremeSwitching X590-24t-1g-2¢

ExtremeSwitching 5320 series

5320-48T-8XE
5320-48P-8XE
5320-24T-8XE
5320-24P-8XE
5320-16P-4XE
5320-16P-4XE-DC

ExtremeSwitching 5420 series

5420F-8W-16P-4XE
5420F-24P-4XE
5420F-24S-4XE
5420F-24T-4XE
5420F-16MW-32P-4XE
5420F-16W-32P-4XE
5420F-48P-4XE
5420F-48P-4XL
5420F-48T-4XE
5420M-24T-4YE
5420M-24W-4YE
5420M-16MW-32P-4YE
5420M-48T-4YE
5420M-48W-4YE

ExtremeSwitching 5520 series

5520-24T
5520-24W
5520-48T
5520-48W
5520-12MW-36W
5520-24X
5520-48SE

SummitStack

All ExtremeSwitching family switches, except X435.

Software Required

For information about which ExtremeXOS software version is required for each hardware switch model,

see Extreme Hardware/Software Compatibility and Recommendation Matrices.

12
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Getting Started ExtremeCloud™ |Q Agent Support

The features available on each switch are determined by the installed feature license and optional
feature packs. For more information, see the ExtremeXOS and Switch Engine 31.7 Feature License
Requirements document.

ExtremeCloud™ IQ Agent Support

ExtremeXOS provides support for ExtremeCloud 1Q. Currently, device discovery, basic monitoring, and
visibility into homogenous stacking are supported. ExtremeXOS also has the ability to configure an
optional user-defined virtual router (VR) and address of the server for ExtremeCloud I1Q agent to
connect to. These values are used instead of any auto-detected values.

In addition, users can configure the IQ Agent HTTP Proxy server IP and port, and define the username
and password, if required.

To configure a server VR or address, use the following command:

configure iqagent server [vr [vr-name | none] | ipaddress [fqdn |
ip address| none]]

ExtremeCloud 1Q supports BGP Auto-peering (see Auto-peering Introduction on page 370).

To configure the HTTP proxy, use the following command:

configure iqagent http-proxy [ipaddress [fqgdn | ip address] port
port number | user user name password [encrypted encrypted password |
password] | none]

You can enable or disable the IQ Agent with the following commands:

» Important
Disabling 1Q Agent prevents all access to ExtremeCloud 1Q. Any current activity with
ExtremeCloud I1Q, including remote SSH sessions, are disconnected immediately. Re-enabling
IQ Agent can only occur by using the enable command by either console or Telnet or SSH
access. Disabling 1Q Agent deactivates automatic DHCP access on VLAN Mgmt, which is
required for Zero-Touch Provisioning (ZTP).

enable igagent

disable igagent

To view information about IQ Agent, use the following command:
show iqgagent discovery

For more information about ExtremeCloud I1Q, go to https://www.extremenetworks.com/support/
documentation/extremecloud-ig/.

ExtremeXOS® User Guide for version 31.7 13
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Getting Started

Table 5: Supported Platforms

Switch Series

Switch Models

ExtremeSwitching X435

X435-8T-4S
X435-8P-4S
X435-8P-2T-W
X435-24T-4S
X435-24P-4S

ExtremeSwitching X440-G2

X440-G2-24P-10GE4
X440-G2-48P-10GE4
X440-G2-12T-10GE4
X440-G2-12P-10GE4
X440-G2-24T-10GE4
X440-G2-48T-10GE4

ExtremeSwitching X450-G2

X450-G2-24P-10GE
X450-G2-48P-10GE
X450-G2-24P-GE4
X450-G2-48P-GE4

ExtremeSwitching X460-G2

X460-G2-24P-10GE4
X460-G2-48P-10GE4
X460-G2-16MP-32P-10GE4
X460-G2-24P-48HP-10GE4

ExtremeSwitching X465

X465-48P
X465-24MU-24W
X465-24W
X465-48W
X465-24MU

ExtremeSwitching 5320

5320-48T-8XE
5320-48P-8XE
5320-24T-8XE
5320-24P-8XE
5320-16P-4XE
5320-16P-4XE-DC

14
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Getting Started |Q Agent and ExtremeCloud |IQ Communication

Table 5: Supported Platforms (continued)

Switch Series Switch Models

ExtremeSwitching 5420 5420F-8W-16P-4XE
5420F-24P-4XE
5420F-24S-4XE
5420F-24T-4XE
5420F-16MW-32P-4XE
5420F-16W-32P-4XE
5420F-48P-4XE
5420F-48P-4XL
5420F-48T-4XE
5420M-24T-4YE
5420M-24W-4YE
5420M-16MW-32P-4YE
5420M-48T-4YE
5420M-48W-4YE

ExtremeSwitching 5520 5520-24T
5520-24W
5520-48T
5520-48W
5520-12MW-36W
5520-24X
5520-48SE

IQ Agent and ExtremeCloud IQ Communication

After the IQ Agent is enabled, communication forms between the IQ Agent and extremecloudic.com by
secure HTTPS communication using destination TCP port 443. Communication between the IQ Agent
and ExtremeCloud 1Q occurs every 30 seconds, which includes check-in to ExtremeCloud 1Q for actions,
and includes CPU, memory, FDB information, Syslog, and ports statistics information. Note that data
plane traffic is not sent to ExtremeCloud 1Q by the 1Q Agent.

Note that Telnet and SSH do not permit access to ‘hivemanager’ account, which the IQ Agent creates
for its own purpose and uses it for all cloud-initiated SSH connections through local host, so logging on
to this account through Telnet or SSH is not allowed.

IQ Agents use SNMPv2 (enabled only for internal requests) to monitor the status of the switch.

Distributed Denial of Service Support for IQ Agent

Distributed Denial of Service (DDoS) support for IQ Agent installs a filter on HTTPS L4 ports to set a
CPU gueue (QoS 5) that separates 1Q Agent traffic from other IP exceptions. This new ACL redirects
TCP traffic with source port 443 (default HTTPS port) to CPU queue 5. The 1Q Agent system ACL is
installed or uninstalled along with the L3 Unicast Miss (L3UCMiss) filter.

Automation of this feature is only supported on ExtremeSwitching X695, 5320, 5420, and 5520 series
switches.

ExtremeXOS® User Guide for version 31.7 15



Changing the Network Operating System Getting Started

You can manually install the ACL to redirect 1Q Agent traffic to CPU queue 5 on smaller switches with 8
ACL slices (for example, X440-G2, X435, X620) by running the following command:

# configure access-list igagent.pol any

igagent.pol:
entry igagent cpu5 {
if |
protocol tcp;
source-port 443;
} then {
traffic-queue cpu g 5;
}
}

Changing the Network Operating System

The ExtremeSwitching 5320, 5420 and 5520 series switches can run two different operating systems:
ExtremeXOS (default) or VOSS.

Making Your Initial Network Operating System Selection

You can make your initial selection of the operating system using:

¢ ExtremeCloud IQ (see ExtremeCloud |Q Agent Support)—You can select your network operating
system when purchasing your switch, which associates the switch serial number with your desired
network operating system, which then causes the desired network operating system to be loaded
during ExtremeCloud onboarding. For more information about using ExtremeCloud 1Q, go to
https://www.extremenetworks.com/support/documentation/extremecloud-ig/.

* Extreme Management System— see Extreme Management Center User Guide
* Manually during boot-up:
o Bootloader—When the message Starting Default Bootloader ...Press and hold

the <spacebar> to enter the bootromappears, press and hold the space bar until
the boot menu appears (you have 30 seconds):

**% 5520-24W Boot Menu ( 2.2.1.3 ) ***

EXOS: Default

EXOS: Primary 31.1.1.398

EXOS: Secondary 31.1.1.398

EXOS: Primary 31.1.1.398 with default configuration
EXOS: Secondary 31.1.1.398 with default configuration
EXOS: Rescue

Change the switch OS to VOSS

Run Manufacturing Diagnostics

Update bootloader

Reboot system

Use the up and down arrow keys to select Change the switch 0S to V0SS, and then
press Enter.

o Safe defaults mode start-up menu (see Using Safe Defaults Mode on page 50—When the
question Would you like to change the switch 0S to V0SS? [y/N/g] appears:
= For ExtremeXOS, type N.

= For VOSS, type y.
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Getting Started Changing Your Network Operating System

Continue to log onto the switch (see Logging in to the Switch on page 35).

Changing Your Network Operating System
You can change your network operating system selection at any time.
Caution

Changing your network operating systems deletes all configuration files, debug information,
logs, events, and statistics information of the previous network operating system.

uid Note

E If you anticipate ever changing the operating system to VOSS, and you want to statically
assign IP addresses on the DHCP server, then it is recommended to assign them based on the
DHCP client ID. For more information about this issue, see Using a BOOTP or DHCP Server on
page 76.

* ExtremeCloud IQ—See https://www.extremenetworks.com/support/documentation/extremecloud-
ia/
¢ Extreme Management System—See Extreme Management Center User Guide

* CLICommand—runthe download [url url {vr vrname} | image [active |
inactive] [[hostname | ipaddress] filename {{vr} vrname} {block-size
block size}] {partition} {install {reboot}} command specifyinga VOSSimage.

uie Note
E Do not use the active, inactive, and partition options. They are not applicable for
VOSS.

Simple Switch Configuration with Chalet

Chalet is a web-based user interface for setting up and viewing information about a switch. Chalet
removes the need to know and remember commands in a CLI environment. Viewable on desktop and
mobile with a quick login and intuitive navigation, Chalet features an Quick Setup mode for configuring
a switch in a few simple steps. Basic data surrounding port utilization, power, and Quality of Service
(QoS) are available, and more advanced users can configure multiple VLANS, create Access Control
Lists (ACLs), and configure Audio Video Bridging (AVB).

Chalet is packaged with ExtremeXOS release 15.7.1 and later for all platforms, so there's nothing extra to
download or install. Chalet can be launched in any modern web browser and does not depend on any
outside resources to work, including Java Applets, Adobe Flash, or dedicated mobile applications.

Chalet helps you interact with the switch outside of a CLI environment and allows you to easily:
* Configure the switch for the first time without the use of a console cable.

* Configure MLAG between two peers.

* (Create and upload files to and from the switch.

* [nstall software images and modules directly on the switch.

* View status and details of the switch and its slots and ports.

* Analyze power efficiency of power supplies, fans, and PoE ports.

* Create VLANs and ACL policies.
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Switch Configuration Using VLAN ID (VID) Getting Started

* Enable and disable multiple features, including QoS, AVB, auto-negotiation, and flooding.
* View recent system events.

* View device topology (stacked switches only).

* Manage users, including defining global and individual security policies.

For instructions about setting up, logging in, configuring, and monitoring your switch, see Switch
Configuration with Chalet for ExtremeXOS 21.x and 22.x.

Switch Configuration Using VLAN ID (VID)

Referring to a VLAN (Virtual LAN) by VID and specifying lists of VIDs is a useful shortcut that can

greatly reduce the number of commands required to configure the switch.

For example consider a scenario where two ports should be added to four tagged VLANS. Previously,
this required four commands:

* configure vlan red add ports 2, 10 tagged

* configure vlan blue add ports 2, 10 tagged

* configure vlan green add ports 2, 10 tagged

¢ configure vlan orange add ports 2, 10 tagged

Assuming the tags for the VLANSs are 100, 200, 300, 400 respectively this configuration can be
accomplished with a single command:

¢ configure vlan 100,200,300,400 add ports 2, 10 tagged

i Note

a commands enhanced with VID list support operate in a “best effort” fashion. If one of the VIDs
in a VID list do not exist the command is still executed for all of the VIDs in the list that do
exist. No error or warning is displayed for the invalid VIDs unless all of the specified VIDs are
in valid.

Zero Touch Provisioning (Auto Configuration)

Zero Touch Provisioning (ZTP) enables switches "just out of the box" to automatically gain a
management IP address and configuration without serial cables and manual configuration. ZTP
provides:
* Management port IP connectivity using an IPv4 link-local IP address.
*  DHCP client to contact a DHCP (Dynamic Host Configuration Protocol) server for.

o Assigned IP address

o ExtremeXOS image update

o Configuration or script file

o Extreme Management Center (formerly, NetSight) trap address

0 Note
a ZTP works on both tagged and untagged VLANS.
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e Note
E ZTP+ supports stacking mode, but ZTP does not.

IPv4 Link-Local Address

Link-Local addressing (subnet 169.254 . x.x) allows a host device to automatically and predictably
derive a non-routable IP address for IP communication over Ethernet links.

By configuring the Ethernet management port "just out of the box" with an IP address, a user can
connect a laptop directly to the management Ethernet port. If the laptop is not configured with a fixed
IP address, it tries to get an IP address from a DHCP server. If it cannot, it assigns its own Link-Local
address putting the switch and the laptop on the same subnet. The laptop can then use Telnet or a web
browser to access the switch removing the need for the serial cable.

poc Note

E The ExtremeSwitching X435-8T-4S, X435-8P-4S, X435-8P-2T-W, and 5320 (all models) do
not have dedicated management ports. You can use front panel ports for management
connectivity for these switches.

The IPv4 address format is used to make it simple for a user to determine the switch’s IP address. The
formula is to use the lower 2 bytes of the MAC address as the last two numbers in the Link-Local IPv4
address.

* MAC address: 00:04:96:97:E9:EE
* Link-Local IP address: 169.254.233.238 or Oxa9fee9ee

Web browsers accept a hexadecimal value as an IPv4 address. (Microsoft IE displays the URL with the
number dot notation 169.254.233.239.)

The web URL ishttp://0xa9fee9ee Or just 0xa9fee9ee

The user documentation directs the customer to access the web browser by typing 0xa9fe followed
by the last two number/letter groups in the MAC address found on the switch label. No hexadecimal
translation is required.

With this information, you can connect the Ethernet port directly from a laptop to this switch using the
temporary Link-Local address. You can communicate via web or Telnet to perform the initial switch
configuration, if needed, and no longer needs a serial cable to configure a switch.

DHCP Parameters

If a DHCP server is available, ZTP tries to contact it alternating between the default VLAN and the
management Ethernet port. The DHCP server can provide:

* [P Address

* Gateway

* optiond3 parameters

* Options 66 and 67 on page 21
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If an IP address is provided by a DHCP server on the management port, it replaces the Link-Local
management IPv4 address.

If a TFTP server IP address is provided along with the name of a config file, ZTP downloads the config
file to the switch. The switch reboots to activate the config file.

For .xos image files, ZTP executes the download image command to update the switch software. The
switch does not reboot after the download image command completes.

Option 43

Option 43 processing does not require an NMS. If a switch receives option43 as part of the DHCP
response, it uses the TFTP protocol to transfer files from the specified TFTP server IP address.

Option43 parameters may contain:

* TFTP Server to Contact

* Config file to be loaded or script to be run (xsf or .py)

* Policy files (.pol)

*  ExtremeXOS image file to be downloaded (.xos)

*  ExtremeXOS XMOD file to be downloaded (.xmod)

* SNMP (Simple Network Management Protocol) trap receiver address for Extreme MIB traps

Multiple file names may be specified in option43. The file names can be either relative path names or a
full URL with the IP address of the TFTP server. If relative path names are specified, the TFTP IP address
is also required.

File name examples assuming a TFTP server is present with the IP address 10.10.10.1:
* exos/summitX-15.7.1.1.xos (specify the IP address in sub-option 100)
® tftp://10.10.10.1/exos/summitX-15.7.1.1.xo0s (sub-option 100 is not required)

Once all of the files specified in option43 have been transferred to the switch, the switch reboots.

Following is a sample Linux DHCP configuration:

option space EXTREME;

option EXTREME.tftp-server-ip code 100 = ip-address;
option EXTREME.config-file-name code 101 = text;
option EXTREME.snmp-trap-ip code 102 = ip-address;
class "Edge-without-POE" {

match if (option vendor-class-identifier = "XSummit");
vendor-option-space EXTREME;

option EXTREME.tftp-server-ip 10.120.89.80;

option EXTREME.config-file-name "XSummit edge.cfg";
option EXTREME.snmp-trap-ip 10.120.91.89;

}

class "Edge-SummitX-POE" ({

match if (option vendor-class-identifier = "XSummit") ;
vendor-option-space EXTREME;

option EXTREME.tftp-server-ip 10.120.89.80;

option EXTREME.config-file-name "xSummit edge.xsf";
option EXTREME.snmp-trap-ip 10.120.91.89;

}

subnet 10.127.8.0 netmask 255.255.255.0 {
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option routers 10.127.8.254;
option domain-name-servers 10.127.8.1;
option subnet-mask 255.255.255.0;
pool {

deny dynamic bootp clients;

range 10.127.8.170 10.127.8.190;
allow members of "Edge-without-POE";
allow members of "Edge-SummitX-POE";
}

}

Options 66 and 67

Starting with ExtremeXOS 30.6, option 66 and option 67 are supported, which provide TFTP server and
bootpfilename for cases when option 43 is not available for ZTP.

Options 66 and 67 are received as DHCP options in a DHCP response by ExtremeXOS.
* Option 66 is used to identify the TFTP server with details of TFTP server IP address.

* Option 67 provides the bootpfilename details, which are downloaded to ExtremeXOS from the
TFTP server IP address, and ExtremeXOS is rebooted after the download is successful. The
bootpfilename can be of any image type (.xos or .xmod) or configuration file (. xsf or py).

If option 43 is not present, then ExtremeXOS looks for the TFTP server IP address and bootp file name
in options 66 and 67 to load the configurations or update the new image. If option 43, and options 66
and 67 are present, option 43 has higher precedence.

ExtremeXOS Image Update

Using ZTP, you can setup a DHCP/TFTP server and connect switches directly to it, possibly via a Layer 2
switch. Switches can then update themselves with an ExtremeXOS generally available software image
before being installed into a live network. Figure 1 shows one possible method of upgrading switches by
connecting them to a Layer 2 switch. This approach upgrades the switches before being deployed into a
network.
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ExtremeXOS
GA Image

DHCP/TFTP

N

Figure 1: ZTP DHCP/TFTP Server Setup

Identifying an Auto Provision Enabled Switch

A switch enabled with auto provision can be identified by the following:

* A warning message for the console and each Telnet session is displayed as follows:
Note: This switch has Auto-Provision enabled to obtain configuration remotely.
Commands should be limited to:
show auto-provision

show log
Any changes to this configuration will be discarded at the next reboot if auto
provisioning sends a ".cfg" file.

* The shell prompt displays: (auto-provision) SummitX #

* The status appears in the show auto-provision command.

Auto-provisioning Process
The auto-provisioning process is first initiated through the default VLAN (bound to VR-Default).

After three unsuccessful attempts to reach the network, the switch waits for 15 seconds before it
switches over to the Mgmt VLAN (bound to VR-Mgmt). It continues this process until it reaches the
network.

Delay in the auto-provisioning process results from the following configuration problems:
* The DHCP server may not be reachable.

* The configuration file has an invalid file extension. Only .cfg or .xsf is accepted.
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* The TFTP server is unreachable.
* The configuration file name does not exist in the TFTP server.

You can use the show log command to view the exact problem reported.

An SNMP trap is sent out for these conditions when the SNMP-Trap-IP code (code 102) is configured in

the DHCP server. The SNMP trap is not sent out when the DHCP server is unreachable.

When these conditions occur, the switch continues to retry to reach the network and remains in an “In
Progress” state.

When there is a system error or internal problem, the switch moves to an auto-provision “Failed” state.
The switch does not retry the auto-provisioning process once it has reached the “Failed” state.

Once the network is reached, the switch receives and configures the IP address and the gateway. The
switch then executes the configuration file (.cfg or .xsf file), sends the trap to inform the user of the
successful auto-provisioning (only when the SNMP-Trap-IP code, code 102, is configured), and reboots
for the new configuration to take effect.

Following is the mandatory DHCP option configuration used for auto provision to work:

Standard Option:
* |Paddress

*  Subnet mask
* Gateway

Option 60:
* \endor identifier option

Option 43:
* TFTP server IP address
* Configuration file name

DHCP option:
* SNMP trap receiver IP address

pac Note

E The file uploaded to the TFTP server using the upload configuration command is an .xsf
file extension configuration. An .cfg file extension configuration is created using the tftp
put command.
Configuration changes made to the switch when auto provisioning is in progress will be
appended if auto provisioning uses an .xsf file extension configuration, and it will be
discarded if auto provisioning uses a .cfg file extension configuration.
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Auto-provisioning Configuration

* Auto provisioning is enabled by default. It can be restarted by clearing the switches configuration
using unconfigure switch {all | erase [all | nvram]} with the all and rebooting
the switch.

s Note
E Auto provisioning is not enabled on the VLAN (Mgmt or Default) if the IP address is
already configured.

* To disable auto provision, use the following command:

disable auto-provision

When the disable auto-provision command isissued, the following message is displayed:
This setting will take effect at the next reboot of this switch.
* To display the current state of auto provision on the switch, use the following command:

show auto-provision

Cloning Switches

ExtremeXOS switches provide a script called clone . py that allows you to clone one switch's setup to
another switch in the following scenarios:

* Within a stack (see Cloning within a Stack on page 25)
¢ Standalone to standalone (see Cloning Standalone to Standalone on page 26)
* Standalone to stack (see Cloning from Standalone to a Stack on page 28)

¢ Standalone to USB (see Copying One Switch's Configuration to Another Switch Using USB Zero
Touch Provisioning (ZTP) on page 31)

The clone.py script copies the following:
* All content under:

° /boot

° /exos

° /alt/boot

° /alt/exos

o (optionally) /usr/local/cfg
* Specific NVRAM contents:

o Boot selector

o CLI banner

o Failsafe username,password, and action

Limitations

* Requires ExtremeXOS 30.3 or later.

* (loning to a standalone switch using a stacking master as the source does not make the standalone
switch a stacking master. The configuration cloned from a stacking master to the standalone switch
is ignored by ExtremeXOS.
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*  ONIE to non-ONIE or non-ONIE to ONIE cloning cannot be performed.

Most of the newer ExtremeSwitching series switches (X465, X870, X690, X695, X590) use the Open
Network Install Environment (ONIE) bootloader. All other ExtremeSwitching series switches do not
use ONIE.

* Clone application does not connect through VR-USER.
* Synchronize cannot be done for mixed stacking. All nodes in the stack must be the same platform.
* |f the clone master is started and stopped, the dirty bit is set.

Supported Platforms

Cloning is supported on ExtremeSwitching X435, X450-G2, X460-G2, X670-G2, X440-G2, X465, X870,
X620, X690, X695, X590, 5320, 5420, 5520 series switches.

Using Clone.py

Torun clone.py to copy the current switch, use the following command:

run script clone.py master

To stop clone.py, use the following command:

run script clone.py stop

To show if clone.py is running and display the version number, use the following command:

run script clone.py show

Cloning within a Stack

To clone within a stack, you can either:

* Runthe synchronize {slot slotid} command, whichinvokesthe clone.py script. You
can only clone one slot/switch at a time. For more information, see synchronize in the ExtremeX0OS
31.7 Command Reference Guide.

* Runthe clone.py script directly, which allows you to specify multiple slots/switches. If more than
one slot is specified, the master is cloned to each slot one at a time.

To clone within a stack by running the clone.py script directly, on the master switch, enter the
command:

run script clone.py slot slotlist

Where slotlist canbe any number of valid slot positions separated with commas, or all. For
example, run script clone.py slot 1,2,3

The following appears on the master switch:

L A L A L o e S o A o
+ CAUTTION +
+ Cloning will erase all contents on these slots: +
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Getting Started

+ 1,3,4,5,6,7,8 +
+ The switch contents of this stacking master +
+ will replace the contents of these switches +

S
Do you want to continue cloning? [y/N]: y
Cloning slot 1 started

Slot 1 cloning COMPLETE

Cloning slot 3 started

Slot 3 cloning COMPLETE

Cloning slot 4 started

Slot 4 cloning COMPLETE

Cloning slot 5 started

Slot 5 cloning COMPLETE

Cloning slot 6 started

Slot 6 cloning COMPLETE

Cloning slot 7 started

Slot 7 cloning COMPLETE

Cloning slot 8 started

Slot 8 cloning COMPLETE

On each slot, the following appears:

Cloning stack master. DO NOT REBOOT OR POWER CYCLE this switch
Starting cloning process
Transfering EXOS partitions and configuration

Transferring active EXOS partition.........

Updating active partition

Transferring inactive EXOS partition................
Transferring /usr/local/cfg directory......
Transfering NVRAM information from master switch
Transfering control information from master switch

Rebooting to master switch configuration
You may need to adjust any IP addresses that may have been copied from the master switch

R R R R R I S

& Cloning COMPLETE &

B R R

Rebooting
reboot: Restarting system

Cloning Standalone to Standalone

There are two common cases where you might want to clone from one switch to another:

Scenario 1: You want to have a reference ExtremeXOS image and configuration for your network. New
switches can clone from the master switch, getting an exact copy as the beginning switch configuration
that you can then modify as needed.

Scenario 2: You receive a large shipment of switches and want to configure one switch the way you
want it, and then replicate that for all of the new switches. Clone.py is run on the clone master and
the new switches can use DHCP to get a new address, and then copy from the clone master. The new
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Cloning Standalone to Standalone

switches must have an IP address and must be able to connect with the IP address of the clone master.
Either a front panel port or the management port can be used. Clone.py tries both VR-Mgmt and VR-
Default to connect with the IP address of the clone master.

Clone Master
1010302

|

I

|
==\

New Switch
192.168.1.6

Figure 2: Cloning from Standalone Switch to Another Standalone Switch
To clone from standalone to standalone:

1.

2. Onthe new switch (target), run the command run script clone.py from ipaddress.

On the master switch, run the command run script clone.py master. The following

appears:

# run script clone.py master
clone.py 1is started as cloning master
Use "stop" option to stop cloning master services

Where ipaddress is the IP address of the master switch. The following appears:

# run script clone.py from 10.68.65.81

B e o o o
+ CAUTTION +
+ Cloning will replace the EXOS partitions and configuration +
+ on this switch with the contents of the master switch 10.68.65.81 +
B o o T o T o o o o T o T S e e R
Do you want to continue cloning? [y/N]: y

clone.py is started as cloning client.

This switch will become a copy of 10.68.65.81

DO NOT REMOVE POWER or REBOOT the switch until the operation is COMPLETE

* (pacman debug) X460G2-48t-10G4.3 # Starting cloning process
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Starting cloning process
Transfering EXOS partitions and configuration

Transferring active EXOS partition...............

Updating active partition

Transferring inactive EXOS partition............... ... ...
Transferring /usr/local/cfg directory..........

Transfering NVRAM information from master switch
Transfering control information from master switch

Rebooting to master switch configuration
You may need to adjust any IP addresses that may have been copied from the master
switch

B R R R I I S

* Cloning COMPLETE *

Kk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ke

Rebooting ...

Cloning from Standalone to a Stack

You can easily add or replace a switch in a stack using the clone.py script.

When cloning to become a stacking member, additional NVRAM attributes are copied:
* Stacking enabled

* Stack MAC address

* Slot number—either provided or derived from the stacking master

* Switch's master-capable status—using the —m option when running clone. py sets the standalone
switch to be master-capable.

uie Note

E Cloning to a standalone switch using a stacking master as the source does not make the
standalone switch a stacking master. The configuration cloned from a stacking master to the
standalone switch is ignored by ExtremeXOS.

To clone from a standalone to a stack:

1. Onthe stack master, run the command run script clone.py master. The following appears:

clone.py is started as cloning master
Use "stop" option to stop cloning master services

2. Ensure that the standalone switch has an IP address or DHCP. See Zero Touch Provisioning (Auto
Configuration) on page 18.

3. On the standalone switch, configure the switch's stacking-support options so that stacking
connectivity is ready once the switch becomes stacking enabled. Run the command enable
stacking-support.

» Important
You must perform this step before cloning the standalone switch. If the switch is cloned as
a stacking standby switch, console login and configuration options require contacting a
stack master for user authentication. If the stacking links are not configured correctly, then
only failsafe login is available.
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4. On the standalone switch, confirm that the stacking links are configured correctly. Run the command
show stacking. The following should appear (see bold text):

# show stacking
Stack Topology is a Ring
This node is not in an Active Topology

Node MAC Address Slot Stack State Role Flags

*00:04:96:98:94:d3 - Disabled Master --- <-This is the standalone switch
00:04:96:98:87:3a 4 Active Standby --0
0e:00:00:00:00:85 5 Active Standby --0
00:04:96:98:87:54 6 Active Standby --0
0e:00:00:00:00:84 7 Active Standby --0
00:04:96:14:0b:03 8 Active Backup ==Q)
00:04:96:14:0b:04 1 Active Standby --0
0e:00:00:00:00:83 2 Active Master --0

* - Indicates this node

Flags: (C) Candidate for this active topology, (A) Active Node

(O) node may be in Other active topology

5. On the standalone switch, run the command run script clone.py from ipaddress -s
STACKING SLOT-M, where:

* ipaddressisthe IP address of the stack master.

* STACKING SLOTIs the slot number. Use O (zero) to have the switch given the lowest available
slot number.

* -Menable this switch to be master-capable.
The following appears:

# run script clone.py from 10.68.69.94 -s 0
B e S T o o o o B B o T o o o S X S R S
CAUTTION
Cloning will replace the EXOS partitions and configuration
on this switch with the contents of the master switch 10.68.69.94

STACKING
You have requested this switch to be cloned to stack 10.68.69.94
Switches have a variety of stacking cabling options. See:

configure stacking-support
and
enable stacking-support

The stacking-support options MUST already be configured before cloning
for stack connectivity to work correctly

B e e T o o o o o o B B T T o o o S X S R S

Do you want to continue cloning? [y/N]: y

clone.py is started as cloning client.

This switch will become a copy of 10.68.69.94

DO NOT REMOVE POWER or REBOOT the switch until the operation is COMPLETE

+ 4+ o+ o+ o+
+ 4+ 4+ o+ o+

* # Starting cloning process
Starting cloning process
Transfering EXOS partitions and configuration

Transferring active EXOS partition.......

Updating active partition

Transferring inactive EXOS partition...............

Transferring /usr/local/cfg directory....Transfering NVRAM information from master
switch
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Transfering control information from master switch
Transfering stacking information from master switch
Using first available slot 3

Rebooting to master switch configuration

You may need to adjust any IP addresses that may have been copied from the master
switch

Kk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ke

* Cloning COMPLETE *

KAk Ak Ak A Ak kA khkhkhkkkkkkkkkk k%

Rebooting
reboot: Restarting system

Copyright 2014 Extreme Networks, Inc.

Starting CRC of Default image
Using Default image

Copyright 2014 Extreme Networks, Inc.

Press and hold the <spacebar> to enter the bootrom: 0
Loading Primary OS Image

Starting ExtremeXOS 22.2.0b38

Copyright (C) 1996-2017 Extreme Networks. All rights reserved.

This product is protected by one or more US patents listed at http://
www.extremenetworks.com/patents along with their foreign counterparts.

/N N
| > <t it /11t _J
/NN N N
LN I I I
Y 0
L. 1/ N NN N
LIN 1 /1N YV V(O <\
L NN N NN N1 TN/

(pending-AAA) login:

Authentication Service (AAA) on the master node is now available for login.
admin
password:

ExtremeXOS

Copyright (C) 1996-2017 Extreme Networks. All rights reserved.

This product is protected by one or more US patents listed at http://
www.extremenetworks.com/patents along with their foreign counterparts.

You are connected to a Standby node. Only a limited command set is supported.
You may use "telnet slot <slot number>" to connect to the Master node to access
the full set of commands.

You are connected to a standby stack node's serial port.
Use "telnet slot <slot number>" to connect to another node.

Press the <tab> or '?' key at any time for completions.
Remember to save your configuration changes.
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* Slot-3 Stack.l > show stacking
Stack Topology is a Ring
Active Topology is a Ring

Node MAC Address Slot Stack State Role Flags
*00:04:96:98:94:d3 3 Active Standby CA-
00:04:96:98:87:3a 4 Active Standby CA-
0e:00:00:00:00:85 5 Active Standby CA-
00:04:96:98:87:54 6 Active Standby CA-
0e:00:00:00:00:84 7 Active Standby CA-
00:04:96:14:0b:03 8 Active Backup CA-
00:04:96:14:0b:04 1 Active Standby CA-
0e:00:00:00:00:83 2 Active Master CA-

* - Indicates this node

Flags: (C) Candidate for this active topology, (A) Active Node

(O) node may be in Other active topology
* Slot-3 Stack.2 >

Copying One Switch’'s Configuration to Another Switch Using USB Zero Touch
Provisioning (ZTP)

You can copy one switch's configuration (ExtremeXOS image, configuration files, scripts) to another
switch using USB Zero Touch Provisioning (ZTP).

Insert a USB drive with the desired configuration files on it into an unconfigured switch (does not need
to be connected to the network), and the unconfigured switch automatically searches for the files and
deploys them. The switch auto detects the USB drive at bootup or while ExtremeXOS is running.

Criteria for USB Zero Touch Provisioning

The following is required for USB Zero Touch Provisioning (ZTP) to work:

* The receiving switch must be running ExtremeXOS 30.3 or later.

* The USB drive must be formatted with FAT32.

* The receiving switch must be unconfigured.

* The receiving switch must be compatible with the source switch for ExtremeXOS image files
(suffix . xos).

* The following conditions must not be present:
o Stacking enabled.
° Default.xsf ispresent.

° Autoexec.xsf ispresent.

USB Zero Touch Provisioning File Types

Table 6 shows all of the USB Zero Touch Provisioning (ZTP) files types. With the exception of
xos<serial-number>.cln files, file names must start with "ztp" (not case sensitive) to be
recognized by USB ZTP.
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ZTP searches for files on the USB drive in a specific order. Once a file of a higher precedence is
detected, lower precedence files are not searched for.

Table 6: ZTP File Types

Order of File Name Description Created by Notes
Precedence
1 ztp.cln Complete image of | Created by -
o1 the switch. clone.py
2 ros<seria application with
-number>... usb option,
cln
3 ztp.lst Output of zip, tar, or | Created by WinZip | For zip or tar, include all
plain text file. ortarona of the files from the
computer and source switch you want
saved to the USB | installed on the
drive with a file receiving switch in this

name ztp.lst. |file. USB ZTP extracts
the files from this
compressed file, and
then looks for any
ztp.xsf or ztp.py scripts,
and then runs them.
For plain text file, list all
of the file names from
the source switch you
want installed on the
receiving switch in the
plain text file, and then
include all of these files
on the USB drive. USB
ZTP looks for any
ztp.xsf or ztp.py scripts,
and then runs them.

4 ztp.xos ExtremeXOS image | N/A Installed on the inactive

looks for each of Image

these optionalfile | ztp. cfg ExtremeXOS Copied to

types. If afileis configuration primary.cfg.

not present, USB

ZTP continuesto |ztp.xst Script Run using the 1oad

look for any of script ztp.xsf

these other command.

optional files. . .

P ztp.py Script Run using the run

script ztp.py
command.

Using USB Zero Touch Provisioning
To use USB Zero Touch Provisioning (ZTP):

1. Gather the files that you need from the source switch by using one of the following methods:

* Run the command:

run script clone.py usb -o
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Use the —e option if you want to only clone the ExtremeXOS partitions and not copy the switch
configuration:

run script clone.py usb -o -e

The following appears:

B e o o R
+ Clone EXOS partitions on this switch to the file: +
+ /usr/local/ext/x0s1405G-00125 2017-01-21 1757.cln +
O O S S S
Do you want to continue cloning? [y/N]: y

—TWXr—Xr—-x 1 root root 453981696 Jan 21 17:58 /usr/local/ext/
x051405G-00125 2017-01-21 1757.cln

1K-blocks Used Available Use$%
7958912 443428 7515484 6%

B R 3

i Cloning COMPLETE e

khkhkkhkkhkkkkkkkkkkkkkkkkkk

Skip Step 2 on page 33.
* Use tar or WinZip to create a compressed file containing all of the files from the source switch,
and then rename it ztp.1lst.
* Create a plain text file with a list of all of the file names from the source switch, and then reaname
itztp.lst.
* Select .xos, .xmod, .cfqg, .xsf, and .py files as needed, and then append "ztp" (not case
sensitive) to the beginning of each file name.
2. Copy the necessary file(s) dependant on which method you used) to the USB drive:
* ztp.lst (compressed file).
* ztp.lst (plaintextlist), plus the files listed in ztp.lst.
*  ExtremeXOS image, configuration, and script files, as needed.
3. Ensure that the receiving switch is unconfigured—either "just out-of-the-box" or run unconfigure
switch {all | erase [all | nvram]}.
4. Insert the USB drive in the receiving switch.
* |Ifyouused clone.py, runthe command run script clone.py usb -i filename -e,
where -i enables the copying from the source switch, —e only copies the ExtremeXOS partitions
(not the switch configuration), and £iIename is the name of the file created from running the
clone.py script on the original switch. The file is in the format:
xosserialnumber date.cln, where
o xos—constant identifying that this file was created from ExtremeXOS.
o serialnumber—the serial number of the switch used to create the clone image file.
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o date—the date and time the clone image file was created.
o .cln - file suffix indicating this file was created by clone.py.

P Note
a Use the command run script clone.py usb -v filename to view the
ExtremeXOS versions that are in the file. For example:

# run script clone.py usb -v x0s1405G-00125 2017-01-21 1757.cln
File: /usr/local/ext/x0s1405G-00125 2017-01-21_1757.cln
Contains:

EXOS: 22.2.0.38

EXOS: 22.3.0.7

For example:
run script clone.py usb -i x0s1405G-00125 2017-01-21 1757.cln

The following appears:

e

+ CAUTTION +
1 Cloning will replace the EXOS partitions and configuration +
1 on this switch with the contents of the usb file +
+ /usr/local/ext/x0s1405G-00125 2017-01-21_1757.cln +

e e e o o e e
Do you want to continue cloning? [y/N]: y

DO NOT REMOVE POWER or REBOOT the switch until the operation is COMPLETE
Switch will reboot when cloning is COMPLETE

Transferring /usr/local/cfg directory

Transferring inactive EXOS partition

khkkhkkhkhkkhkhkhkhkhkhkkkkkkkkkhkkkkkkk

* USB Cloning COMPLETE *

hhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhkkhkkkkkkk

...reboot: Restarting system

* If you did not use clone.py (the file is named ztp), the cloning starts automatically.

Files found on the USB drive are processed in the following order:
° ztp.xos isinstalled to the inactive partition
° ztp.xmod s installed in the inactive parttion
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° ztp.cfgiscopiedto primary.cfg

pas Note
a When a configuration file is present, some processing is deferred until after reboot
by using the ExtremeXOS autoexec.xsf capability. The deferred actions are:

= Configuration files—autoexec.xsf issuesause configuration
command, since ExtremeXOS does not recognize . c£fg file unless the file is
present at bootup.

= Script files—Since script files are likely to modify the configuration, scripts are
processed after implementing the configuration (. c£fg) by autoexec.xsf.

= Save—the last action of autoexec.xsf is to save.

= Remove autoexec.xsf—autoexec.xsf file is automatically removed after it is
processed for USB ZTP.

° ztp.xsfisrunusingthe load script ztp.xsfcommand

° ztp.pyisrunusingthe run script ztp.pycommand
If the switch supports it, during the USB ZTP process the front panel LEDs display a flashing pattern
instead of the usual link activity. If a stacking slot seven-segment display is available and the hardware

supports it, the switch scrolls the letters "U S b". When USB ZTP finishes, the LEDs resume their normal
behavior.

Logging in to the Switch

Perform the following tasks to log in to the switch.

1. The initial login prompt appears as follows:
(Pending-AAA) login:
At this point, the failsafe account is now available, but the normal AAA login security is not. (For
additional information on using the failsafe account, refer to Failsafe Accounts on page 57.)

2. Wait for the following message to appear:
Authentication Service (AAA) on the master node is now available for
login.
At this point, the normal AAA login security is available.

3. Press [Enter].
Whether or not you press [Enter], after you see the logon prompt, you can perform a normal logon.
(See Default Accounts on page 55.)

The following prompt appears: 1login

After you have successfully logged on, the following information about successful and unsuccessful
logons appears:

There have been 26 successful logins since last reboot and 0 failed logins since last
successful login
Last Successful Login was on: Thu Apr 23 17:16:08 2020

Understanding the Command Syntax

This section describes the steps to take when you enter a command.
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ExtremeXOS command syntax is described in detail in the ExtremeXOS 31.7 Command Reference Guide.
Some commands are also included in this guide in order to describe how to use ExtremeXOS software
features. However, only a subset of commands are described here, and in some cases only a subset of
the options that a command supports. You should consider the ExtremeXOS 31.7 Command Reference
Guide as the definitive source for information on ExtremeXOS commands.

You can enter configuration commands at the # prompt. At the > prompt, you can enter only
monitoring commands, not configuration commands. When you log in as admin (which has read and
write access), you see the # prompt. When you log in as user (which has only read access), you will see
the > prompt. When the switch is booting up, you may see the > command prompt. When the bootup
process is complete, the # prompt is displayed.

When you enter a command at the prompt, ensure that you have the appropriate privilege level.

Most configuration commands require you to have the administrator privilege level. For more
information on setting CLI privilege levels, see the create account, configure account, and
configure account [all | name] privilege [admin | user] commands.

Using the CLI

This section describes how to use the CLI to issue commands.

1. At the prompt, enter the command name.

If the command does not include a parameter or values, skip to step 3. If the command requires
more information, continue to step 2.

2. If the command includes a parameter, enter the parameter name and values.

The value part of the command specifies how you want the parameter to be set. Values include
numerics, strings, or addresses, depending on the parameter.

3. After entering the complete command, press [Enter].

wd Note

E If an asterisk (*) appears in front of the command line prompt, it indicates that you have
pending configuration changes that have not been saved. For more information on saving
configuration changes, see Software Upgrade and Boot Options on page 1871.

Syntax Helper

The CLI has a built-in syntax helper. If you are unsure of the complete syntax for a particular command,
enter as much of the command as possible, and then press:

* [Tab]— Auto-completes the command if there is a unique match. If there is a partial match, auto-
completes to the nearest match, and then lists the available options.

* ?—provides a list of options for the entered command.

If you enter an invalid command, the syntax helper notifies you of your error, and indicates where the
error is located.

If the command is one where the next option is a named component (such as a VLAN, access profile, or

route map), the syntax helper also lists any currently configured names that might be used as the next
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Syntax Helper

option. In situations where this list is very long, the syntax helper lists only one line of names, followed
by an ellipsis (...) to indicate that there are more names that can be displayed.

CL! File Name Completion

When entering a command, at the point where a file name could be entered, press [Tab] or ? to display
an alphabetically sorted list of possible file names. You can also type part of the file name to display a
filtered list of file names matching what you have typed so far.

The following commands support this behavior:

cd directory name

configure access-list aclname [any | ports port list | vlan vlian name]
{ingress | egress}

configure ip-security dhcp-bindings storage filename name

configure snmp access-profile [ access profile {readonly | readwrite}

| [[add rule ] [first | [[before | after] previous rule]]] | delete
rule | none ]

configure ssh2 access-profile [ access profile | [[add rule] [first |

[ [before | after] previous rule]]] | delete rule | none]

configure telnet access-profile [ access profile | [[add rule ] [first
| [[before | after] previous rule]l] | delete rule | none ]

configure vlan vlan name udp-profile [profilename | none]
cp old name new name

create process name executable exe {start [auto | on-demand]} {node
node} {vr vr-name} {description description} {argl {arg2 { arg3 { arg4
{ arg5 { arg6 { arg7 { arg8 { arg9 }}}}}}}1}}

create process name python-module python-module {start [auto | on-
demand]} {node node} {vr vr-name} {description description} {argl
{arg2 {arg3 {arg4 {argb {arg6 {arg7 {arg8 {arg9}}}}t}}}}}

edit policy filename
enable license file filename

enable ssh2 {access-profile [access profile | none]} {port
tcp port number} {vr [vr name | all | default]}

load script filename {argl} {arg2} ... {arg9}
ls file name

mkdir directory name

mv old name new_name

scp2 {cipher cipher} {mac mac} {compression [on | off]} {port portnum}
{vr vr name} user [hostname | ipaddress]:remote file local file

show ssl {[trusted-ca | ocsp-signature-ca] [file name | all]}
{manufacturing} {certificate | detail}

tftp [ ip-address | host-name ] { -v vr name } { -b block size } [ -g
| -p 1 [ -1 local-file { -r remote-file } | -r remote-file { -1 local-
file } ]
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* tftp get [ ip-address | host-name] { vr vr name } { block-size
block size } remote-file local-file} {force-overwrite}

®* tftp put [ ip-address | host-name] {vr vr name} {block-size
block size}local-file { remote-file}

* rm file name
* rmdir directory name
®* run script filename {argl} {arg2} ... {arg9}

® unconfigure ssl certificate [trusted-ca | ocsp-signature-ca]
[file name | all ]

Object Names

You must provide all named components within a category of the switch configuration (such as VLAN)
a unique object name.

Object names must begin with an alphabetical character, and may contain alphanumeric characters and
underscores (), but they cannot contain spaces. The maximum allowed length for a name is 32
characters. User-created object names for the following modules are not case-sensitive: access list,
account, CFM (Connectivity Fault Management), EAPS (Extreme Automatic Protection Switching), ESRP

names). If the software encounters any ambiguity in the components within your command, it
generates a message requesting that you clarify the object you specified.

goc Note

E If you use the same name across categories, we recommend that you specify the identifying
keyword as well as the actual name. If you do not use the keyword, the system may return an
error message.

Reserved Keywords

Keywords such as vlan, stp, and other second-level keywords are reserved and you cannot use them
as object names. This restriction only applies to the specific word e.g (wlan); you can use expanded
versions e.g (vlan2) of the word.
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A complete list of the reserved keywords for ExtremeXOS 12.4.2 and later software is displayed in Table
7. Any keyword that is not on this list can be used as an object name.

Lk Note
E The list of reserved keywords is not exhaustive, and more will be added as new features are
added. A failure to create an object with the following error means that the keyword is

reserved:

"Name cannot be a reserved keyword."

Table 7: Reserved Keywords

Reserved Keywords

aaa
access-list
account
accounts
acl
auto-peering
auto-
provision
avb
bandwidth
banner

bfd

bgp
bootprelay
bootrom
brm

bvlan

cdp

cfgmgr

cfm
checkpoint-
data

clear
clear-flow
cli
clipaging
configuratio
n

configure
cos-index
counters

cp

cpu-
monitoring
create
cvlan

dcbx

delete
devmgr

dhcp
dhcp-client
dhcp-server
dhcpv6

elsm

ems

enable

epm

erps

esrp
ethernet
evpn

exit
exsh-var
fabric
failsafe-
account

fdb
firmware
flow-
redirect
force_synchr
onize
forwarding
get

gptp

hal

hclag

icmp
identity-
management
idletimeout
idmgr

?ng

image
inline-power
ip

ip-fix
ip-mtu
ip-security
iparp
ipconfig
ipforwarding
ipmc
ipmcforwardi
ng

ipmroute

irdp

isid

isis
jumbo-£frame
jumbo-£frame-
size

kernel

12pt
12stats
12vpn

lacp

ldap
learning
led

license
license-info
licenses
licMgr

lldp

load

log

logout

mac
mac-binding
mac-lockdown-
timeout
mac-locking
macsec
management
mcast

mcm

mcmgr
memory
memorycard
meter
mirror
mlag

mld

modify

mpls

mrp

msdp
msgsrv

pim

poe

policy
ports
power
printk
private-vlan
process
protocol
put

pwmib

q
gosprofile
gosscheduler
quit
radius
radius-
accounting
refresh
rip

ripng

rmon
router-
discovery
rtmgr

run
safe-default-
script
save
screen
script
security
session
set

sflow
sharing
show

slot
slot-poll-
interval
slpp

snmp
snmpMaster

sys-health-
check
syslog
sys-recovery-
level
system
tacacs
tech-support
telnet
telnetd
tftpd
throw
thttpd

time
trusted-
servers
tunnel
twamp
udp-echo-
server
udp-profile
unconfigure
update
upload

upm

usleep
validate
var
version
vid
virtual-
network
virtual-router
vlan

vm
vm-tracking
vman

vpex

vr

vrrp

vsm
watchdog
web
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Table 7: Reserved Keywords (continued)

Reserved Keywords
diagnostics |iproute msrp snmpv3 wred
diffserv ipstats mstp sntp-client wredprofile
disable ipvé mv source xml-mode
dns ipagent mvr ssh2 xml-
dns-client mvrp sshd2 notification
dos-protect neighbor- ssl xml-test
dotlag discovery stacking xmlc
dotlp netlogin stacking- xmld
dotlqg nettools support xx_ force_synch
ds network-clock stm ronize
dwdm node stp xx synchronize
eaps nodealias stpd xx synchronize
edp ntp svlan 2
elrp orchestration switch
elrp-client ospf

ospvdebug

ospfv3

otm

packet

performance

Abbreviated Syntax

Abbreviated syntax is the shortest unambiguous allowable abbreviation of a command or parameter.
Typically, this is the first three letters of the command.

When using abbreviated syntax, you must enter enough characters to make the command
unambiguous and distinguishable to the switch. If you do not enter enough letters to allow the switch to
determine which command you mean, the syntax helper provides a list of the options based on the
portion of the command you have entered.

Command Shortcuts

Components are typically named using the create command. When you enter a command to
configure a named component, you do not need to use the keyword of the component.

E Note
True only for some named components.

For example, you can create a VLAN.

1. Entera VLAN name:
create vlan engineering

After you have created the name for the VLAN, you can eliminate the keyword wv1lan from all other
commands that require the name to be entered.
2. Enter the shortcut.

configure engineering delete port 1:3,4:6

40
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Command Aliases

You can create aliases to execute any ExtremeXOS command, including any options, arguments, and
redirection.

For example, you can create an alias called "download" to substitute for "download image
102.3.10.5". Now you can now simply type "download" and then the image file name to download
your ExtremeXOS image from the 102.3.10.5 location, instead of typing download image
102.3.10.5 image name.

' Important

Aliases are only available in the shell session in which they are created. When you exit the
shell your aliases are lost. To create persistent aliases, you need to add the aliases to the script
exshrc.xsf that you must create using the VI editor and save in the /usr/local/cfg
folder.

For more information about the exshrc. xsf script, see ExtremeXOS Shell RC Script on

page 434. For information about managing files on the switch, see Using the ExtremeXOS File
System on page 132.

To be recognized, the alias must be the first word in the command string typed at the prompt.
Substitution does not occur if the alias name string occurs anywhere else.

Auto-completion works for aliases much as it does for ExtremeXOS commands (see Syntax Helper on
page 36).

Limitations

* Arguments cannot occur in the middle of alias commands. For example, you cannot create an alias
"set_vlan_ip" for the command configure vlan vlan name ipaddress ip address
where you specify the VLAN name as an argument. This is because aliases work through direct
textual substitution.

* Aliases cannot be chained together. For example, if you create an alias "sh" for show version and
another alias "ps" for process, then entering sh ps at the prompt is not equivalent to entering

“show version process”.
*  You cannot tab-complete commands when creating an alias by using the alias command.
* Aliases cannot be created for the current shell session using UPM scripts or Python scripts.
* Tab completion does not work for commands given inside the aliases.

Usage

To create an alias, use the command alias alias name command
To view a list of current aliases, use the command alias (with no other arguments).

To display the command that will be substituted for alias name, use the command alias
alias name.

To delete aliases, use the command unalias.
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Command Line Interface (CLI) History Expansion

The history expansion character ‘' can be used to specify a command from the history that is
substituted into the command line. All occurrences of the form “In:w” in the command are replaced with
the w’th word from the n’th line in the command history. Specification of the word is optional.

For example, if the command history is as follows:

1. show vlan
2. create vlanvilan_1
3. show ports

You can type configure vlan !2:2 ipaddress 10.0.0.1 toconfigure the IP address of
vlan_1. Or type !'1 to run the command show vlan.

You can also use negative values for n to refer backward through the history. ! -1 refers to the previous
command executed, which in the preceding example is show ports. To execute a command that was
typed two commands back, use ! -2. You can use negative values for w to refer to the first (1+|w|)
words from the selected line in history.

For example, 1 2: -1 gives you the first 1+|-1=2 words from line 2 of the history (in this example,
create vlan).

This feature is disabled by default.

Supported Platforms

CLI history expansion is available on ExtremeSwitching X435, X440-G2,X450-G2, X460-G2, X465,
X590, X620, X670-G2, X690, X695, X870, 5320, 5420, 5520 series switches.

Configuring CLI History Expansion

To enable CLI history expansion, use the following command:

enable cli history expansion {session | permanent}
To disable CLI history expansion, use the following command:

disable cli history expansion {session | permanent}
To view the status of CLI history expansion, use the following command:

show switch management

CLI History Lookup

You can find and re-execute CLI commands from the history.

To find a previously entered command:

1. Press CTRL + R. The prompt changes to reverse—-i-search.

2. Start typing any part of the desired command. The CLI shows matching commands from the history.
If there are multiple matches, press CTRL + R again to view additional matches.
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3. To use the recovered command:
* To execute the command with no changes, press ENTER.
* To modify the command at the searched word, press ESC to place the command in the prompt
with the cursor on the searched word.

*  To modify the command from the end of the command, press CTRL + E to place the command in
the prompt with the cursor at the end of the command.

Support for Revising CLI Commands

ExtremeXOS has evolved and incorporated many new features over time. During this development, CLI
keywords have been introduced that are not logically organized or do not conform to the CLI format
standards. ExtremeX(0S30.3 and later provides the infrastructure capability to manage the
reorganization and removal of CLI commands with the goal of providing clearer CLI organization and
improved usability.

The following command manages how old keywords that have been moved and redefined appear in the
CLI

configure cli moved-keywords [hide | show {no-help}].Choices made in this
command appear in the output of the show management command. The following table explains the
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configure command options, how they impact CLI behavior, and how these choices appear in the show

switch management command.

Moved Command Option

CLI Impact

Show Switch Management
Command Display

hide

Moved commands do not appear
in the CLI.

* The removed keyword no
longer appears as an option
when using TAB or ? for
syntax suggestion and
completion (see Syntax
Helper on page 36).

*  Removed commands
continue to run, provided the
syntax is correct.

Hidden

show

Moved commands appear in the
CLI.

* The removed keyword
appears as an option when
using TAB or ? for syntax
suggestion and completion
(see Syntax Helper on page
36). Help text indicates the
new preferred syntax.

*  Removed commands
continue to execute, provided
the syntax is correct, but a
message appears prompting
you to use the preferred new
syntax.

Displayed with Help

no-help

Moved commands appear in the

CLI.

* Theremoved keyword
appears as an option when
using TAB or ? for syntax
suggestion and completion
(see Syntax Helper on page
36). Help text does not
indicate the new preferred
syntax.

*  Removed commands
continue to execute, provided
the syntax is correct. No
message appears prompting
you to use the preferred new
syntax.

Displayed with No Help

You may see a variety of symbols shown as part of the command syntax.
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These symbols explain how to enter the command, and you do not type them as part of the command
itself. Table 8 summarizes command syntax symbols you may see throughout this guide.

uie Note
E ExtremeXOS software does not support the ampersand (&), left angle bracket (<), or right
angle bracket (>), because they are reserved characters with special meaning in XML.

Table 8: Command Syntax Symbols

Symbol Description

square brackets [ ] Enclose a required value or list of required arguments. One or more values or
arguments can be specified. For example, in the syntax

disable port [port list | all]

you must specify either specific ports or all for all ports when entering the
command. Do not type the square brackets.

vertical bar | Separates mutually exclusive items in a list, one of which must be entered. For
example, in the syntax

configure snmp add community [readonly | readwrite]
alphanumeric string

you must specify either the read or write community string in the command.
Do not type the vertical bar.

braces { } Enclose an optional value or a list of optional arguments. One or more values
or arguments can be specified. For example, in the syntax

reboot {time month day year hour min sec } {cancel}
{msm slot id} {slot slot-number | node-address node-
address | stack-topology {as-standby} }

You can specify either a particular date and time combination, or the keyword
cancel to cancel a previously scheduled reboot. (In this command, if you do
not specify an argument, the command will prompt, asking if you want to
reboot the switch now.) Do not type the braces.

Port Numbering

The ExtremeXOS software runs on stand-alone switches.

goc Note
E The keyword all acts on all possible ports; it continues on all ports even if one port in the
sequence fails.

Stand-alone Switch Numerical Ranges

On ExtremeSwitching switches, the port number is simply noted by the physical port number.

Separate the port numbers by a dash to enter a range of contiguous numbers, and separate the
numbers by a comma to enter a range of non-contiguous numbers:

* x-y—Specifies a contiguous series of ports on a stand-alone switch.
* x,y—Specifies a non-contiguous series of ports on a stand-alone switch.

* x-y,a,d—Specifies a contiguous series of ports and a non-contiguous series of ports on a stand-alone
switch.
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SummitStack Numerical Ranges

On SummitStack switches, the port number is a combination of the slot number and the port number.
The nomenclature for the port number is as follows: slot:port

For example, if there is a switch in slot 2 of the stack with a total of four ports, the following ports are
valid:

e 21
e 22
¢ 23
¢ 24

You can also use wildcard combinations (*) to specify port combinations.

The following wildcard combinations are allowed:

* slot:*—Specifies all ports on a particular switch in the stack.
* slot:x-slot:y—Specifies a contiguous series of ports on a range of switches in the stack.
* slot:x-y—Specifies a contiguous series of ports on a particular switch in the stack.

* slota:x-slotb:y—Specifies a contiguous series of ports on a SummitStack node and end on another
node.

Assigning Slot:Port Notation on Standalone Switches

You can configure a standalone system as a slotted system, which allows for commands which had ‘slot’
arguments to be visible and take in a valid slot number of ‘T, along with any port arguments specified in
‘slot’”port’ notation. In turn, any command output would specify ‘slot” information and ports displayed
in ‘slot’”port’ notation.

To assign slot:port notation to a standalone switch, use the following command:
configure system ports notation [slot:port | slot/port]

The CLI prompt for the switch changes to show that you have changed it to slot:port notation. For
example:
Slot-1 X460G2-24t-10G4.1

Line-Editing Keys

Table 9 on page 46 describes the line-editing keys available using the CLI.

Table 9: Line-Editing Keys

Key(s) Description

Left arrow or [Ctrl] + B Moves the cursor one character to the left.

Right arrow or [Ctrl] + F Moves the cursor one character to the right.

[Ctrl] + H or Backspace Deletes character to left of cursor and shifts remainder of line to left.

[Ctrl]+ D Deletes character under cursor and shifts remainder of line to left.
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Viewing Command History (Journal)

Table 9: Line-Editing Keys (continued)

Key(s) Description

[Ctrl] + K Deletes characters from under cursor to end of line.

[Insert] Toggles on and off. When toggled on, inserts text and shifts previous text
to right.

[CtrI] + A Moves cursor to first character in line.

[Ctrl] + E Moves cursor to last character in line.

[Ctri]1 +L Clears screen and moves cursor to beginning of line.

[Ctrl] + P or Up arrow

Displays previous command in command history buffer and places cursor
at end of command.

[Ctrl] + N or Down arrow

Displays next command in command history buffer and places cursor at
end of command.

[CtrI]+U Clears all characters typed from cursor to beginning of line.
[CtrI] +W Deletes previous word.
[CtrI]+ C Interrupts the current CLI command execution.

Viewing Command History (Journal)

ExtremeXOS retains a list of the most recently executed CLI commands (journal). The journal retains as
many as 200 commands along with the timestamp and user name. Commands are saved even after
logging off, rebooting, or switch crashes.

To view the list of recent CLI commands, use the command show cli journal.

To configure command list size, use the command configure cli journal size size.

To view the currently configured command list size, use the command show switch management.

To remove the list, use either of the following commands: unconfigure switch allor

unconfigure switch erase all.

Limitations

* Commands executed using North Bound interfaces (For example: SNMP, Extreme Management
Center, web) are not supported.

* The command show cli journal is not checkpointed in backup slot.

Common Commands

This section discusses common commands you can use to manage the switch.
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Commands specific to a particular feature may also be described in other chapters of this guide. For a
detailed description of the commands and their options, see the ExtremeXOS 31.7 Command Reference
Guide.

Table 10: Common Commands

Command Description

clear session [history | sessId | |Terminatesa Telnet or SSH2 session from the
all] switch.

configure account Configures a user account password.

Passwords can have a minimum of O character and
can have a maximum of 32 characters. Passwords
are case-sensitive. User names are not case-
sensitive.

configure banner Configures the banner string. You can configure a
banner to be displayed before login or after
login.You can enter up to 24 rows of 79-column text
that is displayed before the login prompt of each
session.

configure ports port Ilist {medium |Manually configures the port speed and duplex
[copper | fiber]} auto off speed setting of one or more ports on a switch.
speed duplex [half | full]

configure ssh2 key {pregenerated} |Generatesthe SSH2 host key.

configure sys-recovery-level [all |Configures arecovery option forinstances where an
| none] exception occurs in ExtremeXOS software.

configure time month day year hour |Configures the system date and time. The format is
min sec as followsmm dd yyyy hh mm ss

The time uses a 24-hour clock format. You cannot
set the year earlier than 2003 or past 2036.

configure timezone Configures the time zone information to the
configured offset from GMT time. The format of
GMT_offset is + minutes from GMT time. The
autodst and noautodst options enable and
disable automatic Daylight Saving Time change
based on the North American standard.

Additional options are described in the ExtremeXOS
31.7 Command Reference Guide

configure [{ vlan} vlan name | Configures an IP address and subnet mask for a
vlan vian id ] ipaddress VLAN.

[ipaddress {ipNetmask} | ipvé- | 7

link-local | {eui64d}
ipvé address mask]
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Table 10: Common Commands (continued)

Command

Description

create account

Creates a user account. This command is available
to admin-level users and to users with RAD/US

command authorization. The username is between 1
and 32 characters and is not case-sensitive. The
password is between O and 32 characters and is
case-sensitive. For user names, only alphanumeric,
dash (-), and underscore (_) characters may be
used. Any text after a hashtag (#) in a password is
ignored. It has to be enclosed in "<double quotes>"
if the hashtag is to be made part of the special
character password.

create vlan [{ vlan} vlan name |
vlan vlian list ] {description
vlan-description} {vr name}

Creates a VLAN.

delete account name

Deletes a user account.

delete [{ vlan} vlian name | vlan
vlan 1ist]

Deletes a VLAN.

disable bootp vlan [vlan | all]

Disables BOOTP for one or more VLANS.

disable cli prompting

Disables CLI prompting for the session.

disable cli config-logging

Disables logging of CLI commands to the Syslog.

disable cli paging

Disables pausing of the screen display when a show
command output reaches the end of the page.

disable cli idle-timeout

Disables the timer that disconnects all sessions.
After being disabled, console sessions remain open
until the switch is rebooted or until you log off.
Telnet sessions remain open until you close the
Telnet client. SSH2 sessions time out after 61
minutes of inactivity.

disable port [port list | all]

Disables one or more ports on the switch.

disable ssh2

Disables SSH2 access to the switch.

disable telnet

Disables Telnet access to the switch.

enable bootp vlan [vlan | all]

Enables BOOTP for one or more VLANS.

enable cli config-logging

Enables the logging of CLI configuration commands
to the Syslog for auditing purposes. The default
setting is disabled.

enable cli paging

Enables pausing of the screen display when show
command output reaches the end of the page. The
default setting is enabled.

enable cli idle-timeout

Enables a timer that disconnects all sessions
(Telnet, SSH2, and console) after 20 minutes of
inactivity. The default setting is enabled.
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Table 10: Common Commands (continued)

Command Description
enable license {software} key Enables a particular software feature license.
install license file filename Specify key as a 10 or 14 digit hexadecimal value.

{slot slot} (foruniversal platforms only) The command unconfigure switch {all}
does not clear licensing information. This license
cannot be disabled once it is enabled on the switch.

enable ssh2 {access-profile Enables SSH2 sessions. By default, SSH2 is disabled.
[access profile | none]} {port When enabled, SSH2 uses TCP port number 22.
tcp port number} {vr [vr name |
all | default]}

enable telnet Enables Telnet access to the switch. By default,
Telnet uses TCP port number 23.

history Displays the commands entered on the switch.

show banner {after-login | before- |Displays the user-configured banner.
login}

unconfigure switch {all} Resets all switch parameters (with the exception of
or defined user accounts, and date and time
unconfigure switch erase all | information) to the factory defaults.

nvram If you specify the keyword all, the switch erases

the currently selected configuration image in flash
memory and reboots. As a result, all parameters are
reset to default settings.

Using Safe Defaults Mode

When you take your switch from the box and set it up for the first time, you set the safe defaults mode.
You should use the safe defaults mode, which disables Telnet, STP (Spanning Tree Protocol), and SNMP.

All ports are enabled in the factory default setting; you can choose to have all unconfigured ports
disabled on reboot using the interactive questions. Also, STPD sO is enabled on the default VLAN; you
have the option to disable STPD in safe defaults mode.

After you connect to the console port of the switch, or after you run unconfigure switch {all}
or configure switch safe-default-script, you can change management access to your
device to enhance security.

1. Connect the console and log in to the switch.

This switch currently has some management methods enabled for convenience reasons.
Please answer these questions about the security settings you would like to use.
You may quit and accept the default settings by entering 'qg' at any time.

Would you like to activate VOSS? [y/N/q]
2. You are prompted to select your network operating system: ExtremeXOS (default) or VOSS:

* For ExtremeXOS, type N.

* For VOSS, type y.

' NOTE: Spanning Tree default changed in ExtremeXOS 22.2 !!!!

Multiple Spanning Tree Protocol (MSTP) is enabled by default to prevent
broadcast storms
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Would you like to disable MSTP? [y/N/q]:

The switch offers an enhanced security mode. Would you like to read more,
and have the choice to enable this enhanced security mode? [y/N/qg]:

If you select "no," go to 5 on page 51.
4. If you select "yes," the following appears:

Enhanced security mode configures the following defaults:

Disable Telnet server.

Disable HTTP server.

Disable SNMP server.

Remove all factory default login accounts.

Force creation of a new admin (read-write) account.

Lockout accounts for 5 minutes after 3 consecutive login failures.
Plaintext password entry will not be allowed.

Generate an event when the logging memory buffer exceeds 90% of capacity.
Only admin privilege accounts are permitted to run "show log".

Only admin privilege accounts are permitted to run "show diagnostics".

L R e

Would you like to use this enhanced security mode? [Y/n/q]:

If you select "yes," enhanced security mode is enabled. Go to step 9 on page 52.
5. If you select "no,” you are prompted to disable Telnet:

Telnet is enabled by default. Telnet is unencrypted and has been the target of
security exploits in the past.

Would you like to disable Telnet? [y/N/qg]:

6. You are prompted to enable SNMPv1/v2c:

SNMP access 1is disabled by default.
SNMPvl/v2c uses no encryption, SNMPv3 can be configured to eliminate this problem.
Would you like to enable SNMPvl/v2c? [y/N/g]: Yes

7. You are prompted to set up the community string:

SNMP community string is a text string that is used to authenticate SNMPvl/v2c
messages.

It is required for managing the switch using SNMPvl/v2c.

Would you like to configure a read-only and read-write community string? [Y/n/qg]: Yes

Read-only community string:
Re-enter read-only community string:
Read-write community string:
Re-enter read-write community string:

8. You are prompted to enable SNMPv3:

Would you like to enable SNMPv3? [y/N/g]: Yes

SNMPv3 uses usernames/passwords to authenticate and encrypt SNMP messages.
Would you like to create an SNMPv3 user? [Y/n/gl: Yes

User name: admin

Authentication password:

Reenter authentication password:
Privacy password:

Reenter privacy password:

SNMPv3 user ‘admin’ was created with authentication protocol SHA and privacy protocol
AES-128.
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9. Reboot the switch.

Adjusting Bootup Time

There are two menu timeout periods that you can adjust to impact the bootup time for X465, X590,
X690, X695, X870 series switches:

* BIOS autoboot timeout

* Boot menu timeout

Changing the BIOS Autoboot Timeout

To change the BIOS autoboot timeout period:

1. Connect to the switch console.
2. Reboot the switch.

3. When the first BIOS boot messages (“Version”, “BIOS Date” etc.) appear, press the DEL key several
times. This stops the bootup process and displays the BIOS menus.

4. Use the left/right arrow keys to select the Boot tab.

5. Change the Setup Prompt Timeout as desired. To reduce the bootup time as much as possible,
change the value to 1. This is the smallest possible value.

6. Press F4, and then ENTER to save the changes.

Changing the Boot Menu Timeout

To change the boot menu timeout, use the command configure switch boot-menu delay
[default | seconds].

To view the current setting for boot menu timeout, use the command show switch boot-menu.

Configuring Management Access

Account Access Levels

By default, ExtremeXOS software supports two roles for login sessions: administrative (or “admin”
privilege having "write” permission) and non-administrative (or “user” privilege having "read-only"
permission).

To change a user's account-level privileges to be administrative or non-administrative, use the
command configure account [all | name] privilege [admin | user].Any sessions
that are currently logged in with the account specified are cleared and therefore forced to login again
with the new privilege.
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In addition to the account-level privileges, you can optionally use an external RADIUS server to provide

CLI command authorization checking for each command. For more information on RADIUS, see
Security on page 1047.

poc Note
E CLI commands are sent to the RADIUS server unencrypted. Sensitive information entered into
the CLI could be seen by either internal or external third parties.

User Accounts

A user-level account has viewing access to all manageable parameters. Users cannot access:

* User account database
e SNMP community strings

An account with a user-level privilege can use the ping command to test device reachability and
change the password assigned to the account name.

If you have logged on with user privileges, the command line prompt ends with a (>) sign. For example:
X460G2-48t-G4.3 >

Administrator Accounts

Administrator-level accounts can view and change all switch parameters.

With this privilege level, you can also add and delete users, as well as change the password associated
with any account name. To erase the password, use the unconfigure switch all command.

An administrator can disconnect a management session that has been established by way of a Telnet
connection. If this occurs, the user logged on through the Telnet connection is notified that the session
has been terminated.

If you log on with administrator privileges, the command line prompt ends with a pound or hash (3#)
sign.

For example: X460G2-48t-G4.3 #

Lawful Intercept Account

The Lawful Intercept account can log in to a session and execute lawful intercept commands on the
switch. The commands provide for configuration consists of dynamic ACLs and a mirror-to port to
direct traffic to a separate device for analysis. The lawful intercept login session, session-related events,
and the ACLs and mirror instance are not visible to, or modifiable by, any other user (administrative or
otherwise).

No lawful intercept configuration is saved in the configuration file, and it must be reconfigured in the
case of a system reboot.

Other important feature information:

* Anadministrative user can create and delete a single local account having the lawful intercept
privilege and user privileges, but not administrative privileges, and can set its initial password.

* The lawful intercept user is required to change the password (for the single lawful intercept-
privileged account) upon logging in for the first time.
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The password for the lawful intercept account can only be changed by the lawful intercept user and
cannot be changed by an administrative user.

The show accounts command displays the existence of the lawful intercept account, but does
not display any related statistics.

The show configuration command does not display the lawful intercept account.

The show session {{detail} {sessID}} {history} command does not display any
lawful intercept user information. The EMS events normally associated with logging in and out are
suppressed, and do not occur relative to logging in and out of the lawful intercept account.

The EMS events normally associated with the enable cli config-logging command are
suppressed, and do not occur relative to a lawful intercept user session.

The lawful intercept user can create and delete non-permanent dynamic ACLs with the mirror action
only. The lawful intercept user cannot create or delete any other ACLs.

The show access-1ist command does not display any Lawful Intercept user-created ACLs to a
non-lawful intercept user.

The lawful intercept user-created ACLs are not accessible for any use by a non-lawful intercept user
(specifically through the configure access-list addorconfigure access-list
delete commands).

The lawful intercept user can only create or delete one (non-permanent) mirror instance with which
to bind the lawful intercept user-created ACLs and specify the mirror-to port.

Configure Banners

You can add a banner to give users helpful information before or after logging in.

To add a banner to your switch, use the following command:

configure banner {after-login | { before-login } { acknowledge } |
before-login {acknowledge} save-to-configuration}

When using before-login, you have to select the save-to-configuration option so that
the change is saved to the configuration file to have it show up in output of the show
configuration {module-name} {detail} command

When you use the acknowledge option, users must press a key to get the login prompt.

When no options are specified, the command configures a banner for a CLI session that appears
before login. A CLI banner can have a maximum size of 24 rows with 79 columns of text.

To clear a configured banner, use the following command:
unconfigure banner { after-login | before-login } command

To disable the acknowledgment feature (which forces the user to press a key before the login screen
appears), use the following command omitting the acknowledge option:

configure banner {after-login | { before-login } { acknowledge } |
before-login {acknowledge} save-to-configuration}

To display the banners that are configured on the switch, use the following command:

show banner { after-login | before-login }
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Startup Screen and Prompt Text

Once you log into the switch, the system displays the startup screen.

login: admin
password:

ExtremeX0S

Copyright (C) 1996-2015 Extreme Networks.
All rights reserved.

This product is protected by one or more US
patents listed at
http://www.extremenetworks.com/patents
along with their foreign counterparts.

Press the <tab> or '?' key at any time for completions.
Remember to save your configuration changes.

* <switchname>.1 #

You must have an administrator-level account to change the text of the prompt. The prompt text is
taken from the SNMP sysname setting.

The number that follows the period after the switch name indicates the sequential line of the specific
command or line for this CLI session.

If an asterisk (*) appears in front of the command line prompt, it indicates that you have outstanding
configuration changes that have not been saved.

For example: * X460G2-48p-G4.1 #

If you have logged on with administrator capabilities, the command line prompt ends with a (#) sign.
For example: X460G2-48p-G4.1 #

If you have logged on with user capabilities, the command line prompt ends with a (>) sign.

For example: X460G2-48p-G4.1 >

Default Accounts

By default, the switch is configured with two accounts. ExtremeXOS 15.7.1 added the ability to disable all
default accounts ("admin" and "user").

Table 11: Default Accounts

Account Name | Access Level

admin This user can access and change all manageable parameters. However, the user may
not delete all admin accounts.

user This user can view (but not change) all manageable parameters, with the following
exceptions:

* This user cannot view the user account database.
+ This user cannot view the SNMP community strings.

ExtremeXOS® User Guide for version 31.7 55



Creating Management Accounts Getting Started

Creating Management Accounts

An account can be disabled or enabled locally using read/write access. Even all administrative
privileged accounts and user privileged accounts can be disabled. Lawful-Intercept account will be
disabled under user privileged option. When all administrative accounts will be disabled locally, a
warning will be shown to use failsafe account, if necessary.

1. Login to the switch as admin.

2. At the password prompt, press [Enter], or enter the password that you have configured for the
admin account.

3. Runthe create account [admin | user | lawful-intercept] account-name
{encrypted encrypted password | password} command toaddanew user.

If you do not specify a password or the keyword encrypted, you are prompted for one. Passwords
are case-sensitive.

Caution
Using the encrypted option incorrectly can result in being locked out of your switch
account. For more information about the encrypted option, see create account.

If you do not want a password associated with the specified account, press [Enter] twice.
User-created account names are not case-sensitive.

Viewing Accounts

You can view all accounts. To view the accounts that have been created, you must have administrator
privileges. Run the show accounts command.

Deleting an Account

You can remove accounts that should no longer exist, but you must have administrator privileges. To
delete an account, run the delete account command.

Authenticating Management Sessions through the Local Database

You can use a local database on each switch to authenticate management sessions. An account can be
disabled or enabled locally using read/write access. Even all administrative privileged accounts and user
privileged accounts can be disabled. Lawful-Intercept account will be disabled under user privileged
option. When all administrative accounts will be disabled locally, a warning will be shown to use failsafe
account, if necessary.

This enable/disable command affects the following North Bound Interfaces (NBIs) in mgmt-access
realm:

* console
* TELNET
* SSH

e HTTP

* XML

The local database stores user names and passwords and helps to ensure that any configuration
changes to the switch can be done only by authorized users.
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You can increase authentication security using Secure Shell 2 (SSH2). SSH2 provides encryption for
management sessions. For information about SSH2, see Secure Shell 2 on page 1149.

Failsafe Accounts

The failsafe account is last possible method to access your switch.

This account is never displayed by the show accounts command, but it is always present on the
switch. To display whether the user configured a username and password for the failsafe account, or to
show the configured connection-type access restrictions, use the following command: show
failsafe-account .

The failsafe account has admin access level.

To configure the account name and password for the failsafe account, use the following command:

configure failsafe-account {[deny | permit] [all | control | serial |
ssh {vr vr-name} | telnet {vr vr-name}]}

When you use the command with no parameters, you are prompted for the failsafe account name and
prompted twice to specify the password for the account.

For example:

# configure failsafe-account

enter failsafe user name: bluebgreen
enter failsafe password:

enter password again:

When you use the command with the permit or deny parameter, the connection-type access
restrictions are altered as specified. For example:

# configure failsafe-account deny all
# configure failsafe-account permit serial

The failsafe account is immediately saved to NVRAM. On a SummitStack, the failsafe account is saved in
the NVRAM of every node in the active topology.

Eos Note

E On a SummitStack, when the synchronize stacking {node-address node-
address | slot slot-number } command isused, the failsafe account is transferred
from the current node to the specified nodes in the stack topology.

You do not need to provide the existing failsafe account information to change it.

uid Note

E The information that you use to configure the failsafe account cannot be recovered by
Extreme Networks. Technical support cannot retrieve passwords or account names for this
account. Protect this information carefully.
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Accessing the Switch using Failsafe Account
You can access your switch using the failsafe account.
1. Connect to the switch using one of the (configured) permitted connection types.
2. At the switch login prompt, carefully enter the failsafe account name.

If you enter an erroneous account name, you cannot re-enter the correct name. In that case, press
[Enter] until you get a login prompt and then try again.

3. When prompted, enter the password.

Managing Passwords

When you first access the switch, you have a default account.

You configure a password for your default account. As you create other accounts (see Creating
Management Accounts on page 56), you configure passwords for those accounts.

The software allows you to apply additional security to the passwords. You can enforce a specific format
and minimum length for the password. Additionally, you can age out the password, prevent a user from
employing a previously used password, and lock users out of the account after three consecutive failed
login attempts.

You can change the password to an encrypted password after you create an account.

Applying a Password to the Default Account
Default accounts do not have passwords assigned to them. Passwords can have a minimum of zero and

a maximum of 32 characters. (If you specify the format of passwords using the configure account
password-policy char-validation command, the minimum is eight characters.)

E Note
Passwords are case-sensitive. User-created account names are not case-sensitive.

1. Log in to the switch using the name admin or user.
2. At the password prompt, press [Enter].
3. Add a default admin password of green to the admin account or blue to the user account.

configure account admin green
configure account user blue

uie Note

E If you forget your password while logged out of the CLI, you can use the bootloader to
reinstall a default switch configuration, which allows access to the switch without a
password. Note that this process reconfigures all switch settings back to the initial default
configuration.
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Applying Security to Passwords

You can increase the security of your system by enforcing password restrictions, which will make it
more difficult for unauthorized users to access your system. You can specify that each password must
include at least two characters of each of the following four character types:

* Upper-case A-Z

¢ Lower-case a-z

* 09

L@ #%%""(0)

You can enforce a minimum length for the password, and set a maximum and minimum time limit, after
which the password will not be accepted.

By default, the system terminates a session after the user makes three consecutive failed logon
attempts and the account is locked for 15 minutes.

The user may then start another session (which would also terminate after three consecutive failed
logon attempts). To increase security, you can lock users out of the system entirely after three failed
consecutive logon attempts.

After the user’s account is locked out (using the configure account password-policy lockout-on-login-
failures command), it must be re-enabled by an administrator.

* To set character requirements for the password, use the following command:

configure account [all | name] password-policy char-validation [none |
all-char-groups]

* To configure the number of characters in a revised password that must be changed from an existing
password.

configure account [all |name] password-policy min-different-characters
[count]

* To set a minimum length for the password, use the following command:

configure account [all | name] password-policy min-length
[num characters | none]

* To age out the password after a specified time, use the following command:

configure account [all | name] password-policy max-age [num days |
none|]

* To configure a minimum password lifespan, use the following command:

configure account [all | name] password-policy min-age [num days |
none]

* To block users from employing previously used passwords, use the following command:

configure account [all | name] password-policy history [num passwords
| none]
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* To disable an account after three consecutive failed logon attempts, use the following command:

configure account [all | name] password-policy lockout-on-login-
failures [on | off]

goc Note

E If you are not working on SSH, you can configure the number of failed logons that trigger
lockout, using the configure cli max-failed-logins num-of-logins
command. (This command also sets the number of failed logons that terminate the
particular session.)

* To re-enable a locked-out account, use the following command:

clear account [all | name] lockout

Selecting the all option affects the setting of all existing and future new accounts.
* To view account settings, use the following command:

show accounts password-policy

Hash Algorithm for Account Passwords

As of ExtremeXOS 16.1, SHA-256 is hash for local passwords. This hash is visible in both the XML config
file (.cfg) and ASCII (.xsf). All existing users (created with older software) are still recognized and their
MD5 (Message-Digest algorithm 5) hashes can be verified.

However, if a new user is created or a password is changed, it will use the SHA-256 hash. After a
downgrade, older software will not be able to validate users with the SHA-256 hash. Upgrading will not
automatically change the hash for existing users.

Removal of Cleartext Passwords

As of ExtremeXOS 16.1, all passwords, secrets, or keys are not shown in the clear. The software does not
emit those passwords in any commands or display them as part of the device configuration.

A new mode of operation for the CLI requires prompting (with no echo) for all passwords, secrets, or
keys. The command configure cli password prompting-only controls this mode.

Each CLI command with password arguments is modified to use the new mode (designated with
flags="prompting-only" in the CLI syntax attribute specification). Then prompting must be handled by
that command.

Timed Lockout

As of ExtremeXOS 16.1, this feature adds the option to disable an account for a configurable period of
time after consecutive failed logins. After the configured duration elapses a disabled account is re-
enabled automatically. The configurable period of lockout time ranges from T minute to 1 hour. The
configurable number of the consecutive failed attempts ranges from 1to 10.

Prior to ExtremeXOS 16.1, the failsafe account was never locked out. Also, an admin acccount could only
be locked out only if there is at least one other admin account that is not locked out. The intent is to
prevent ensure the box is not ever completely locked out.

60

ExtremeXOS® User Guide for version 31.7



Getting Started Displaying Passwords

This feature augments this behavior in two ways:
* The failsafe account can now be locked out provided that the lockout is timed.
* Alladmin accounts can now be locked out provided that at least one is timed.

The feature applies to Telnet/SSH/Console/Https/Http.

Displaying Passwords
To display the accounts and any applied password security, use the following command:
¢ To display accounts and passwords, use the following command:
show accounts password-policy
* To display which accounts can be locked out, use the following command:

show accounts

Accessing an Active Node in a SummitStack

You can access any active node in a SummitStack from any other active node in the active topology by
running:

telnet slot slot-number {no-auto-login}

You are not prompted for your username or password. You are logged in to the same account (with
corresponding rights) with which you accessed the originating slot.

DNS Cache Resolver and Analytics Engine Overview

The Domain Name System (DNS) cache resolver feature implements a cache of DNS queries on the
switch, so that repeated queries can be handled directly by the switch, rather than by repeatedly
forwarding the requests to the DNS servers, which consumes time and network resources.

The DNS analytics engine analyzes the DNS queries (IPv4 and IPv6) from all connected clients and
keeps track of received DNS queries from clients, and domains accessed along with time stamps. By
using the cache and analytics, audits can be performed on the details of queries coming from clients,
which allows for threat mitigation.

To provide GDPR compliance, DNS analytics provides a mechanism to restrict the collection of DNS
analytics of a protected client. When you configure the client IP address subnet in the protected list,
DNS queries from configured protected clients are erased from the analytics database and future
queries are not stored.

Supported Platforms

ExtremeSwitching X435, X440-G2, X450-G2, X460-G2, X465, X590, X620, X670-G2, X690, X695,
X870, 5320, 5420, 5520 series switches.
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Limitations

* TCP DNS queries are not cached.

* The DNS cache feature and the L7 DNS feature in ONEPolicy should not be enabled at the same
time.

* Checkpointing is not supported in a stack or a MLAG setup for DNS caching.
* |Pv6 DNS queries are not cached.
* DNS cache feature should not be enabled on VXLAN tenant VLANS.

Using DNS Cache Resolver
Checkpointing is not supported in a stack or a MLAG setup for DNS caching.

Enabling/Disabling DNS Cache

To enable DNS cache, use the following command:
enable dns cache {{vlan} vlan name | {vr} vr name}
To disable DNS cache, use the following command:

disable dns cache {{vlan} vlian name | {vr} vr name}

Clearing the DNS Cache

To clear DNS cache entries, use the following command:

clear dns cache

Configuring DNS Cache

To add or delete DNS name servers, use the following command:

configure dns cache [add | delete ] name-server ip address {{vr}
vr name}

Showing DNS Cache Information

To show DNS cache entries, use the following command:

show dns cache {current} {detail}

To show DNS cache status (enabled or disabled), use the following command:

show dns cache configuration {{vlan} vlan name | {vr} vr name}
To show the current DNS name servers, use the following command:

show dns cache name-server

Using DNS Cache Analytics

In a stack, DNS analytics provides chcekpointing of data collected by the master node to the backup
node. Similarly, analyzed data of VLANS, which are spanning across MLAG nodes are checkpointed.
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Enabling/Disabling DNS Analytics

To enable DNS analytics, use the following command:

enable dns cache analytics {{vr} vr name}

To disable DNS analytics, use the following command:

disable dns cache analytics {{vr} vr name}

Clearing DNS Analytics

To clear the DNS analytics entries, use the following command:

clear dns cache analytics entries {{vr} vr name}

Configuring DNS Analytics

To configure the timeout of entries or maximum number of entries for DNS analytics, use the following
command:

configure dns cache analytics [{timeout minutes} {max-entries
max _entries}]

To configure the protected client list for the DNS cache analytics, use the following command:

configure dns cache analytics [add | delete]protected-client [client ip
netmask | ipNetmask] {{vr} vr name}

Showing DNS Analytics Information

To show the DNS analytics status (enabled or disabled) and the configured maximum entries and
timeout period, use the following command:

show dns cache analytics configuration {{vr} vr name}

To show the DNS analytics protected client list, use the following command:

show dns cache analytics protected-client {{vr} vr name}

To show DNS queries received from clients, use the following command:

show dns cache analytics statistics {client client ip domain
domain name } {detail} {{vr} vr name}}

Domain Name System (DNS) Security Extension

DNSSEC validates DNS replies and cache DNSSEC data. When forwarding DNS queries, dnsmasq
requests the DNSSEC records needed to validate the replies. The replies are validated, and the result
returned as the Authenticated Data bit in the DNS packet. In addition, the DNSSEC records are stored in
the cache, making validation by clients more efficient. Note that validation by clients is the most secure
DNSSEC mode, but for clients unable to do validation, use of the AD bit set by dnsmasq is useful,
provided that the network between the dnsmasq server and the client is trusted. The nameservers
upstream of dnsmasqg must be DNSSEC-capable—that is, capable of returning DNSSEC records with
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data. If they are not, dnsmasq is not able to determine the trusted status of answers, and this means
that DNS service is entirely broken

Configuring DNSSEC

To enable DNSSEC, use the following command:
enable dns cache {dnssec}

To disable DNSSEC, use the following command:
disable dns cache {dnssec}

To show DNSSEC status, use the following command:

show dns cache configuration {{vlan} vlan name | {vr} vr name}

Domain Name Service Client Services

The Domain Name Service (DNS) client in ExtremeXOS software augments the following commands to
allow them to accept either IP addresses or host names.

* telnet

* download bootrom

* download image

* ping

* traceroute

¢ configure radius server client-ip
¢ configure tacacs server client-ip
® create cfm domain dns md-level

The DNS client can resolve host names to both IPv4 and IPv6 addresses. In addition, you can use the
nslookup utility to return the IP address of a host name.

Use the following command to specify up to eight DNS servers for use by the DNS client:

configure dns-client add

Use the following command to specify a default domain for use when a host name is used without a
domain.

configure dns-client default-domain

For example, if you specify the domain xyz-inc.com as the default domain, then a command such as
ping accountingl istaken asif it had been entered ping accountingl.xyz-inc.com

Checking Basic Connectivity

To check basic connectivity to your switch, use the ping and traceroute commands.
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Ping

The ping command enables you to send /CMP (Infernet Control Message Profocol) echo messages to a
remote IP device.

The ping command is available for both the user and administrator privilege levels.
ping {vr vr-name} {continuous|count|dont-fragment|interval|start-size]

tos|ttl|udp} {mac|mpls|ipv4|ipv6} {from|with}

Table 12: Ping Command Parameters

Parameter Description

count Specifies the number of ping requests to send.

start-size Specifies the size, in bytes, of the packet to be sent, or the starting size if
incremental packets are to be sent.

continuous Specifies that UDP or ICMP echo messages are to be sent continuously. This
option can be interrupted by pressing [Ctrl] + C.

end-size Specifies an end size for packets to be sent.

udp Specifies that the ping request should use UDP instead of ICMP.

dont-fragment Sets the IP to not fragment the bit.

ttl Sets the TTL value.

tos Sets the TOS value.

interval Sets the time interval between sending out ping requests.

vrid Specifies the virtual router (VR) name to use for sending out the echo

Note: User-created VRs are supported only on the platforms listed for this
feature in the ExtremeXOS and Switch Engine 31.7 Feature License
Requirements document.

ipv4 Specifies IPv4 transport.

ipvé Specifies IPv6 transport.

Note: If you are contacting an IPv6 link local address, you must specify the

address %vlan name host .

host Specifies a host name or IP address (either v4 or v6).

from Uses the specified source address. If not specified, the address of the
transmitting interface is used.

with record-route |Sets the traceroute information.

If a ping request fails, the switch stops sending the request after three attempts. Press [Ctrl] + [C] to
interrupt a ping request earlier. The statistics are tabulated after the ping is interrupted or stops.

Use the ipv6 variable to ping an IPv6 host by generating an ICMPv6 echo request message and sending
the message to the specified address. If you are contacting an IPv6 link local address, you must specify
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the VLAN that you are sending the message from, as shown in the following example (you must include
the % sign):

ping ipvé link-local address %vlan name host

Traceroute
The traceroute command enables you to trace the path between the switch and a destination
endstation.
traceroute {vr vrid} {ipvé4 host} {ipv6é host} {ttl number} {from from}
{[port port] | icmp}
vr
The name of the VR.

ipv4/ipve
The transport.
from

Uses the specified source address in the /CMP packet. If not specified, the address of the
transmitting interface is used.

host
The host of the destination endstation. To use the hostname, you must first configure DNS.
ttl
Configures the switch to trace the hops until the time-to-live has been exceeded for the switch.

port
Uses the specified UDP port number.

icmp
Uses ICMP echo messages to trace the routed path.

Displaying Switch Information

You can display basic information about the switch by running the show switch command.

Filtering the Output of Show Commands

The output from many show commands can be long and complicated, sometimes containing more
information than you need. You can filter the output from a show command to suit your needs using a
restricted version of a UNIX/Linux feature that uses a "pipe" character to direct the output of one
command to be used as input for the next command.

You can include or exclude show command output that matches your specified text pattern. You can
also exclude all output until a line matches the pattern, and then include all output beginning with that
line.

Most show commands can be filtered, but a few, for example, show tech-support, do not allow
filtering.
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Filtering the Output of Show Commands

To filter show command output, use the following command:

show specific show command syntax | [
{ ignore-case } regexp { |

include ]

[ begin | exclude |
count } | count ]

grep |

show specific show
command syntax

Specify the show command followed by the vertical bar (]) or pipe
character. For example, show ports.

include Display the lines that match the regular expression.

exclude Do not display the lines that match the regular expression.

begin Display all the lines starting with the first line that matches the
regular expression.

grep Display the lines that match the regular expression.

ignore-case

Ignore case distinctions in both the output and the regular

expression.
count Display the number of lines after the filtered output.
count Display the number of lines after the output.
regexp The text pattern (regular expression) to match (case-sensitive),

enclosed by quotation marks.

If the specified show command outputs a refreshed display, filtering the show command terminates the
display without refreshing and a message appears stating this.

Table 13 shows a summary of special characters.

Table 13: Definition of Regular Expression Characters

Operator Type Examples Description
Literal characters match a aAyo6%@ Letters, digits and many special characters
character exactly match exactly
A\ AFALN? Precede other special characters with a \ to
cancel their regex special meaning
\n A\t Literal new line, tab, return
Anchors and assertions " Starts with
$ Ends with
Character groups any one [aAeEiou] Any character listed from [ to ]
character from the group ["aAeEiou] Any character except aAeEio or u
[a-fA-FO-9] Any hex character (Oto9oratof)
Any character at all
Counts apply to previous + One or more ("some")
element » p p
Zero or more ("perhaps some")
? Zero or one ("perhaps a")

Alternation

Either, or
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Flow control

The following example display the status of “flow control” on the ports of a switch:

show ports 1-2 information detail | include " (Port|Flow Control)"
The output is similar to the following:
Port: 1
Flow Control: Rx-Pause: Enabled Tx-Pause: Disabled
Priority Flow Control: Disabled
Port: 2
Flow Control: Rx-Pause: Enabled Tx-Pause: Disabled

Priority Flow Control:

Disabled

Automate Running Show Commands

This feature runs the integrated Python script watch.py to run a specified show command periodically
and display the output accordingly. In the script, CLI paging is disabled so that user input is not needed,
and CLI refreshing is disabled so that the keyword “no-refresh” is not needed in auto-refreshing

commands.

To run a specified show command, use the following command:

watch command {difference} {count count}

{interval interval}.

Example
The following example runs the show ports command for port 11 runs 15 times with an interval of 30
seconds:
# watch "show ports 11 statistics port-number no-refresh" count 15 interval 30
Port Link Tx Pkt Tx Byte Rx Pkt Rx Byte Rx Pkt Rx
Pkt Tx Pkt Tx Pkt
State Count Count Count Count Bcast
Mcast Bcast Mcast
11 A 206845 30061110 205326 30939540 0
163381 0 163483
> in Port indicates Port Display Name truncated past 8 characters
> in Count indicates value exceeds column width. Use 'wide' option or '0O' to
clear.
Link State: A-Active, R-Ready, NP-Port Not Present, L-Loopback
Port Link Tx Pkt Tx Byte Rx Pkt Rx Byte Rx Pkt Rx
Pkt Tx Pkt Tx Pkt
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State Count Count Count Count Bcast
Mcast Bcast Mcast
11 A 206845 30061110 205327 30939662 0
163382 0 163483

> in Port indicates Port Display Name truncated past 8 characters

> in Count indicates value exceeds column width. Use 'wide' option or '0O' to

clear.
Link State: A-Active, R-Ready, NP-Port Not Present, L-Loopback
Port Link Tx Pkt Tx Byte Rx Pkt Rx Byte Rx Pkt Rx
Pkt Tx Pkt Tx Pkt
State Count Count Count Count Bcast
Mcast Bcast Mcast
11 A 206847 30061402 205328 30939832 0
163383 0 163485
> in Port indicates Port Display Name truncated past 8 characters
> in Count indicates value exceeds column width. Use 'wide' option or '0O' to
clear.

Link State: A-Active, R-Ready, NP-Port Not Present, L-Loopback
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ExtremeXOS Switch Management Overview on page 70

Understanding the ExtremeXOS Shell on page 71

Using the Console Interface on page 71

Using the 10/100 or 10/100/1000 Ethernet Management Port on page 72
Managing the Switch with Bluetooth Devices on page 72

Using Extreme Management Center to Manage the Network on page 74
Authenticating Users on page 74

Using Telnet on page 75

Using Secure Shell 2 on page 83

Using the Trivial File Transfer Protocol on page 85

Understanding System Redundancy on page 87

Understanding Hitless Failover Support on page 91

Understanding Power Supply Management on page 97

Using the Network Time Protocol on page 98

Using the Simple Network Management Protocol on page 106

Using the Simple Network Time Protocol on page 124

Access Profile Logging for HTTP/HTTPS on page 128

This chapter provides information about how to use your ExtremeXOS switch. Included you will find
information about the ExtremeXOS Shell, system redundancy, power supply management, user
authentication, Telnet, and hitless failover support, as well as SNMP (Simple Network Management

ExtremeXOS Switch Management Overview

This chapter describes how to use ExtremeXOS to manage the switch. It also provides details on how to
perform the following various basic switch functions:

* Access the command line interface (CLI) by connecting a terminal (or workstation with terminal-
emulation software) to the console port.

* Access the switch remotely using TCP/IP through one of the switch ports, or through the dedicated
10/100 unshielded twisted pair (UTP) Ethernet management port. Remote access includes:
o Telnet using the CLI interface
o Secure Shell (SSH2) using the CLI interface
o SNMP access using Ridgeline™ or another SNMP manager

* Download software updates and upgrades. For more information, see Software Upgrade and Boot
Options on page 1871.
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The switch supports the following number of concurrent user sessions:
* One console session

* Eight shell sessions

* Eight Telnet sessions

* Eight Trivial File Transfer Protocol (TFTP) sessions

* Eight SSH2 sessions

*  Six XML sessions

Understanding the ExtremeXOS Shell

When you log in to ExtremeXOS from a terminal, a shell prompt is displayed.

At the prompt, input the commands you want to execute on the switch. After the switch processes and
executes a command, the results are displayed on your terminal.

The shell supports ANSI, VT100, and XTERM terminal emulation and adjusts to the correct terminal type
and window size. In addition, the shell supports UNIX-style page view for page-by-page command
output capability.

By default, up to eight active shell sessions can access the switch concurrently; however, you can
change the number of simultaneous, active shell sessions supported by the switch. You can configure
up to 16 active shell sessions. Configurable shell sessions include both Telnet and SSH connections (not
console CLI connections). If only eight active shell sessions can access the switch, a combination of
eight Telnet and SSH connections can access the switch even though Telnet and SSH each support eight
connections. For example, if you have six Telnet sessions and two SSH sessions, no one else can access
the switch until a connection is terminated or you access the switch through the console.

If you configure a new limit, only new incoming shell sessions are affected. If you decrease the limit and
the current number of sessions already exceeds the new maximum, the switch refuses only new
incoming connections until the number of shell session drops below the new limit. Already connected
shell sessions are not disconnected as a result of decreasing the limit.

Configure the number of shell sessions accepted by the switch, use the following command:

configure cli max-sessions

For more information about the line-editing keys that you can use with the ExtremXOS shell, see Line-
Editing Keys on page 46.

Using the Console Interface

You can access the switch as needed through the command line interface.

The switch is accessible using the following connectors:

¢ Summit switches: 9-pin, RS-232 ports.
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On a stand-alone switch, the console port is located on the front panel.

uid Note
a For more information on the console port pinouts, see the hardware installation guide for your
switch.

After the connection is established, you will see the switch prompt and can now log in.

Using the 10/100 or 10/100/1000 Ethernet Management Port

The ExtremeSwitching switches provide a dedicated 10/100 Mbps or 10/100/1000 Mbps Ethernet
management port. This port provides dedicated remote access to the switch using TCP/IP.

poc Note

E The ExtremeSwitching X435-8T-4S, X435-8P-4S, X435-8P-2T-W, and 5320 (all models) do
not have dedicated management ports. You can use front panel ports for management
connectivity for these switches.

supports the following management methods:
*  Telnet/SSH2 using the CLI interface
* SNMP access using Extreme Management Center, Ridgeline or another SNMP manager

The switch uses the Ethernet management port only for host operation, not for switching or routing.
The TCP/IP configuration for the management port is done using the same syntax as used for VLAN

On a SummitStack, the master node is accessed using the management port primary IP address for
other platforms. The primary IP address is acquired by the backup node when it becomes the master
node due to a failover. You can also directly access any node in the stack using its alternate IP address if
the node's management port is connected to your network.

* To configure the IP address and subnet mask for the VLAN mgmt, use the following command:
configure vlan mgmt ipaddress ip address /subnet mask

* To configure the default gateway (you must specify VR-Mgmt for the management port and VLAN
mgmt), use the following command:

configure iproute add default gateway { metric } {multicast |
multicast-only | unicast | unicast-only} {vr vrname}

The following example configuration sets the management port IP address to 192.168.1.50, mask
length of 25, and configures the gateway to use 192.168.1.1;

configure vlan mgmt ipaddress 192.168.1.50/25
configure iproute add default 192.168.1.1 vr vr-mgmt

For more information see Logging into a Stack on page 176.

Managing the Switch with Bluetooth Devices

You can manage certain ExtremeXOS switches using Bluetooth with mobile devices or laptops.
Bluetooth is enabled by default.
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Supported Platforms
Switches: ExtremeSwitching X465, 5320, 5420, and 5520 series switches.

Adapters: Dongles with a common Bluetooth controller (Cypress CY20702). Vendors with CY20702
pluggable and CC&C (USB-BT-400).

Limitations

Stacking with Bluetooth is not supported. Currently, access to a slot connected with a Bluetooth
device is supported, but other slots cannot be accessed.

No security procedures are initiated by ExtremeXOS for Bluetooth connectivity.
Only a specific list of Bluetooth dongles is supported.
Only one Bluetooth adapter is enabled per card. Other adapters will be in powered off state.

On platforms that do not support VR-Mgmt (for example, ExtremeSwitching 5320 series switches),
the DHCP server will not run on the Bluetooth interface. Instead, clients can connect using the Link
Local IPv4 address only. Clients that do not support Link Local IPv4 address (such as Mobile) are not
able to access the switch.

Using Bluetooth

Bluetooth users/clients can access ExtremeXOS switches using either the global IP address or link local
IP address. The Bluetooth interface is assigned with the global IP address (192.168.1.1/24 or 172.16.1.1/24).
DHCP server runs on the Bluetooth interface. This is mainly to serve Bluetooth clients with DHCP
support. After a Bluetooth connection is established, all Bluetooth clients are allocated IP addresses
from this pool (192.168.1.2-192.168.1.20 or 172.16.1.1-172.16.1.20). For Bluetooth clients that do not support
DHCP, you can use the link local IP address for accessing the switch. Range is 169.254.1.1-169.254.1.8.

To set up a Bluetooth device to manage a switch:

1.

2.

Insert a supported dongle into the USB port of the switch.

If needed (Bluetooth is enabled by default), ensure that Bluetooth capability, discovery, and pairing
are all enabled. using the following command:

enable switch bluetooth {discovery | pairing }

You can check Bluetooth status using the show switch bluetooth [statistics |
inventory] command.

If needed, enable Bluetooth on the desired Bluetooth device (phone or laptop).

. Toinitiate pairing, do one of the following:

* Press and hold the mode button for approximately 5 seconds.
® Press the pairing button on the dongle.

The Bluetooth Status LED blinks green while pairing is in progress, and then becomes solid green
when Bluetooth is connected.

Bluetooth Commands

To enable Bluetooth capabilities, use the following command:
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enable switch bluetooth {discovery | pairing }
To disable Bluetooth capabilities, use the following command:
disable switch bluetooth {discovery | pairing }
To clear Bluetooth devices, use the following command:

clear switch bluetooth device [all | address]
To show Bluetooth information, use the following command:

show switch bluetooth [statistics | inventory]

Using Extreme Management Center to Manage the Network

Extreme Management Center is a powerful yet easy-to-use application suite that facilitates the
management of a network of Extreme Networks switches, as well as selected third-party switches.

This product offers a comprehensive set of network management tools that are easy to use from a
client workstation running client software, or from a workstation configured with a web browser and the
Java plug-in.

Authenticating Users

ExtremeXOS provides three methods to authenticate users who log in to the switch: RADIUS (Remote

i Note
E You cannot configure RADIUS and TACACS+ at the same time.

RADIUS Client
Remote Authentication Dial In User Service (RADIUS, RFC 2865) is a mechanism for authenticating and

centrally administrating access to network nodes.

The ExtremeXOS RADIUS client implementation allows authentication for Telnet or console access to
the switch. For detailed information about RADIUS and configuring a RADIUS client, see Security on
page 1047.

TACACS+

Terminal Access Controller Access Control System Plus (TACACS+) is a mechanism for providing
authentication, authorization, and accounting on a central server, similar in function to the RADIUS
client.

The ExtremeXOS version of TACACS+ is used to authenticate prospective users who are attempting to
administer the switch. TACACS+ is used to communicate between the switch and an authentication
database.

For detailed information about TACACS+ and configuring TACACS+, see Security on page 1047.
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Management Accounts
ExtremeXOS supports two levels of management accounts (local database of accounts and passwords):
user and administrator.

A user level account can view but not change all manageable parameters, with the exception of the user
account database and SNMP community strings. An administrator level account can view and change

all manageable parameters.

For detailed information about configuring management accounts, see Configuring Management
Access on page 52.

Using Telnet
ExtremeXOS supports the Telnet Protocol based on RFC 854.

Telnet allows interactive remote access to a device and is based on a client/server model. ExtremeX0S
uses Telnet to connect to other devices from the switch (client) and to allow incoming connections for
switch management using the CLI (server).

Starting the Telnet Client

Ensure that the IP parameters described in Configuring Switch IP Parameters on page 76 are set up
and then start an outgoing Telnet session.

Telnet is enabled and uses VR-Mgmt by default.

pos Note
a Maximize the Telnet screen so that it correctly displays screens that automatically update.

1. Use Telnet to establish a connection to the switch.
2. Specify the IP address or host name of the device that you want to connect to.

Check the user manual supplied with the Telnet facility if you are unsure of how to do this.

After the connection is established, you see the switch prompt and you can log in. The same is true if
you use the switch to connect to another host. From the CLI, you must specify the IP address or host
name of the device that you want to connect to.

3. If the host is accessible and you are allowed access, you may log in.

For more information about using the Telnet client on the switch, see Connect to Another Host Using
Telnet on page 76.

About the Telnet Server

Any workstation with a Telnet facility should be able to communicate with the switch over a TCP/IP
network using VT100 terminal emulation.

Up to eight active Telnet sessions can access the switch concurrently. If you enable the idle timer using
the enable cli idle-timeout command, the Telnet connection times out after 20 minutes of
inactivity by default. If a connection to a Telnet session is lost inadvertently, the switch terminates the
session within two hours.
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The switch accepts IPv6 connections.

For information about the Telnet server on the switch, see the following sections:
¢ Configuring Telnet Access to the Switch on page 79
* Disconnecting a Telnet Session on page 80

Connect to Another Host Using Telnet

You can Telnet from the current CLI session to another host. For more information see Starting the
Telnet Client on page 75.

Run telnet {vr vr name} [host name | remote ip] {port} .

User-created VRs are supported only on the platforms listed for this feature in the ExtremeXOS and
Switch Engine 31.7 Feature License Requirements document.

If the TCP port number is not specified, the Telnet session defaults to port 23. If the VR name is not

Configuring Switch IP Parameters

To manage the switch by way of a Telnet connection or by using an SNMP Network Manager, you must
first configure the switch IP parameters.

Using a BOOTP or DHCP Server

The switch contains a BOOTP and DHCP (Dynamic Host Configuration Protocol) client, so if you have a

BOQOTP or DHCP server in your IP network, you can have it assign IP addresses to the switch. This is
more likely to be desirable on the switch's VLAN mgmt than it is on any other VLANS.

If you are using IP and you have a Bootstrap Protocol (BOOTP) server set up correctly on your network,
you must provide the following information to the BOOTP server:

* Switch Media Access Control (MAC) address, found on the rear label of the switch
* |Paddress
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* Subnet address mask (optional)

uid Note

E Dual network operating system ExtremeSwitching switches (for example, 5520 switches)
when running ExtremeXOS use a base MAC address at offset O (for example:
00:¢0:cc:8b:68:00) for both the OOB management port as well as inband VLANSs using DHCP.
However, when running VOSS, the offset is 0x81 for OOB (for example: 00:c0O:cc:8b:68:81) and
256 (for example: 00:c0:cc:8b:69:00), assuming the first VLAN MAC offset O is assigned to
the inband VLAN. If a different VLAN MAC offset is assigned, this MAC address changes
accordingly (for example, if VLAN MAC offset is 10, then the associated MAC address is
00:c0:cc:8b:69:0A).
When using DHCP client on the switch, the switch sends a common DHCP client identifier
equal to the base MAC address of the switch that is printed on the switch label. When
transitioning between VOSS and ExtremeXQOS, since the DHCP client ID is the same, the same
IP address should be given out by the DHCP server assuming a standard DHCP pool
configuration. If you want to statically assign IP addresses on the DHCP server, then it is
recommended to assign them based on the DHCP client ID, since this ensures the binding
does not change when alternating between VOSS and ExtremeXOS. If the DHCP IP addresses
are assigned based on MAC addresses, multiple entries have to be configured (one for Ox81
offset, and one for :00 offset) to account for differences in the OOB or inband VLAN source
MAC address usage between the two operating systems.

The switch does not retain IP addresses assigned by BOOTP or DHCP through a power cycle, even if the
configuration has been saved. To retain the IP address through a power cycle, you must configure the IP
address of the VLAN using the CLI or Telnet.

If you need the switch's MAC address to configure your BOOTP or DHCP server, you can find it on the
rear label of the switch. Note that all VLANs configured to use BOOTP or DHCP use the same MAC
address to get their IP address, so you cannot configure the BOOTP or DHCP server to assign multiple
specific IP addresses to a switch depending solely on the MAC address.

* To enable the BOOTP or DHCP client per VLAN, use the following command:

enable bootp vlan [ vlian name | all]
enable dhcp vlan [ vlan name | all]

* To disable the BOOTP or DHCP client per VLAN, use the following command:
disable bootp vlan [ vlan name | all]
disable dhcp vlan [ vlian name | alll]

* To view the current state of the BOOTP or DHCP client, use the following command:

show dhcp-client state

Eut Note
E The ExtremeXOS DHCP client will discard the DHCP OFFER if the lease time is less than or
equal to two seconds.
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Manually Configuring the IP Settings

If you are using IP without a BOOTP server, you must enter the IP parameters for the switch in order for
the SNMP Network Manager or Telnet software to communicate with the device.

1. Assign IP parameters to the switch.

a. Login to the switch with administrator privileges using the console interface.
b. Assign an IP address and subnet mask to a VLAN.

The switch comes configured with a default VLAN named default. To use Telnet or an SNMP
Network Manager, you must have at least one VLAN on the switch, and that VLAN must be
assigned an IP address and subnet mask. IP addresses are always assigned to each VLAN. The
switch can be assigned multiple IP addresses (one for each VLAN).

Note
E For information on creating and configuring VLANSs, see VLANs on page 570.

2. Manually configure the IP settings.
a. Connect a terminal or workstation running terminal emulation software to the console port, as
detailed in Using the Console Interface on page 71.
b. At your terminal, press [Enter] one or more times until you see the login prompt.

At the login prompt, enter your user name and password. The user name is not case-sensitive;
the password is case-sensitive. Ensure that you have entered a user name and password with
administrator privileges.

If you are logging in for the first time, use the default user name admin to log in with
administrator privileges. For example: login: admin

Administrator capabilities enable you to access all switch functions. The default user names have
no passwords assigned.

If you have been assigned a user name and password with administrator privileges, enter them at
the login prompt.

d. Enter the password when prompted.
When you have successfully logged in to the switch, the command line prompt displays the
name of the switch.

e. Assign an IP address and subnetwork mask for the default VLAN by using the following

command:

configure {vlan} vlan name ipaddress [ipaddress {ipNetmask} | ipv6-
link-local | {eui64} ipvé address mask]

For example:

configure vlan default ipaddress 123.45.67.8 255.255.255.0
The changes take effect immediately.

Boe Note

E As a general rule, when configuring any IP addresses for the switch, you can express a
subnet mask by using dotted decimal notation or by using classless inter domain
routing notation (CIDR). CIDR uses a forward slash plus the number of bits in the
subnet mask. Using CIDR notation, the command identical to the previous example is:
configure vlan default ipaddress 123.45.67.8/24.
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3. Configure the default route for the switch using the following command:

configure iproute add default gateway {metric} {multicast | multicast-
only | unicast | unicast-only} {vr vrname}

For example:
configure iproute add default 123.45.67.1

4. Save your configuration changes so that they will be in effect after the next switch reboot.

If you want to save your changes to the currently booted configuration, use the following command:
save

ExtremeXOS allows you to select or create a configuration file name of your choice to save the
configuration to.

a. If you want to save your changes to an existing or new configuration file, use the following
command:

save configuration {primary | secondary | existing-config | new-
config}

5. When you are finished using the facility, log out of the switch by typing: 1ogout or quit.

Configuring Telnet Access to the Switch

By default, Telnet services are enabled on the switch and all virtual routers listen for incoming Telnet
requests. The switch accepts IPv6 connections.

User-created VRs are supported only on the platforms listed for this feature in the ExtremeXOS and
Switch Engine 31.7 Feature License Requirements document.

The safe defaults mode runs an interactive script that allows you to enable or disable SNMP, Telnet, and
switch ports. When you set up your switch for the first time, you must connect to the console port to
access the switch. After logging in to the switch, you will enter into the safe defaults mode. Although

SNMP, Telnet, and switch ports are enabled by default, the script prompts you to confirm those settings.

If you choose to keep the default setting for Telnet—the default setting is enabled—the switch returns
the following interactive script:

Since you have chosen less secure management methods, please remember to increase the
security of your network by taking the following actions:

* change your admin password

* change your SNMP public and private strings
* consider using SNMPv3 to secure network management traffic

For more detailed information about safe defaults mode, see Using Safe Defaults Mode on page 50.

* To configure the VR from which you receive a Telnet request, use the following command:

configure telnet vr [all | default | vr name]
* To change the default, use the following command:
configure telnet port [portno | default]

The range for the port number is 1-65535. The following TCP port numbers are reserved and cannot
be used for Telnet connections: 22, 80, and 1023. If you attempt to configure a reserved port, the
switch displays an error message.
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Viewing Telnet Information

To display the status of Telnet, including the current TCP port, the VR used to establish a Telnet session,

and whether ACLs are controlling Telnet access, run the show switch management command.

Disabling and Enabling Telnet

700 Note
E You must be logged in as an administrator to configure the virtual router(s) used by Telnet
and to enable or disable Telnet.

*  You can choose to disable Telnet by using the following command:
disable telnet
* To re-enable Telnet on the switch, use the following command:

enable telnet

Disconnecting a Telnet Session

A person with an administrator level account can disconnect a Telnet management session.
1. Log in to the switch with administrator privileges.
2. Determine the session number of the session you want to terminate.
show session {{detail} {sessID}} {history}
3. Terminate the session.

clear session [history |sessId | all]

The user logged in by way of the Telnet connection is notified that the session has been terminated.

Access Profile Logging for Telnet

By default, Telnet services are enabled on the switch.

The access profile logging feature allows you to use an ACL (Access Control List) policy file or dynamic
ACL rules to control access to Telnet services on the switch. When access profile logging is enabled for
Telnet, the switch logs messages and increments counters when packets are denied access to Telnet. No

messages are logged for permitted access.

You can manage Telnet access using one (not both) of the following methods:

* Create and apply an ACL policy file.
* Define and apply individual ACL rules.

One advantage of ACL policy files is that you can copy the file and use it on other switches. One
advantage to applying individual ACL rules is that you can enter the rules at the CLI command prompt,
which can be easier than opening, editing, and saving a policy file.
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ACL Match Conditions and Actions

The ACLs section describes how to create ACL policies and rules using match conditions and actions.

Access profile logging supports the following match conditions and actions:
* Match conditions
o Source-address—IPv4 and IPv6

* Actions
o Permit
o Deny

If the ACL is created with more match conditions or actions, only those listed above are used for
validating the packets. All other conditions and actions are ignored.

The source-address field allows you to identify an IPv4 address, IPv6 address, or subnet mask for which
access is either permitted or denied.

If the Telnet traffic does not match any of the rules, the default behavior is deny.

Limitations
Access profile logging for Telnet has the following limitations:

* Either policy files or ACL rules can be associated with Telnet, but not both at the same time.

* Only source-address match is supported.

* Access-lists that are associated with one or more applications cannot be directly deleted. They must
be unconfigured from the application first and then deleted from the CLI.

¢ Default counter support is added only for ACL rules and not for policy files.

Managing ACL Policies for Telnet

The ACLs section describes how to create ACL policy files.

1. To configure Telnet to use an ACL policy, use the following command:
configure telnet access-profile profile name
2. To configure Telnet to remove a previously configured ACL policy, use the following command:

configure telnet access-profile none

uid Note
E Do not also apply the policy to the access list. Applying a policy to both an access profile
and an access list is neither necessary nor recommended.

Managing ACL Rules for Telnet

Before you can assign an ACL rule to Telnet, you must create a dynamic ACL rule as described in ACLSs.

1. To add or delete a rule for Telnet access, use the following command:

configure telnet access-profile [ access profile | [[add rule ] [first
| [[before | after] previous rule]]] | delete rule | none ]

2. To display the access-list permit and deny statistics for an application, use the following command:

show access-1list counters process [snmp | telnet | ssh2 | http]
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Misconfiguration Error Messages

The following messages can appear during configuration of policies or rules for the SNMP service:

Rule <rule> is already applied |A rule with the same name is already applied to this service.

Please remove the policy A policy file is already associated with the service. You must remove

<policy> already configured, the policy before you can add a rule.

and then add rule <rule>

Rule <previous rule> is not The specified rule has not been applied to the service, so you cannot

already applied add a rule in relation to that rule.

Rule <rule> is not applied The specified rule has not been applied to the service, so you cannot
remove the rule from the service.

Error: Please remove A policy or one or more ACL rules are configured for the service. You

previously configured rule(s) must delete the remove the policy or rules from the service before

before configuring policy you can add a policy.

<policy>

Sample ACL Policies

The following are sample policies that you can apply to restrict Telnet access.

In the following example named MyAccessProfile.pol, the switch permits connections from the subnet
10.203.133.0 /24 and denies connections from all other addresses:

MyAccessProfile.pol
entry AllowTheseSubnets {

if |

source-address 10.203.133.0 /24;
} then {

permit;

}

In the following example named MyAccessProfile.pol, the switch permits connections from the subnets
10.203.133.0 /24 or 10.203.135.0/24 and denies connections from all other addresses:

MyAccessProfile.pol
entry AllowTheseSubnets {
if match any {
source-address 10.203.133.0 /24;
source-address 10.203.135.0 /24;
} then {
permit;

}

In the following example named MyAccessProfile_2.pol, the switch does not permit connections from
the subnet 10.203.133.0 /24 but accepts connections from all other addresses:

MyAccessProfile 2.pol
entry dontAllowTheseSubnets {

if |

source-address 10.203.133.0 /24;
} then {

deny;

}
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}
entry AllowTheRest {

if |

; #none specified
} then {

permit;

}
}

In the following example named MyAccessProfile_2.pol, the switch does not permit connections from
the subnets 10.203.133.0/24 or 10.203.135.0 /24 but accepts connections from all other addresses:

MyAccessProfile 2.pol
entry dontAllowTheseSubnets {
if match any {
source-address 10.203.133.0 /24;
source-address 10.203.135.0 /24;
} then {
deny;
}
}
entry AllowTheRest {

if |

; #none specified
} then {

permit;

}

Using Secure Shell 2

Secure Shell 2 (SSH2) is a feature of the ExtremeXOS software that allows you to encrypt session data
between a network administrator using SSH2 client software and the switch or send encrypted data
from the switch to an SSH2 client on a remote system. Configuration, image, public key, and policy files
can be transferred to the switch using the Secure Copy Protocol 2 (SCP2).

The ExtremeXOS SSH2 switch application works with the following clients: Putty, SSH2 (version 2.x or
later) from SSH Communication Security, and OpenSSH (version 2.5 or later).

The switch accepts IPv6 connections.

Up to eight active SSH2 sessions can run on the switch concurrently. If you enable the idle timer using
the enable cli idle-timeout command, the SSH2 connection times out after 20 minutes of
inactivity by default. If you disable the idle timer using the disable cli idle-timeout

command, the SSH2 connection times out after 60 minutes of inactivity, by default. You can modify the
timeout value using the command configure ssh2 idletimeout <minutes> where <minutes>
can be from 1to 240 . For more information, refer to the help command for configure ssh2
idletimeout. If a connection to an SSH2 session is lost inadvertently, the switch terminates the
session within 60 minutes.

For detailed information about SSH2, see Security on page 1047.
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Access Profile Logging for SSH2

The access profile logging feature allows you to use an ACL policy file or dynamic ACL rules to control
access to SSH2 services on the switch.

When access profile logging is enabled for SSH2, the switch logs messages and increments counters
when packets are denied access to SSH2. No messages are logged for permitted access.

You can manage SSH2 access using one (not both) of the following methods:

* (Create and apply an ACL policy file
* Define and apply individual ACL rules

One advantage of ACL policy files is that you can copy the file and use it on other switches. One
advantage to applying individual ACL rules is that you can enter the rules at the CLI command prompt,
which can be easier than opening, editing, and saving a policy file.

ACL Match Conditions and Actions

Limitations

The ACLs section describes how to create ACL policies and rules using match conditions and actions.

Access profile logging supports the following match conditions and actions:
* Match conditions
o Source-address—IPv4 and IPv6

* Actions
o Permit
o Deny

If the ACL is created with more match conditions or actions, only those listed above are used for
validating the packets. All other conditions and actions are ignored.

The source-address field allows you to identify an IPv4 address, IPv6 address, or subnet mask for which
access is either permitted or denied.

If the Telnet traffic does not match any of the rules, the default behavior is deny.

Access profile logging for SSH2 has the following limitations:

* Either policy files or ACLs can be associated with SSH2, but not both at the same time.

* Only source-address match is supported.

* Access-lists that are associated with one or more applications cannot be directly deleted. They must
be unconfigured from the application first and then deleted from the CLI.

* Default counter support is added only for dynamic ACL rules and not for policy files.

Managing ACL Policies for SSH2

The ACLs section describes how to create ACL policy files.
* To configure SSH2 to use an ACL policy, use the following command:
configure ssh2 access-profile profile name
* To configure SSH2 to remove a previously configured ACL policy, use the following command:

configure ssh2 access-profile none
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Managing ACL Rules for SSH2

Before you can assign an ACL rule to SSH, you must create a dynamic ACL rule as described in ACLs.

* To add or delete a rule for SSH2 access, use the following command:

configure ssh2 access-profile [ access profile | [[add rule ] [first |
[ [before | after] previous rule]]] | delete rule | none ]

* Todisplay the access-list permit and deny statistics for an application, use the following command:

show access-list counters process [snmp | telnet | ssh2 | http]

Misconfiguration Error Messages

The following messages can appear during configuration of policies or rules for the SNMP service:

Rule <rule> is already applied |A rule with the same name is already applied to this service.

Please remove the policy A policy file is already associated with the service. You must remove
<policy> already configured, the policy before you can add a rule.
and then add rule <rule>

Rule <previous rule> is not The specified rule has not been applied to the service, so you cannot
already applied add a rule in relation to that rule.
Rule <rule> is not applied The specified rule has not been applied to the service, so you cannot

remove the rule from the service.

Error: Please remove A policy or one or more ACL rules are configured for the service. You
previously configured rule(s) must delete the remove the policy or rules from the service before
before configuring policy you can add a policy.

<policy>

Using the Trivial File Transfer Protocol

ExtremeXOS supports the Trivial File Transfer Protocol (TFTP) based on RFC 1350.

TFTP is a method used to transfer files from one network device to another. The ExtremeXOS TFTP
client is a command line application used to contact an external TFTP server on the network. For
example, ExtremeXOS uses TFTP to download software image files, switch configuration files, and ACLs
from a server on the network to the switch.

Up to eight active TFTP sessions can run on the switch concurrently.

We recommend using a TFTP server that supports blocksize negotiation (as described in RFC 2348,
TFTP Blocksize Option), to enable faster file downloads and larger file downloads.

e Note
E For better functionality, minimum block-size of 64 bytes is recommended.

For additional information about TFTP, see the following chapters:

* Forinformation about downloading software image files, BootROM files, and switch configurations,
see Software Upgrade and Boot Options on page 1871.

* Forinformation about downloading ACL (and other) policy files, see Policy Manager.
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* Forinformation about using TFTP to transfer files to and from the switch, see Managing the Switch
on page 70.

¢ Forinformation about configuring core dump files and transferring the core dump files stored on
your switch, see Troubleshooting on page 1899

TFTP Block-size Configuration

ExtremeXOS supports the TFTP client block-size option configuration based on RFC 2348, which can

range from 8 octets to 65000 octets. The block-size refers to data octets and does not include TFTP

header. This feature added the user configuration option for data bock-size:

* inthe generic commands that are used for downloading/uploading image/configuration/log/core
file etc.

* ranging from 24 bytes to 65000 bytes, taking into consideration the local/remote file name size and
the current busy box TFTP client support limits.

* tosupport larger TFTP data packets exceeding normal MTU especially on a front-panel port in case
of in-band management, enable jumbo frames on that port. Please refer "Jumbo Frames" for the
usage and its functional restrictions that affect TFTP data packet transfers.

If you do not specify block-size, the default is 1400 bytes.

Connecting to Another Host Using TFTP

You can TFTP from the current CLI session to another host to transfer files.

1. Runthe tftp command:

tftp [ ip-address | host-name ] { -v vr name } { -b block size } [ -g
| -=p 1 [ -1 local-file { -r remote-file } | -r remote-file { -1 local-
file } ]

pas Note
E User-created VRs are supported only on the platforms listed for this feature in the
ExtremeXOS and Switch Engine 31.7 Feature License Requirements document.

The TFTP session defaults to port 69. If you do not specify a VR, VR-Mgmt is used.

For example, to connect to a remote TFTP server with an IP address of 10.123.45.67 and “get” or
retrieve an ExtremeXOS configuration file named X0S1 . cfg from that host, use the following

command:

tftp 10.123.45.67 -g -r XOSl.cfg

When you “get” the file through TFTP, the switch saves the file.

2. To view the files you retrieved, run the 1s command at the command prompt.
In addition to the t £ tp command, the following two commands are available for transferring files to
and from the switch:

tftp get [ ip-address | host-name] { vr vr name } { block-size
block size } remote-file local-file} {force-overwrite}

By default, if you transfer a file with a name that already exists on the system, the switch prompts
you to overwrite the existing file. For more information, see the tftp get command.
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Understanding System Redundancy

If you configure two master-capable nodes in a SummitStack, one assumes the role of primary (also
called "master") and the other assumes the role of backup.

The primary node provides all of the switch management functions including running the bridging and
routing protocols, and configuring the switch. The primary node also synchronizes the backup node in
case it needs to take over the management functions if the primary node fails.

For SummitStack, a node can be a redundant primary node if it has been configured to be master-
capable.

To configure master capability on one or all nodes in a SummitStack, use one of the following
commands:

configure stacking [node-address node-address | slot slot-number]
alternate-ip-address [ipaddress netmask | ipNetmask] gateway
configure stacking redundancy [none | minimal | maximal]

Node Election

Node election is based on leader election between master-capable nodes present in a SummitStack.

By default, the SummitStack node in slot T has primary status. Each node uses health information about
itself together with a user configured priority value to compute its node role election priority. Nodes
exchange their node role election priorities. During the node election process, the node with the highest
node role election priority becomes the master or primary node, and the node with the second highest
node role election priority becomes the backup node. All other nodes (if any) remain in STANDBY state.

The primary node runs the switch management functions, and the backup node is fully prepared to
become the primary node if the primary fails. In SummitStack, nodes that remain in STANDBY state
(called Standby nodes) program their port hardware based on instructions received from the primary.
Standby nodes configured to be master-capable elect a new backup node from among themselves
after a failover has occurred.

Determining the Primary Node
The following parameters determine the primary node:

Node state
The node state must be STANDBY to participate in leader election and be selected as primary. If the
node is in the INIT, DOWN, or FAIL states, it cannot participate in leader election. For more
information about the node states, see Viewing Node Status on page 90.

Configuration priority

This is a user assigned priority. The configured priority is compared only after the node meets the
minimum thresholds in each category for it to be healthy. Required processes and devices must not
fail.

Software health
This represents the percent of processes available.

Health of secondary hardware components
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This represents the health of the switch components, such as power supplies, fans, and so forth.

Slot ID
The slot number configured on a stack node.

Configuring the Node Priority on a SummitStack

If you do not configure any priorities, slot 1 has the highest priority, slot 2 the second highest priority,
and so forth in order of increasing slot number. You may also use the factory assigned MAC address as
the node-address value. By default the priority is "automatic" and the node-pri value is any number
between 1and 100. The higher the value, the higher the priority.

Configure the priority of a node in a SummitStack using the following command:

configure stacking {node-address node-address | slot slot-number}
priority [node-pri | automatic]

Relinquishing Primary Status

Before relinquishing primary status and initiating failover, review the section Synchronizing Nodes on
page 1893 to confirm that your platform and both installed MSMs/MMs or master-capable nodes are
running software that supports the synchronize command.

You can cause the primary to failover to the backup, thereby relinquishing its primary status.

1. Usethe show switch {detail} command on the primary or the backup node to confirm that
the nodes are synchronized and have identical software and switch configurations before failover.

A node may not be synchronized because checkpointing did not occur, incompatible software is
running on the primary and backup, or the backup is down.

If the nodes are not synchronized and both nodes are running a version of ExtremeXOS that
supports synchronization, proceed to step 2.

If the nodes are synchronized, proceed to step 3 on page 88.

The output displays the status of the nodes, with the primary node showing MASTER and the
backup node showing BACKUP (InSync).

2. If the nodes are not synchronized because of incompatible software, use the synchronize
command to ensure that the backup has the same software in flash as the primary.

The synchronize command

* Reboots the backup node to prepare it for synchronizing with the primary node.
* Copies both the primary and secondary software images.

* Copies both the primary and secondary configurations.

* Reboots the backup node after replication is complete.

After you confirm the nodes are synchronized, proceed to step 3.

3. If the nodes are synchronized, use the run failover {force} command to initiate failover
from the primary node to the backup node.

The backup node then becomes the primary node and the original primary node reboots.

Replicating Data Between Nodes

ExtremeXOS replicates configuration and run-time information between the primary node and the
backup node so that the system can recover if the primary fails. This method of replicating data is
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known as checkpointing. Checkpointing is the process of automatically copying the active state from
the primary to the backup, which allows for state recovery if the primary fails.

Replicating data consists of the following three steps:

* Configuration synchronization—Relays current and saved configuration information from the
primary to the backup.

¢ Bulk checkpoint—Ensures that each individual application running on the system is synchronized
with the backup.

* Dynamic checkpoint—Checkpoints any new state changes from the primary to the backup.

To monitor the checkpointing status, use the following command:

show checkpoint-data {process}

Data is not replicated from the primary to the standby nodes.

Relaying Configuration Information

To facilitate a failover from the primary node to the backup node, the primary transfers its active
configuration to the backup.

Relaying configuration information is the first level of checkpointing . During the initial switch boot-up,
the primary’s configuration takes effect. During the initialization of a node, its configuration is read from
the local flash. After the primary and backup nodes have been elected, the primary transfers its current
active configuration to the backup. After the primary and backup nodes are synchronized, any
configuration change you make to the primary is relayed to the backup and incorporated into the
backup’s configuration copy.

uie Note

E To ensure that all of the configuration commands in the backup’s flash are updated, issue the
save command after you make any changes. On a SummitStack, the save configuration
command will normally save the primary node's configuration file to all active nodes in the
SummitStack.

If a failover occurs, the backup node continues to use the primary’s active configuration. If the backup
determines that it does not have the primary’s active configuration because a run-time synchronization
did not happen, the switch or SummitStack reboots. Because the backup always uses the primary’s
active configuration, the active configuration remains in effect regardless of the number of failovers.

uie Note

E If you issue the reboot command before you save your configuration changes, the switch
prompts you to save your changes. To keep your configuration changes, save them before you
reboot the switch.

Bulk Checkpointing

Bulk checkpointing causes the master and backup run-time states to be synchronized. Since
ExtremeXOS runs a series of applications, an application starts checkpointing only after all of the
applications it depends on have transferred their run-time states to the backup node.
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After one application completes bulk checkpointing, the next application proceeds with its bulk
checkpointing.
* To monitor the checkpointing status, use the show checkpoint-data {process} command.

* Toseeif bulk checkpointing is complete (that is, to see if the backup node is fully synchronized [in
sync] with the master node), use the show switch {detail} command.

If a failover occurs before bulk checkpointing is complete, the SummitStack reboots. However, once bulk
checkpointing is complete, failover is possible without a SummitStack reboot.

Dynamic Checkpointing

After an application transfers its saved state to the backup node, dynamic checkpointing requires that
any new configuration information or state changes that occur on the primary be immediately relayed
to the backup.

This ensures that the backup has the most up-to-date and accurate information.

Viewing Checkpoint Statistics

View and check the status of one or more processes being copied from the primary to the backup node.
Run show checkpoint-data {process}.

This command is also helpful in debugging synchronization problems that occur at run time.

The output displays, in percentages, the amount of copying completed by each process and the traffic
statistics between the process on both the primary and the backup nodes.

Viewing Node Status

ExtremeXOS allows you to view node statistical information. Each node in a stackable switch in a
SummitStack installed in your system is self-sufficient and runs the ExtremeXOS management
applications. By reviewing this output, you can see the general health of the system along with other
node parameters.

Run show node {detail}.

In @ SummitStack, the show stacking command shows the node roles of active nodes.
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Node Status Collected

Table 14 provides descriptions of node states.

Table 14: Node States

Node State Description

BACKUP In the backup state, this node becomes the primary node if the primary
fails or enters the DOWN state. The backup node also receives the
checkpoint state data from the primary.

DOWN In the down state, the node is not available to participate in leader

election. The node enters this state during any user action, other than a

failure, that makes the node unavailable for management. Examples of

user actions are:

* Upgrading the softwareRebooting the system using the reboot
command.

* Initiating a failover using the run failover command.

» Synchronizing the node software and configuration in non-volatile
storage using the synchronize command.

FAIL In the fail state, the node has failed and needs to be restarted or repaired.
The node reaches this state if the system has a hardware or software
failure.

INIT In the initial state, the node is being initialized. A node stays in this state

when it is coming up and remains in this state until it has been fully
initialized. Being fully initialized means that all of the hardware has been
initialized correctly and there are no diagnostic faults.

MASTER In the primary (master) state, the node is responsible for all switch
management functions.

STANDBY In the standby state, leader election occurs—the primary and backup
nodes are elected. The priority of the node is only significant in the
standby state. In SummitStack, there can be more than two master-
capable nodes. All such nodes that do not get elected either master or
backup remain in standby state.

Understanding Hitless Failover Support

SummitStack node has customer ports that are under the control of its single central processor. In a
SummitStack, failure of the primary node results in all ports that require that node's processor for
normal operation going down. The remaining SummitStack nodes' ports continue to function normally.

As described in the section Understanding System Redundancy on page 87, if you configure at least
two master-capable nodes in a SummitStack, one assumes the role of primary and the other assumes
the role of backup.

The primary node provides all of the switch management functions including bringing up and
programming the other (standby) nodes in the SummitStack, running the bridging and routing
protocols, and configuring the switch. The primary node also synchronizes the backup node in case it
needs to take over the management functions if the primary node fails.

The configuration is one of the most important pieces of information checkpointed to the backup node.
Each component of the system needs to checkpoint whatever runtime data is necessary to allow the
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backup node to take over as the primary node if a failover occurs, including the protocols and the
hardware-dependent layers. For more information about checkpointing data and relaying configuration
information, see Replicating Data Between Nodes on page 88.

Not all protocols support hitless failover. Layer 3 forwarding tables are maintained for pre-existing flows,
but subsequent behavior depends on the routing protocols used. Static Layer 3 configurations and
routes are hitless. You must configure OSPF (Open Shortest Path First) graceful restart for OSPF routes

routes to be maintained. For more information about OSPF, see OSPF on page 1590 and for more
information about BGP, see BGP on page 1640. For routing protocols that do not support hitless failover,
the new primary node removes and re-adds the routes.

Protocol Support for Hitless Failover

Table 15 summarizes the protocol support for hitless failover. Unless otherwise noted, the behavior is the
same for all switches.

If a protocol indicates support for hitless failover, additional information is also available in that
particular chapter. For example, for information about network login support of hitless failover, see
Network Login on page 867.

Table 15: Protocol Support for Hitless Failover

Protocol Behavior Hitless

Bootstrap Protocol Relay All bootprelay statistics (including option 82 Yes
statistics) are available on the backup node also

BGP If you configure BGP graceful restart, by default | Yes
the route manager does not delete BGP routes
until 120 seconds after failover occurs. There is no
traffic interruption. However, after BGP comes up
after restart, BGP re-establishes sessions with its
neighbors and relearns routes from all of them.
This causes an increase in control traffic onto the
network.
If you do not configure graceful restart, the route
manager deletes all BGP routes 1 second after the
failover occurs, which results in a traffic
interruption in addition to the increased control

traffic.

92

ExtremeXOS® User Guide for version 31.7



Managing the Switch

Protocol Support for Hitless Failover

Table 15: Protocol Support for Hitless Failover (continued)

Protocol

Behavior

Hitless

Connectivity Fault Management
(IEEE 802.1a9)

An ExtremeXOS process running on the master
node should continuously send the MEP state
changes to the backup. Replicating the protocol
packets from an master node to a backup may be
a huge overhead if CCMs are to be initiated/
received in the CPU and if the CCM interval is in
the order of milliseconds.

RMEP timeout does not occur on a remote node
during the hitless failover.

RMEP expiry time on the new master node in case
of double failures, when the RMEP expiry timer is
already in progress, is as follows:

RMEP Expiry Time = elapsed expiry time on the
master node + 3.5 * ccmlintervaltime + master
node convergence time.

Yes

Dynamic Host Configuration
Protocol client

The IP addresses learned on all DHCP enabled

VLANS are retained on the backup node after
failover.

Yes

Dynamic Host Configuration
Protocol server

A DHCP server continues to maintain the IP
addresses assigned to various clients and the
lease times even after failover. When a failover
happens, all the clients work as earlier.

Yes

EAPS (Extreme Automatic

The primary node replicates all EAPS BPDUs to
the backup, which allows the backup to be aware
of the state of the EAPS domain. Since both
primary and backup nodes receive EAPS BPDUs,
each node maintains equivalent EAPS states.

By knowing the state of the EAPS domain, the
EAPS process running on the backup node can
quickly recover after a primary node failover.
Although both primary and backup nodes receive
EAPS BPDUSs, only the primary transmits EAPS
BPDUs to neighboring switches and actively
participates in EAPS.

Yes

EDP (Extreme Discovery

EDP does not checkpoint protocol data units
(PDUs) or states, so the backup node does not
have the neighbor’s information. If the backup
node becomes the primary node, and starts
receiving PDUs, the new primary learns about its
neighbors.

No

Extreme Loop Recovery Protocol
(ELRP)

If you use ELRP as a standalone tool, hitless
failover support is not needed since you initiate
the loop detection. If you use ELRP in conjunction
with £SRP (Extreme Standby Router Protocol),
ELRP does not interfere with the hitless failover
support provided by ESRP.

Although there is no hitless failover support in
ELRP itself, ELRP does not affect the network

behavior if a failover occurs.

No
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Table 15: Protocol Support for Hitless Failover (continued)

Protocol

Behavior

Hitless

Extreme Standby Router
Protocol (ESRP)

If failover occurs on the ESRP MASTER switch, it
sends a hello packet with the HOLD bit set. On
receiving this packet, the ESRP SLAVE switch
freezes all further state transitions. The MASTER
switch keeps sending hellos with the HOLD bit set
on every hello interval. When the MASTER is done
with its failover, it sends another hello with the
HOLD bit reset. The SLAVE switch resumes normal
processing. (If no packet is received with the
HOLD bit reset, the SLAVE timeouts after a certain
time interval and resumes normal processing.)
Failover on the ESRP SLAVE switch is of no
importance because it is the SLAVE switch.

Yes

Intermediate System-
Intermediate System (IS-IS)

If you configure IS-IS graceful restart, there is no
traffic interruption. However, after IS-IS comes up
after restart, 1S-IS re-establishes sessions with its
neighbors and relearns Link State Packets (LSPs)
from all of the neighbors. This causes an increase
in network control traffic.

If you do not configure graceful restart, the route
manager deletes all IS-IS routes one second after
the failover occurs, which results in a traffic
interruption and increased control traffic. IS-IS for
IPv6 does not support hitless restart .

IS-IS (IPv4) Yes
IS-IS (IPv6) No

Link Aggregation Control
Protocol (LACP)

If the backup node becomes the primary node,
there is no traffic disruption.

Yes

LLDP (Link Layer Discovery

LLDP is more of a tool than a protocol, so there is
no hitless failover support. LLDP is similar to EDP,
but there is also a MIB interface to query the
information learned. After a failover, it takes 30
seconds or greater before the MIB database is
fully populated again.

No

If the master node fails, the MSDP process loses all
state information and the backup node becomes
active. However, the failover from the master to
the backup causes MSDP to lose all state
information and dynamic data, so it is not a hitless
failover.

No
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Table 15: Protocol Support for Hitless Failover (continued)

Protocol Behavior Hitless
MLAG (Multi-switch Link Al MLAG user configuration is executed on both | Yes
Aggregation Group) master and backup nodes. Both nodes open

listening health-check and checkpoint listening
sockets on the respective well-known ports. All
DB (forwarding database) entries and IPMC
through ISC checkpointing is synchronized to the
backup node.

After failover, the TCP session, which is handled by
the failed master, tears down and there is a new
session with the MLAG peer switch. After the
failover, the FDB & McMgr processes trigger bulk
checkpointing of all its entries to the MLAG peer
upon receiving ISC up notification.

Network Login 802.1X Authentication—Authenticated clients Yes
continue to remain authenticated after failover.
However, one second after failover, all
authenticated clients are forced to re-authenticate | ves
themselves.

Information about unauthenticated clients is not
checkpointed, so any such clients that were in the
process of being authenticated at the instant of
failover must go through the authentication
process again from the beginning after failover.
MAC-Based Authentication—Authenticated clients
continue to remain authenticated after failover so
the failover is transparent to them. Information
about unauthenticated clients is not checkpointed
so any such clients that were in the process of
being authenticated at the instant of failover must
go through the authentication process again from
the beginning after failover.

In the case of MAC-Based authentication, the
authentication process is very short with only a
single packet being sent to the switch so it is
expected to be transparent to the client stations.
Web-Based Authentication—Web-based Netlogin
users continue to be authenticated after a failover.

Yes

OSPF If you configure OSPF graceful restart, thereisno | Yes
traffic interruption. However, after OSPF comes up
after restart, OSPF re-establishes sessions with its
neighbors and relearns Link State Advertisements
(LSAs) from all of the neighbors. This causes an
increase in control traffic onto the network.
If you do not configure graceful restart, the route
manager deletes all OSPF routes one second after
the failover occurs, which results in a traffic
interruption in addition to the increased control
traffic.
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Table 15: Protocol Support for Hitless Failover (continued)

Protocol

Behavior

Hitless

OSPFv3 (Open Shortest Path

If you configure OSPFv3 graceful restart, there is
no traffic interruption. However, after OSPFv3
comes up after restart, OSPFv3 re-establishes
sessions with its neighbors and relearns Link State
Advertisements (LSAs) from all of the neighbors.
If you do not configure graceful restart, the route
manager deletes all OSPFv3 routes after failover
occurs, which results in a traffic interruption in
addition to the increased control traffic.

Yes

PoE (Power over Ethernet)

The PoE configuration is checkpointed to the
backup node. This ensures that, if the backup
takes over, all ports currently powered stay
powered after the failover and the configured
power policies are still in place.

Yes

Protocol Independent Multicast
(PIM)

After a failover, all hardware and software caches
are cleared and learning from the hardware is
restarted. This causes a traffic interruption since it
is the same as if the switch rebooted for all Layer 3
multicast traffic.

No

RIP (Routing Information

RIP does not support graceful restart, so the route
manager deletes all RIP routes one second after
the failover occurs. This results in a traffic
interruption as well as an increase in control traffic
as RIP re-establishes its database.

No

RIPng does not support graceful restart, so the
route manager deletes all RIPng routes one
second after the failover occurs. This results in a
traffic interruption.

After RIPng comes up on the new primary node, it
relearns the routes from its neighbors. This causes
an increase in control traffic onto the network.

No

Simple Network Time Protocol
Client

SNTP client will keep the backup node updated
about the last server from which a valid update
was received, the time at which the last update
was received, whether the SNTP time is currently

good or not and all other statistics.

Yes

STP (Spanning Tree Protocol)

STP supports hitless failover including
catastrophic failure of the primary node without
interruption. There should be no discernible
network event external to the switch. The protocol
runs in lock step on both master and backup
nodes and the backup node is a hot spare that can
take over at any time with no impact on the
network.

Yes

VRRP (Virtual Router

VRRP supports hitless failover. The primary node
replicates VRRP PDUs to the backup, which allows
the primary and backup nodes to run VRRP in
parallel. Although both nodes receive VRRP PDUs,
only the primary transmits VRRP PDUs to
neighboring switches and participates in VRRP.

Yes
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Hitless Failover Caveats

This section describes the caveats for hitless failover.

Check the latest version of the ExtremeXOS release notes for additional information.

Caveats for a SummitStack

The following describes the hitless failover caveats for a SummitStack:

All customer ports and the stacking links connected to the failed primary node will go down. In the
recommended stack ring configuration, the stack becomes a daisy chain until the failed node
restarts or is replaced.

A brief traffic interruption (less than 50 milliseconds) can occur when the traffic on the ring is
rerouted because the active topology becomes a daisy chain.

Since the SummitStack can contain more than two master-capable nodes, it is possible to
immediately elect a new backup node. If a new backup node is elected, when the original primary
node restarts, it will become a standby node.

To simulate the behavior of a chassis, a MAC address of one of the nodes is designated as the seed
to form a stack MAC address. When a failover occurs, the SummitStack continues to be identified
with this address.

During an OSPF graceful restart, the SummitStack successfully restores the original link state
database only if the OSPF network remains stable during the restart period. If the failed primary
node provided interfaces to OSPF networks, the link state database restoration is prematurely
terminated, and reconvergence occurs in the OSPF network due to the failover. See OSPF on page

1590 for a description of OSPF and the graceful restart function.
During a BGP graceful restart, the SummitStack successfully restores the BGP routing table only if

the BGP network remains stable during the restart period. If a receiving speaker detected the need
for a routing change due to the failure of links on the failed primary node, it deletes any previous
updates it received from the restarting speaker (the SummitStack) before the restart occurred.
Consequently, reconvergence occurs in the BGP network due to the failover. See BGP on page 1640

for a description of BGP and its graceful restart function.

Understanding Power Supply Management

Using Power Supplies

On ExtremeSwitching switches, ExtremeXOS reports when the PSU has power or has failed.

The ExtremeSwitching switches support an internal power supply with a range of 90V to 240V AC
power as well as an external redundant power supply. The Extreme Networks External Power System
(EPS) allows you to add a redundant power supply to the ExtremeSwitching switches to protect against
a power supply failure. The EPS consists of a tray or module that holds the EPS power supplies.

e Note
E When an EPS-T tray with two EPS-160 PSUs is connected to a ExtremeSwitching switch, the

internal power supply will show as failed.
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On non-PoE ExtremeSwitching switches, if you experience an internal PSU failure and do not have an

external PSU installed, the switch powers down. If you experience a PSU failure and have an external
PSU installed, the switch uses the external PSU to maintain power to the switch.

On PoE ExtremeSwitching switches, there are specific power budget requirements and configurations
associated with PoE that are not described in this section. The PoE ExtremeSwitching switches respond
to internal and external PSU failures based on your PoE configurations. For more information about
configuring PoE on the ExtremeSwitching PoE switches, see PoE on page 498.

For more information about ExtremeSwitching switches and EPS, see the hardware documentation
listed in Related Publications on page 8.

Using Power Supplies--SummitStack Only

Since the nodes have their own power supplies and since they cannot be shared, management is the
same as it is for standalone ExtremeSwitching switches.

The only difference is that the power management commands have been centralized so that they can
be issued from the primary node.

Displaying Power Supply Information

Display the status of the currently installed power supplies on all switches.

1. Run show power {ps num} {detail}
The detail option of this command shows power usage parameters on stacking and standalone
ExtremeSwitching switches.

2. To view the system power status and the amount of available and required power, use the following
command:

show power budget
3. To display the status of the currently installed power supply controllers, use the following command:

show power {ps num}

Using the Network Time Protocol

Network Time Protocol (NTP) is used for synchronizing time on devices across a network with variable
latency (time delay).

NTP provides a coordinated Universal Time Clock (UTC), the primary time standard by which the world
regulates clocks and time. UTC is used by devices that rely on having a highly accurate, universally
accepted time, and can synchronize computer clock times to a fraction of a millisecond. In a networked
environment, having a universal time can be crucial. For example, the stock exchange and air traffic
control use NTP to ensure accurate, timely data.

NTP uses a hierarchical, semi-layered system of levels of clock sources called a stratum. Each stratum is
assigned a layer number starting with O (zero), with O meaning the least amount of delay. The stratum
number defines the distance, or number of NTP hops away, from the reference clock. The lower the
number, the closer the switch is to the reference clock. The stratum also serves to prevent cyclical
dependencies in the hierarchy.
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SNTP, as the name would suggest, is a simplified version of NTP that uses the same protocol, but

without many of the complex synchronization algorithms used by NTP. SNTP is suited for use in smaller,
less complex networks. For more information about SNTP see the section, Using the Simple Network
Time Protocol on page 124.

Note
E When NTP is enabled, it is not recommended to update the time manually.

Limitations

The Extreme Networks implementation of NTP includes the following limitations:

* SNTP cannot be enabled at the same time NTP is enabled.

* The NTP multicast delivery mechanism is not supported.
* The NTP autokey security mechanism is not supported.
* The broadcast client option cannot be enabled on a per-VLAN basis.

* NTP authentication can be enabled globally. It cannot be enabled per VR.
* VRF is not supported.

VR Configuration Support
Starting with ExtremeXOS 22.2, NTP can be configured over multiple VRs.

To enable NTP on a VR, use the following command:

enable ntp vr vr name

Lk Note
E If VR is not specified, command is executed in current VR context and enables NTP for that
VR alone.

To configure NTP over VLANS, use the following command:
enable ntp vlan vlan-name [broadcast-server | key keyid]

To configure NTP in all VLANSs for a VR, use the following command:

enable ntp vr vr name

The VR configuration can be seen in show ntp {{vr}vr name} command output.

Configuring the NTP Server/Client

An NTP server provides clock information to NTP or SNTP clients. You can configure an NTP server as
an NTP client to receive clock information from more reliable external NTP servers or a local clock. You
can also build a hierarchical time distribution topology by using TCP/IP. The switch can work as both an

NTP client and server at the same time to build a hierarchical clock distribution tree. This hierarchical
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structure eliminates the need for a centralized clock server and provides a highly available clock tree
with minimal network load and overhead.

* To configure an NTP server, use the following command:

configure ntp [server | peer] add [ip address | host name] {key keyid}
{option [burst | initial-burst]} {{vr} vr name}

* To delete an NTP server, use the following command:

configure ntp [server | peer] delete [ip address | host name]
* To display NTP server information, use the following commands:

show ntp server

With scaled configuration, NTP takes more time to apply the configuration, since it involves system calls
to apply the configuration.

Configuring Restrict Lists
You can configure a restrict list to deny/permit a particular host or network. The following limitations
apply:

* You cannot add an NTP server to the restrict list. When the NTP server is added, the server IP
address is added as the system restrict list with the action "permit”.

* |fan NTPis enabled on a VLAN, that VLAN IP address/network cannot be added as restrict list entry.

To create or delete a restrict list, use the following command:

configure ntp restrict-list [add | delete] network {mask} [permit |
deny] {{vr} vr name}

To show the NTP access list of the current system based on the source IP address blocks, use the
following command:

show ntp restrict-list {user | system} {{vr}vr name}

Managing NTP Peer Support

An NTP peer is a member of a group of NTP servers. Normally, an NTP peer is used to synchronize clock
information among a group of servers that serve as mutual backups for each other. Typically, core
switches are configured as NTP peers, and an NTP server is configured as a core switch to an NTP client,
aggregation switch, or edge switch. An NTP client can choose the most reliable clock from all servers
that have a peer relationship with the client.

* To configure an NTP peer, use the following command:

configure ntp [server | peer] add [ip address | host name] {key keyid}
{option [burst | initial-burst]} {{vr} vr name}

* To delete an NTP peer, use the following command:

configure ntp [server | peer] delete [ip address | host name]
* Todisplay an NTP peer, use the following command:

show ntp

show ntp association [{ip address} | {host name}] {{vr} vr name}
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show ntp association [{ip address} | {host name}] statistics
{{vr}vr name}

show ntp sys-info

Managing NTP Local Clock Support

A local clock serves as backup to distribute clock information internally when reliable external clock
sources are not reachable. Assign a higher stratum value to the local clock to ensure that it is not
selected when an external reliable clock source with a lower stratum number exists.

* To configure a local clock, use the following command:
configure ntp local-clock stratum stratum number
* To delete a local clock, use the following command:

configure ntp local-clock none

Managing NTP Broadcast Server Support

An NTP broadcast server sends periodic time updates to a broadcast address in a LAN. When a
broadcast client is configured for NTP, that client can receive time information from the broadcasted
NTP packets. Using broadcast packets can greatly reduce the NTP traffic on a network, especially in a
network with many NTP clients.

To ensure that NTP broadcast clients get clock information from the correct NTP broadcast servers,
with minimized risks from malicious NTP broadcast attacks, configure RSA Data Security, Inc. MD5

server and NTP clients.

* To configure an NTP broadcast server over a VLAN where NTP broadcast service is provided, use the
following command:

enable ntp {vlan} vlian-name broadcast-server {key keyid}

* To delete an NTP broadcast server over a VLAN where NTP broadcast service is enabled, use the
following command:

disable ntp {wvlan} vlian-name broadcast-server
* To display an NTP broadcast server, use the following command:
show ntp server

show ntp vlan {{vr} vr name}

Managing NTP Broadcast Client Support

An NTP client listens for NTP packets from an NTP broadcast server. To listen for network broadcast
messages, enable an NTP broadcast client. This option is global (it cannot be enabled on a per-VLAN
basis).

* To configure an NTP broadcast client, use the following command:
enable ntp broadcast-client {{vr} vr name}
* To delete an NTP broadcast client, use the following command:

disable ntp broadcast-client {{vr} vr name}
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* Todisplay an NTP broadcast client, use the following command:

show ntp {{vr}vr name}

Managing NTP Authentication

To prevent false time information from unauthorized servers, enable NTP authentication to allow an
authenticated server and client to exchange time information. The currently supported authentication
methods are the RSA Data Security, Inc. MD5 Message-Digest Algorithm and SHA-256.

When FIPS mode is enabled, Network Time Protocol (NTP) uses OpenSSL Federal Information
Processing Standards (FIPS) library and supports only FIPS-compliant algorithms for authentication
(SHA-256 authentication only). MD5 key configuration support is not available when FIPS mode is
enabled, and existing MD5 key configurations are removed when FIPS mode comes into effect. For
more information about FIPS mode, see Federal Information Processing Standards (FIPS) Mode on
page 1050.

First, enable NTP authentication globally on the switch. Then create an NTP authentication key
configured as trusted, to check the encryption key against the key on the receiving device before an
NTP packet is sent. After configuration is complete, an NTP server, peer, and broadcast server can use
NTP authenticated service.

* Toenable or disable NTP authentication globally on the switch, use the following command:
enable ntp authentication
disable ntp authentication

* To create or delete an RSA Data Security, Inc. MD5 Message-Digest Algorithm key for NTP
authentication, use the following command:

create ntp key keyid [md5 | sha256] {encrypted encrypted key string |
key string}

delete ntp key [keyid | all]

* To configure an RSA Data Security, Inc. MD5 Message-Digest Algorithm key as trusted or not trusted,
use the following command:

configure ntp key keyid [trusted | not-trusted]

* Todisplay RSA Data Security, Inc. MD5 Message-Digest Algorithm authentication, use the following
command:

show ntp key
* To display NTP authentication, use the following command:

show ntp sys-info

If NTP authentication is enabled, then "Authentication” flag is set in "System Flags” output.

Showing NTP Information
To display the global NTP status of the switch, use the command:

show ntp

To display the current system status based on the most reliable clock server or NTP server, use the
following command:
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show ntp sys-info

To display NTP VLAN configurations, use the command:

show ntp vlan {{vr} vr name}
To display NTP VR configurations, use the command:
show ntp {{vr}vr name}

To display all of the NTP clock source information, from a statically configured server, peer, or broadcast
server:

show ntp association [{ip address} | {host name}] {{vr} vr name}

NTP Configuration Example

In the example shown in Figure 3, SW#1 synchronizes its clock from the O-3.us.pool.ntp.org timer server,
and provides the synchronized clock information to SW#2 as a unicast message, and to SW#3 as a
broadcast message.

SWH2 configures SW#1 as a time server using a normal unicast message. It also has a local clock
(127.127.1.0) with a stratum level of 10. SW#3 is configured as broadcast client without specific server
information. For security purposes, SW#2 and SW#3 use RSA Data Security, Inc. MD5 Message-Digest
Algorithm authentication with a key index of 100.
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NTP Server 100.1.1.1

Figure 3: NTP Configuration Example
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SWi#2 Configuration

create vlan toSWl
config vlan toSWl add port 1

2.uspool.ntp.org

= 3.uspool.ntp.org

NTP Server: 0-3.uspool.ntp.org
NTP Broadcast Server 102.1.1.255 Key 100
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config vlan toSWl ipaddress 100.1.1.2/24
enable ntp

enable ntp vlan toSWl

config ntp server add 100.1.1.1

SWi#3 Configuration

create vlan toSWl

config vlan toSWl add port 1

config vlan toSWl ipaddress 102.1.1.2/24
enable ntp

enable ntp broadcast-client

create ntp key 100 md5 EXTREME

config ntp key 100 trusted

enable ntp vlan toSWwl

NTP Configuration Example over Multiple VRs

Switch SW#1 Configuration

create vlan v2 -- in vr VR-Mgmt
create vlan v5 -- in vr VR-Default
create vlan v3 -- in vr test (user-VR)

create vlan v6 -- in vr test (user-VR)

config vlan v2 ipaddress 10.127.7.33/24

config vlan v5 ipaddress 5.1.1.5/24

config vlan v3 ipaddress 10.127.7.60/24

config vlan v5 add port <port towards SW#2>

config vlan v6 add port <port towards SW#3>

config vlan v2 add port <port connected to reach reference clock>
config vlan v3 add port <port connected to reach reference clock>
enable ntp vr test

enable ntp vr VR-Default

enable ntp vr VR-Mgmt

enable ntp vlan v3

enable ntp vlan v6

enable ntp vlan v2

enable ntp vlan v5

enable ntp vlan Mgmt

configure ntp server add 128.138.140.44 initial-burst vr VR-Default
configure ntp server add 128.138.141.172 initial-burst vr VR-Default
configure ntp server add 129.6.15.28 initial-burst vr test
configure ntp server add 129.6.15.29 initial-burst vr test
configure ntp server add 129.6.15.30 initial-burst vr test
configure ntp server add 2.us.pool.ntp.org initial-burst vr test
configure ntp server add 204.152.184.72 initial-burst vr VR-Mgmt
configure ntp server add 24.56.178.140 initial-burst vr VR-Default
configure ntp server add 64.113.32.5 initial-burst vr VR-Default
configure ntp server add 66.199.22.67 initial-burst vr VR-Mgmt
configure ntp server add 98.175.203.200 initial-burst vr VR-Mgmt

SWi#2 Configuration

create vlan v5 -- in vr VR-Default

config vlan v5 add port <port towards SW#l>

config vlan v5 ipaddress 5.1.1.6/24

enable ntp vr VR-Default

enable ntp vlan v5

configure ntp server add 5.1.1.5 initial-burst vr VR-Default
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SWi#3 Configuration

create vlan v6 -- in vr test (user-VR)

config vlan v6 ipaddress 6.1.1.7/24

config vlan v6 add port <port towards SW#1l>

enable ntp vr test

enable ntp vlan v6

configure ntp server add 6.1.1.6 initial-burst vr test

Using the Simple Network Management Protocol

Any network manager program running the SNMP can manage the switch if the Management

Information Base (MIB) is installed correctly on the management station.

Each network manager program provides its own user interface to the management facilities.

uid Note
E When using a network manager program to create a VLAN, we do not support the SNMP

createAndWait operation. To create a VLAN with SNMP, use the createAndGo operation.

createAndGo is one of six values in the RowStatus column of SMIv2 tables. createAndGo is
supplied by a manager wishing to create a new instance of a conceptual row and have its
status automatically set to active in order to make it available for use by the managed device

The following sections describe how to get started if you want to use an SNMP manager. It assumes you
are already familiar with SNMP management.

uid Note
E Perform a save operation if you make any configurations using SNMP mibs. If you do not save,
some of the configurations may not survive when you reboot.

Enabling and Disabling SNMPv1/v2c and SNMPv3

ExtremeXOS can concurrently support SNMPv1/v2c and SNMPv3. The default is that both types of
SNMP are disabled. Network managers can access the device with either SNMPv1/v2c methods or

SNMPv3.

*  To allow support for all SNMP access, or SNMPv1/v2c access only, or SNMPv3 access only, use the
following command:

enable snmp access {snmp-vlv2c | snmpv3}

* To prevent support for all SNMP access, or SNMPv1/v2c¢ access only, or SNMPv3 access only, use the
following command:

disable snmp access {snmp-vlv2c | snmpv3}

Most of the commands that support SNMPv1/v2c use the keyword snmp; most of the commands that
support SNMPv3 use the keyword snmpv3.

After a switch reboot, all slots must be in the “Operational” state before SNMP can manage and access
the slots. To verify the current state of the slot, use the show slot command.
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Understanding Safe Defaults Mode and SNMP

The safe defaults mode runs an interactive script that allows you to enable or disable SNMP, Telnet, and
switch ports.

When you set up your switch for the first time, you must connect to the console port to access the
switch. After logging in to the switch, you enter safe defaults mode. Although Telnet and switch ports
are enabled by default, the script prompts you to confirm those settings or disable them.

SNMP is disabled by default. If you choose to enable SNMP, the switch follows the interactive script
asking you if you want to enable SNMPv1/v2c¢ and/or SNMPv3,

For more detailed information about safe defaults mode, see Using Safe Defaults Mode on page 50.

Enabling and Disabling SNMP Access on Virtual Routers

Beginning with ExtremeXOS 12.4.2 software, you can enable and disable SNMP access on any or all VRs.
By default, SNMP access is enabled on all VRs.

When SNMP access is disabled on a VR, incoming SNMP requests are dropped and the following
message is logged:

SNMP is currently disabled on VR <vr name> Hence dropping the SNMP requests on this VR.

SNMP access for a VR has global SNMP status that includes all SNMPv1v2c, SNMPv3 default users and
default group status. However, trap receiver configuration and trap enabling/disabling are independent
of global SNMP access and are still forwarded on a VR that is disabled for SNMP access.

* Enable SNMP access on a VR:
enable snmp access vr [vr name | all]

* Disable SNMP access on a VR, use the following command:
disable snmp access vr [vr name | all]

* Display the SNMP configuration and statistics on a VR:

show snmp {vr} vr name

Accessing Switch Agents

To access the SNMP agent residing in the switch, at least one VLAN must have an assigned IP address.

ExtremeXOS supports either IPv4 or IPv6 addresses to manage the switch.

By default, SNMP access and SNMPv1/v2c traps are enabled. SNMP access and SNMP traps can be
disabled and enabled independently—you can disable SNMP access but still allow SNMP traps to be
sent, or vice versa.

Return-to-Normal SNMP Notifications

This feature implements two new SNMP notifications that indicate that an alert condition has “returned-
to-normal”. The first notification addresses CPU utilization. Currently, ExtremeXOS allows you to
monitor the CPU utilization and history for all of the processes running on the switch. When this
function is enabled, a CPU threshold value is used to flag a process in the system that has exceeded the
threshold. A SNMP notification is generated for processes exceeding that threshold. When a process’
cpu utilization falls back below the configured threshold, this feature adds support to generated a new

“return-to-normal” notification.
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The second notification is a “return-to-normal” message that corresponds to a previously generated
overheat notification. The overheat notification indicates that the on board temperature sensor has
reported a overheat condition. When the on board temperature sensor reports the clearing of an
overheat condition, the new “return-to-normal” notification is generated.

Supported MIBs

Standard MIBs supported by the switch. In addition to private MIBs, the switch supports the standard
MIBs listed in Supported Standards, Protocols, and MIBs on page 1928.

Configuring SNMPv1/v2c Settings
The following SNMPv1/v2c parameters can be configured on the switch:

* Authorized trap receivers—An authorized trap receiver can be one or more network management
stations on your network. The switch sends SNMPv1/v2c traps to all configured trap receivers. You
can specify a community string and UDP port individually for each trap receiver. All community
strings must also be added to the switch using the configure snmp add community
command.

To configure a trap receiver on a switch, use the following command:

s Note
E Itis recommended to use a different community name for the trap receiver and other
SNMP read/write operations.

configure snmp add trapreceiver [ip address | ipv6 address] community
[ [hex hex community name] | community name] {port port number} {from
[src ip address | src ipvé address]} {vr vr name} {mode trap mode}

To configure the notification type (trap/inform), use the following command specifying trap as the
type:

configure snmpv3 add notify [[hex hex notify name] | notify name] tag
[[hex hex tag] | tag] {type [trap | inform]} {volatile}

To delete a trap receiver on a switch, use the following command:

configure snmp delete trapreceiver [[ip address | ipvé6 address]
{port number} | all]

Entries in the trap receiver list can also be created, modified, and deleted using the RMON2
trapDestTable MIB table, as described in RFC 2021.

* SNMP INFORM—SNMP INFORM allows for confirmation of a message delivery. When an SNMP
manager receives an INFORM message from an SNMP agent, it sends a confirmation response back
to the agent. If the message has not been received and therefore no response is returned, the
INFORM message is resent. You can configure the number of attempts to make and the interval
between attempts.

To configure the notification type (trap/inform), use the following command specifying inform as
the type:
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configure snmpv3 add notify [[hex hex notify name] | notify name] tag
[[hex hex tag] | tag] {type [trap | inform]}{volatile}

To configure the number of SNMP INFORM notification retries, use the following command:

configure snmpv3 target-addr [[hex hex addr name] | addr name] retry
retry count

To configure the SNMP INFORM timeout interval, use the following command:

configure snmpv3 target-addr [[hex hex addr name] | addr name] timeout

timeout val

Community strings—The community strings allow a simple method of authentication between the

switch and the remote network manager. There are two types of community strings on the switch:

o Read community strings provide read-only access to the switch. The default read-only
community string is public.

o Read-write community strings provide read- and-write access to the switch. The default read-
write community string is private.

To store and display the SNMP community string in encrypted format, use the following command:
configure snmpv3 add community [[hex hex community index] |

community index] [encrypted name community name | name [ [hex

hex community name] | community name] {store-encrypted} ] user [[hex
hex user name] | user name] {tag [[hex transport tag] |

transport tag]} {wvolatile}

e Note
E SNMP community string name can contain special characters.

System contact (optional)—The system contact is a text field that enables you to enter the name of
the person(s) responsible for managing the switch.

System name (optional)—The system name enables you to enter a name that you have assigned to
this switch. The default name is the model name of the switch (for example, BD-1.2).

System location (optional)—Using the system location field, you can enter the location of the switch.

Displaying SNMP Settings

To view SNMP settings configured on the switch, use the following command:

show switch management

This command displays the following information:

Enable/disable state for Telnet and SNMP access
Login statistics

Enable/disable state for idle timeouts

Maximum number of CLI sessions

SNMP community strings

SNMP notification type (trap or INFORM)

SNMP trap receiver list
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* SNMP trap receiver source IP address

* SNMP statistics counter

* SSH access state (enabled/disabled).

* CLI configuration logging

*  SNMP access states of vl, v2c disabled and v3 enabled
* Enable/disable state for Remote Monitoring (RMON)

* Access-profile usage configured via ACLs for additional Telnet, SSH2 security, SNMP, and HTTP(s)
* CLlI scripting settings

* Enable/disable state

* Error message setting

* Persistence mode

* Dropped SNMP packet counter

ExtremeXOS SNMP Notification Log

SNMP traps and informs are two methods that an Network Element (NE) uses to notify an NMS about
an autonomous events that occur on the NE. SNMP traps are unacknowledged notifications, while
SNMP informs are acknowledged by the recipient (typically a management station). Sometimes SNMP
notifications sent by an NE fail to be received by the management station. Typically, when a failure

clears, the management station will re-sync its view of the NE state with the actual NE state.

Re-syncs are costly because the management station has to read the entire state of the NE, even if the
changes in the state of the NE during the downtime are minimal. To reduce the need a full re-sync,
ExtremeXOS adds a notification log to the NE. The log is populated with notifications sent by the NE to
management stations. After a network or management station failure, the management station can
read the log to see what events occurred during the downtime, thus eliminating the need for a full re-
Sync.

SNMP Notification Logs Overview

This feature offers users, or a management station, the ability to define multiple SNMP notification logs
that keep track of the SNMP notifications (either an SNMP trap, or an SNMP inform) sent by the NE to
management stations. A notification log has a name and a notification filter profile associated with it.
The name is used to uniquely identify the log, and the filter profile defines which notifications generated

by the NE are added to the log, and which notifications are not.

A'log is also associated with the security credentials (SNMP user name, SNMP security model, and
SNMP security level) that are used to create the log. Notifications that are added to a log are restricted
to the notifications that can be accessed using these security credentials. You can also create a default
log (a null-named log). The default log does not have security credentials associated with it, so it does
not implement any access checks.

A notification log is limited in the number of notifications that it can store by a global entry limit, and a
log entry limit, both of which can be changed. The global entry limit specifies the number of
notifications that are present in all logs combined, while the log entry limit specifies the number of
entries that are present for a specific log. You can also let the system manage the log entry limit, in
which case the log can use all available free space within the limit specified by the global entry limit.
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You can also enable aging of log entries by configuring an age-out period for them. When enabled, log
entries that are older than the specified period are removed from the log.

The information stored in a log for each notification entry includes the following:

* The value of system up time at which the notification was generated.
* The date and time at which the notification was generated.

* The context for the notification.

* The object ID of the notification.

* The list of var-binds that is present in the notification.

After the SNMP agent is restarted, the value of system up time when the notification was generated is
reset to O for all entries that are present in the log. This serves as an indication to log viewers that the
SNMP agent restarted.

Enabling and Disabling SNMP Notification Logs

To enable SNMP notification logging, create an entry in nimConfigLogTable. After you create an entry,
you can control the administrative status of the entry through both nimConfigLogAdminStatus and
nimConfigLogEntryStatus MIB objects. You can view the operational status of the log using the
nimConfigLogOperStatus MIB object. You must associate an existing filter profile with the log for it to
become operational.

Log Size Limits

You can set the maximum number of notification that can be logged at both the system level, and the
individual log level. These limits are controlled through the nimConfigGlobalEntryLimit and
nimConfigLogEntryLimit MIB objects, respectively. The sum of the values of nimConfigLogEntryLimit
for all entries cannot exceed nimConfigGlobalEntryLimit.

If you try to set the value of nimConfigLogEntryLimit so the sum of the values of
nimConfigLogEntryLimit for all entries exceeds the nimConfigGlobalEntryLimit, the set operation is
rejected. Similarly if you try to reduce the value of nimConfigGlobalEntryLimit so that sum of the values
of the nimConfigLogEntryLimit for all entries exceeds the new value for nimConfigGlobalEntryLimit, the
operation is rejected. You can also set the nimConfigLogEntryLimit to O (system-managed). If the entry
limit for a log is set to O, the log can use all available free space within the limit specified by
nimConfigGlobalEntryLimit.

Aging

You can specify an age limit in minutes for notifications in the log through the nimConfigGlobalAgeOut
MIB object. When a notification entry grows older than the specified age limit, the notification entry is
deleted. You can disable aging of log entries by setting the value of this object to O.

Access Control

When a named log is enabled moving the nimConfigLogEntryStatus object of the log to the active
state, the NE associates the security credentials used to perform that operation with the log. A
notification may be added to the log only if the notification and the var-binds in the notification can be
accessed using these security credentials. Access control does not apply to the default log (null-named
log). The default log is not associated with any security credentials, so notifications are added to the
default log without any access control restrictions.
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Benefits and Limitations

Benefits

The ExtremeXOS SNMP Notification Log feature has the following benefits:

Ability to create multiple SNMP notification logs.

Ability to restrict SNMP notifications that are added to a log.
Ability to age log entries.

Ability to limit the maximum number of entries in a log.
Ability to control the feature through both CLI and SNMP.

Limitations

No capability to query log entries by time duration (for example, list log entries from the last hour).

The notification log name “default” is reserved to represent the default log in CLI. You cannot create
a notification log with the name "default”.

Aging out of entries may occur sooner, or later, than the global age out period that you specify if the
current time of the NE is changed.

Notification log statistics (but not entries) are lost on a restart of the SNMP Master process.
Notification log statistics (but not entries) are lost on failover.
Notification log entries and statistics are lost if the NE is rebooted.

Logging Operation

This section discusses operation of the notification-log feature when a notification is generated by the

NE.

Logging

When a notification is generated by a NE, it is added to each log that exists in nimConfigLogTable and
satisfies the following conditions:

The notification log is enabled and active.

The security credentials associated with the log permit acces to the notification and all the var-binds
contained in the notification. This condition does not apply to the default log as it is not associated
with any security credentials.

The filter associated with the log exists and is active and does not filter out the notification.

Before adding a notification to a log, the NE makes sure that the log size limits are not exceeded by this
addition in the following manner:

For system managed logs (i.e. nimConfigLogEntryLimit is set to O):

o |f the total number of entries in all logs combined is equal to the global entry limit
(nImConfigGlobalEntryLimit), then the oldest entry from the system managed log with the
largest number of entries is removed before adding the new notification to the log.

For logs with user defined size limits (i.e. nimConfigLogEntryLimit is set to a value greater than 0):

o |f the number of entries in the log is equal to the entry limit of the log (nlImConfigLogEntryLimit),
the oldest notification is removed from the log before adding the new notification to the log.

o |f the number of entries in the log is less than the entry limit of the log (nImConfigLogEntryLimit),

but the total number of entries in all logs combined is equal to the global entry limit
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(nImConfigGlobalEntryLimit), then the oldest entry from the system managed log with the
largest number of entries is removed before adding the new notification to the log.
Aging

Periodically (every minute), the notification log module calculates the difference between the current
time and the time the notification entry is added to a log for each notification entry in each log. If the
time difference is greater than the global age out period, the entry is removed from the log. Aging in
this manner imposes a limitation that entries may be aged out sooner or later than the actual global age
out period if the current time of the NE is changed (for example, to DST changes). Implementing age
out accurately consumes 4 additional bytes of memory per notification entry.

Statistics
In ExtremeXOS Release 15.5, the following SNMP Notification Logs statistics are available:

* Total number of notifications that have been logged since the NE last restarted.

¢ Total number of notifications that have been removed due to size constraints since the NE last
restarted.

* Perlog number of notifications logged since the NE last restarted.
* Perlog number of notifications removed due to size constraints since the NE last restarted.

Configuration Examples

The following sections provide various examples of the SNMP Notification Log feature.

Log all notifications

The following example illustrates how to log all notifications sent by a switch, and retain them for as
long as possible. However, to reduce memory usage, you might want to limit the number of notifications
in all logs to 5000 entries:

configure snmp notification-log global-entry-limit 5000

Disable aging of notification entries.

configure snmp notification-log global-age-out none

Create the default log. Because you want to log all notifications, the default log can be used instead of a
named log, because it does not impose any security checks.

configure snmp add notification-log default

Create a filter that accepts all notifications.

configure snmpv3 add filter "all" subtree 1 type included

Attach the filter to the log.

configure snmp notification-log "default" filter-profile-name "all"

View the configuration, status and entries of the default log.

show snmp notification-log "default"

View entry number 1 of the default log in detail.

show snmp notification-log "default" entry 1
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Log all notifications using security
The following example illustrates how to log all notifications that are visible to the SNMP user “monitor”
when using the security mode ‘USM’, and the security level ‘privacy’.

Create the log and associate it with the security credentials of the user “monitor”.

configure snmp add notification-log "monitor-log" user "monitor" sec-model usm sec-level
priv

Create a filter including only all traps.

configure snmpv3 add filter "all" subtree 1 type included

Attach the filter to the log.

configure snmp notification-log "monitor-log" filter-profile-name "all"

View the configuration, status and entries of “monitor-log”.

show snmp notification-log "monitor-log"

View entry number 1 of “monitor-log” log in detail.

show snmp notification-log "monitor-log" entry 1

NMS logs all link status change notifications

The following example illustrates the configuration for when an NMS wants to log all link status change
notifications. The NMS queries the log every hour, and wants to age out the log entries every two hours.
Additionally, to ensure that link status events are not replaced by other events, the NMS wants to
reserve 1000 entries for this log.

* (Create a notification filter profile including both linkUp and linkDown OIDs.

snmpNotifyFilterMask.ll."link—status".1.3.6.1.6.3.1.1.5.3 = '"'H
snmpNotifyFilterType.ll."link-status".1.3.6.1.6.3.1.1.5.3 = include

snmpNotifyFilterStorageType.ll."link-status".1.3.6.1.6.3.1.1.5.3 = nonVolatile
snmpNotifyFilterRowStatus.1l."link-status".1.3.6.1.6.3.1.1.5.3 = createAndGo
snmpNotifyFilterMask.1l1l."link-status".1.3.6.1.6.3.1.1.5.4 = '"'H
snmpNotifyFilterType.l1l."link-status".1.3.6.1.6.3.1. 1.5.4 = include
snmpNotifyFilterStorageType.1ll."link-status".1.3.6.1.6.3.1.1. 5 4 = nonVolatile
snmpNotifyFilterRowStatus.1l1l."link-status".1.3.6.1.6.3.1.1.5.4 = createAndGo

* (Create a named log for link status notifications, attach the profile created above, and set its entry
limit to 1000. The SNMP operation of creating this entry must be performed using security
credentials that have access to the linkUp and linkDown notifications.

nlmConfigLogFilterName.5."1links" = "link-status"
nlmConfigLogEntryLimit.5."1links" = 1000
nlmConfigLogAdminStatus.5."1links" = enabled
nlmConfigLogStorageType.5."1links" = nonVolatile
nlmConfigLogEntryStatus.5."1links" = createAndGo

¢ Set the global age-out to 120 minutes.
nlmConfigGlobalAgeOut.0 = 120

* To view the log contents, the NMS must query nimLogTable and nimLogVariableTable.

14
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SNMPv3

SNMPvV3 is an enhanced standard for SNMP that improves the security and privacy of SNMP access to

managed devices and provides sophisticated control of access to the device MIB. The prior standard
versions of SNMP, SNMPv1, and SNMPv2c, provided no privacy and little security.

uie Note
E If you downgrade from ExtremeXOS 15.6 to a lower version, the SNMPv3 users do not work if
the configuration was saved in 15.6. The SNMPv3 users must be manually created again.

The following RFCs provide the foundation for the Extreme Networks implementation of SNMPv3:

* RFC 3410, Introduction to version 3 of the Internet-standard Network Management Framework,
provides an overview of SNMPv3.

¢ RFC 3411, An Architecture for Describing SNMP Management Frameworks, talks about SNMP
architecture, especially the architecture for security and administration.

* RFC 3412, Message Processing and Dispatching for the Simple Network Management Protocol
(SNMP), talks about the message processing models and dispatching that can be a part of an SNMP
engine.

¢ RFC 3413, SNMPv3 Applications, talks about the different types of applications that can be
associated with an SNMPv3 engine.

* RFC 3414, The User-Based Security Model for Version 3 of the Simple Network Management
Protocol (SNMPv3), describes the User-Based Security Model (USM).

* RFC 3415, View-based Access Control Model (VACM) for the Simple Network Management Protocol
(SNMP), talks about VACM as a way to access the MIB.

* RFC 3826, The Advanced Encryption Standard (AES) Cipher Algorithm in the SNMP User-based
Security Model.

e Note
E 3DES, AES 192 and AES 256 bit encryption are proprietary implementations and may not
work with some SNMP Managers.

The SNMPv3 standards for network management were driven primarily by the need for greater security
and access control. The new standards use a modular design and model management information by
cleanly defining a message processing (MP) subsystem, a security subsystem, and an access control
subsystem.

The MP subsystem helps identify the MP model to be used when processing a received Protocol Data
Unit (PDU), which are the packets used by SNMP for communication.

The MP layer helps in implementing a multilingual agent, so that various versions of SNMP can coexist
simultaneously in the same network.

The security subsystem features the use of various authentication and privacy protocols with various
timeliness checking and engine clock synchronization schemes.
SNMPv3 is designed to be secure against:

* Modification of information, where an in-transit message is altered.
* Masquerades, where an unauthorized entity assumes the identity of an authorized entity.
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*  Message stream modification, where packets are delayed and/or replayed.

¢ Disclosure, where packet exchanges are sniffed (examined) and information is learned about the
contents.

The access control subsystem provides the ability to configure whether access to a managed object in a
local MIB is allowed for a remote principal. The access control scheme allows you to define access
policies based on MIB views, groups, and multiple security levels.

In addition, the SNMPv3 target and notification MIBs provide a more procedural approach for
generating and filtering of notifications.

SNMPv3 objects are stored in non-volatile memory unless specifically assigned to volatile storage.
Objects defined as permanent cannot be deleted.

poc Note

E In SNMPv3, many objects can be identified by a human-readable string or by a string of
hexadecimal octets. In many commands, you can use either a character string, or a colon-
separated string of hexadecimal octets to specify objects. To indicate hexadecimal octets, use
the keyword hex in the command.

Message Processing

A particular network manager may require messages that conform to a particular version of SNMP. The
choice of the SNMPv1, SNMPv2c, or SNMPv3 MP model can be configured for each network manager as
its target address is configured. The selection of the MP model is configured with the mp-model

keyword in the following command:

configure snmpv3 add target-params [[hex hex param name] |

param name Juser [[hex hex user name] | user name] mp-model [snmpvl |
snmpv2c | snmpv3] sec-model [snmpvl | snmpv2c | usm] {sec-level [noauth
| authnopriv | priv]} {volatile}

SNMPv3 Security

In SNMPvV3 the User-Based Security Model (USM) for SNMP was introduced. USM deals with security
related aspects like authentication, encryption of SNMP messages, and defining users and their various
access security levels. This standard also encompasses protection against message delay and message

replay.

USM Timeliness Mechanisms

An Extreme Networks switch has one SNMPv3 engine, identified by its snmpEnginelD. The first four
octets are fixed to 80:00:07:7C, which represents the Extreme Networks vendor ID. By default, the
additional octets for the snmpEnginelD are generated from the device MAC address.

Every SNMPv3 engine necessarily maintains two objects: SNMPEngineBoots, which is the number of
reboots the agent has experienced and SNMPEngineTime, which is the local time since the engine
reboot. The engine has a local copy of these objects and the latestReceivedEngineTime for every
authoritative engine it wants to communicate with. Comparing these objects with the values received in
messages and then applying certain rules to decide upon the message validity accomplish protection
against message delay or message replay.

116
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In a SummitStack, the MAC address chosen for the snmpEnginelD is the configured stack MAC address.

Configuring USM Timeliness Mechanism

Configure the snmpEnginelD and SNMPEngineBoots from the command line. The snmpEnginelD can be
configured from the command line, but when the snmpEnginelD is changed, default users revert back
to their original passwords/keys, and non-default users are removed from the device.

SNMPEnNgineBoots can be set to any desired value but will latch on its maximum, 2147483647.

1. To set the snmpEnginelD, use the following command:
configure snmpv3 engine-id hex engine id
2. To set the SNMPEngineBoots, use the following command:

configure snmpv3 engine-boots (1-2147483647)

Users, Groups, and Security

SNMPv3 controls access and security using the concepts of users, groups, security models, and security
levels.

Users are created by specifying a user name. Depending on whether the user will be using
authentication and/or privacy, you would also specify an authentication protocol ( RSA Data Security,
Inc. MD5 Message-Digest Algorithm or SHA) with password or key, and/or privacy (DES, 3DES, AES)

password or key.

Managing Users

Users are created by specifying a user name. Enabling the SNMPv3 default-user access allows an end
user to access the MIBs using SNMPv3 default-user.By disabling default-users access, the end-user is
not able to access the switch/MIBs using SNMPv3 default-user.

* To create a user, use the following command:

configure snmpv3 add user [[hex hex user name] | user name]
{authentication [md5 | sha] [hex hex auth password | auth password]}
{privacy {des | 3des | aes {128 | 192 | 256}} [[hex hex priv password]
| priv_password]} }{volatile}

A number of default users are initially available. These user names are: admin, initial, initialmd5,
initialsha, initialmd5Priv, initialshaPriv. The default password for admin is password. For the other
default users, the default password is the user name.

¢ Todisplay information about a user, or all users, use the following command:
show snmpv3 user {[[hex hex user name] | user name]}
* To delete a user, use the following command:

configure snmpv3 delete user [all | [[hex hex user name] | user name]
{engine-id engine id}]

i Note
E The SNMPv3 specifications describe the concept of a security name. In the ExtremeXOS
implementation, the user name and security name are identical. In this manual, both terms
are used to refer to the same thing.
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Managing Groups

Groups are used to manage access for the MIB. You use groups to define the security model, the
security level, and the portion of the MIB that members of the group can read or write.

The security model and security level are discussed in Security Models and Levels on page 119. The view
names associated with a group define a subset of the MIB (subtree) that can be accessed by members
of the group. The read view defines the subtree that can be read, write view defines the subtree that
can be written to, and notify view defines the subtree that notifications can originate from. MIB views
are discussed in Setting SNMPv3 MIB Access Control on page 120.

A number of default groups are already defined. These groups are: admin, initial, viv2c_ro, vIv2c_rw.

Enabling SNMPv3 default-group access activates the access to an SNMPv3 default group and the user-
created SNMPv3-user part of default group.

Disabling SNMPv3 default-group access removes access to default-users and user-created users who
are part of the default-group.

The user-created authenticated SNMPv3 users (who are part of a user-created group) are able to access
the switch.

* To underscore the access function of groups, groups are defined using the following command:

configure snmpv3 add access [[hex hex group name] | group name] {sec-
model [snmpvl | snmpv2c | usm]} {sec-level [noauth | authnopriv |
priv]} {read-view [[hex hex read view name] | read view name]} {write-
view [[hex hex write view name]] | write view name]} {notify-view
[[hex hex notify view nam]] | notify view name]} {volatile}

* To display information about the access configuration of a group or all groups, use the following
command:

show snmpv3 access {[[hex hex group name] | group name]}
* To enable default-group, use the following command:

enable snmpv3 default-group
* To disable a default-group, use the following command:

disable snmpv3 default-group

* To associate users with groups, use the following command:

configure snmpv3 add group [[hex hex group name] | group name] user
[ [hex hex user name] | user name] {sec-model [snmpvl| snmpv2c | usm]}
{volatile}

* To show which users are associated with a group, use the following command:

show snmpv3 group {[[hex hex group name] | group name] {user [[hex
hex user name] | user name]}}

* To delete a group, use the following command:

configure snmpv3 delete access [all-non-defaults | {[[hex
hex group name] | group name] {sec-model [snmpvl | snmpv2c | usm] sec-
level [noauth | authnopriv | priv]}}]

18
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When you delete a group, you do not remove the association between the group and users of the
group.

* To delete the association between a user and a group, use the following command:
configure snmpv3 delete group {[[hex hex group name] | group name]}

user [all-non-defaults | {[[hex hex user name] | user name] {sec-model
[snmpvl | snmpv2c|usm] }}]

Security Models and Levels
For compatibility, SNMPv3 supports three security models:

* SNMPvI—no security
* SNMPv2c—community strings-based security
* SNMPv3—USM security

The default is USM. You can select the security model based on your network manager.

The three security levels supported by USM are:
* noAuthnoPriv—No authentication, no privacy. This is the case with existing SNMPv1/v2c agents.
¢ AuthnoPriv—Authentication, no privacy. Messages are tested only for authentication.

¢ AuthPriv—Authentication, privacy. This represents the highest level of security and requires every
message exchange to pass the authentication and encryption tests.

When a user is created, an authentication method is selected, and the authentication and privacy
passwords or keys are entered.

When RSA Data Security, Inc. MD5 Message-Digest Algorithm authentication is specified, HMAC-
MD5-96 is used to achieve authentication with a 16-octet key, which generates a 128-bit authorization
code. This authorization code is inserted in the msgAuthenticationParameters field of SNMPv3 PDUs
when the security level is specified as either AuthnoPriv or AuthPriv. Specifying SHA authentication

uses the HMAC-SHA protocol with a 20-octet key for authentication.

For privacy, the user can select any one of the following supported privacy protocols: DES, 3DES, AES
128/192/256. In the case of DES, a 16-octet key is provided as input to DES-CBS encryption protocol
which generates an encrypted PDU to be transmitted. DES uses bytes 1-7 to make a 56 bit key. This key
(encrypted itself) is placed in msgPrivacyParameters of SNMPv3 PDUs when the security level is
specified as AuthPriv.

The SNMP Context Name should be set to the VR name for which the information is requested. If the

then the contextName should be set to the exact virtual-Router for which the information is requested.
List of protocols running per Virtual Router:
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* MPLS (Multiprotocol Label Switching)

Setting SNMPv3 MIB Access Control

SNMPv3 provides a fine-grained mechanism for defining which parts of the MIB can be accessed. This is
referred to as the View-Based Access Control Model (VACM).

MIB views represent the basic building blocks of VACM. They are used to define a subset of the
information in the MIB. Access to read, to write, and to generate notifications is based on the
relationship between a MIB view and an access group. The users of the access group can then read,
write, or receive notifications from the part of the MIB defined in the MIB view as configured in the
access group.

A view name, a MIB subtree/mask, and an inclusion or exclusion define every MIB view. For example,
there is a System group defined under the MIB-2 tree. The Object Identifier (OID) for MIB-2is 1.3.6.1.2,
and the System group is defined as MIB-2.1.1, or directly as 1.3.6.1.2.1.1.

When you create the MIB view, you can choose to include the MIB subtree/mask or to exclude the MIB
subtree/mask.

In addition to the user-created MIB views, there are three default views: defaultUserView,
defaultAdminView, and defaultNotifyView.

MIB views that are used by security groups cannot be deleted.

* To define a MIB view which includes only the System group, use the following subtree/mask
combination:

1.3.6.1.211/111.1.111.0
The mask can also be expressed in hex notation (used in the ExtremeXOS CLI):

1.3.6.1.2.11/fe
* To define a view that includes the entire MIB-2, use the following subtree/mask:
1.3.6.1.211/1111.1.0.0.0

which, in the CLI, is:

1.3.6.1.211/f8
* To create a MIB view, use the following command:
configure snmpv3 add mib-view [[hex hex view name] | view name]

subtree object identifier {subtree mask} {type [included | excluded]}
{volatile}

After the view has been created, you can repeatedly use the configure snmpv3 add mib-
view command to include and/or exclude MIB subtree/mask combinations to precisely define the
items you want to control access to.
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* To show MIB views, use the following command:

show snmpv3 mib-view {[[hex hex view name] | view name] {subtree
object identifier}}

* To delete a MIB view, use the following command:

configure snmpv3 delete mib-view [all-non-defaults | {[[hex
hex view name] | view name] {subtree object identifier}}]

SNMPv3 Notification

SNMPv3 can use either SNMPV1 traps or SNMPv2c¢ notifications to send information from an agent to
the network manager.

The terms trap and notification are used interchangeably in this context. Notifications are messages
sent from an agent to the network manager, typically in response to some state change on the agent
system. With SNMPv3, you can define precisely which traps you want sent, to which receiver by
defining filter profiles to use for the notification receivers.

To configure notifications, you configure a target address for the target that receives the notification, a
target parameters name, and a list of notification tags. The target parameters specify the security and
MP models to use for the notifications to the target. The target parameters name also points to the filter
profile used to filter the notifications. Finally, the notification tags are added to a notification table so
that any target addresses using that tag will receive notifications.

Configuring Target Addresses

A target address is similar to the earlier concept of a trap receiver.

* To configure a target address, use the following command:
configure snmpv3 add target-addr [[hex hex addr name] | addr name]
param [[hex hex param name] |param name ] ipaddress [ ip address |
ipv4-with-mask ip and tmask ] | [ ipvé address | ipvé-with-mask
ipvé _and tmask 1] {transport-port port number} {from [src ip address |
src _1ipvé address]} {vr vr name} {tag-list [tag list | hex
hex tag list]} {wvolatile}

In configuring the target address you supply an address name that identifies the target address, a
parameters name that indicates the MP model and security for the messages sent to that target
address, and the IP address and port for the receiver. The parameters name also is used to indicate
the filter profile used for notifications.

The £rom option sets the source IP address in the notification packets.

The tag-1list option allows you to associate a list of tags with the target address. The tag
defaultNotify is set by default.

* To display target addresses, use the following command:
show snmpv3 target-addr {[[hex hex addr name] | addr name]}
¢ To delete a single target address or all target addresses, use the following command:

configure snmpv3 delete target-addr [{[[hex hex addr name] |
addr name]} | all]
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Managing Notification Tags

When you create a target address, either you associate a list of notification tags with the target or by
default, the defaultNotify tag is associated with the target. When the system generates notifications,
only those targets associated with tags currently in the standard MIB table, called snmpNotifyTable, are
notified.

goe Note

E This notification entry can be deleted via CLI and also via MIB. If this is deleted, then this can
result in the traps not being sent for trap receivers which do not have the tag-list value
mentioned explicitly.

* Toadd an entry to the table, use the following command:

configure snmpv3 add notify [[hex hex notify name] | notify name] tag
[[hex hex tag] | tag] {type [trap | inform]}{volatile}

Any targets associated with tags in the snmpNotifyTable are notified, based on the filter profile
associated with the target.

* To display the notifications that are set, use the following command:
show snmpv3 notify {[[hex hex notify name] | notify name]}
* To delete an entry from the snmpNotifyTable, use the following command:

configure snmpv3 delete notify [{[[hex hex notify name] |
notify name]} | all-non-defaults]

Configuring Notifications
Because the target parameters name points to a number of objects used for notifications, configure the
target parameter name entry first.

You can then configure the target address, filter profiles and filters, and any necessary notification tags.

Access Profile Logging for SNMP

The access profile logging feature allows you to use an ACL policy file or dynamic ACL rules to control
access to SNMP services on the switch.

When access profile logging is enabled for SNMP, the switch logs messages and increments counters
when packets are denied access to SNMP. No messages are logged for permitted access.

You can manage SNMP access using one (not both) of the following methods:

* Create and apply an ACL policy file.
* Define and apply individual ACL rules.

One advantage of ACL policy files is that you can copy the file and use it on other switches. One
advantage to applying individual ACL rules is that you can enter the rules at the CLI command prompt,
which can be easier than opening, editing, and saving a policy file.
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ACL Match Conditions and Actions

Limitations

The ACLs section describes how to create ACL policies and rules using match conditions and actions.

Access profile logging supports the following match conditions and actions:
* Match conditions
o Source-address—IPv4 and IPv6

* Actions
o Permit
o Deny

If the ACL is created with more match conditions or actions, only those listed above are used for
validating the packets. All other conditions and actions are ignored.

The source-address field allows you to identify an IPv4 address, IPv6 address, or subnet mask for which
access is either permitted or denied.

If the SNMP traffic does not match any of the rules, the default behavior is deny.

* Either policy files or ACL rules can be associated with SNMP, but not both at the same time.

* Only source-address match is supported.

* Access-lists that are associated with one or more applications (SNMP or Telnet, for example) cannot
be directly deleted. They must be unconfigured from the application first and then deleted from the
CLlI.

* Default counter support is added only for ACL rules and not for policy files.

Managing ACL Policies for SNMP

The ACLs section describes how to create ACL policy files.

* Configure SNMP to use an ACL policy using one of the following commands:
configure snmp access-profile profile name
configure snmp access-profile profile name readonly

configure snmp access-profile profile name readwrite

By default, SNMP supports the readwrite option. However, you can specify the readonly or
readwrite option to change the current configuration.

* To configure SNMP to remove a previously configured ACL policy, use the following command:
configure snmp access-profile none

Managing ACL Rules for SNMP

Before you can assign an ACL rule to SNMP, you must create a dynamic ACL rule as described in ACLs.

* Toadd or delete a rule for SNMP access, use the following command:
configure snmp access-profile [ access profile {readonly | readwrite}
| [[add rule ] [first | [[before | after] previous rule]]] | delete

rule | none ]

* To display the access-list permit and deny statistics for an application, use the following command:
show access-list counters process [snmp | telnet | ssh2 | http]
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Misconfiguration Error Messages

The following messages can appear during configuration of policies or rules for the SNMP service:

Rule <rule> is already applied

A rule with the same name is already applied to this service.

Please remove the policy
<policy> already configured,
and then add rule <rule>

A policy file is already associated with the service. You must remove
the policy before you can add a rule.

Rule <previous rule> is not
already applied

The specified rule has not been applied to the service, so you cannot
add a rule in relation to that rule.

Rule <rule> is not applied

The specified rule has not been applied to the service, so you cannot
remove the rule from the service.

Error: Please remove
previously configured rule(s)
before configuring policy
<policy>

A policy or one or more ACL rules are configured for the service. You

must delete the remove the policy or rules from the service before
you can add a policy.

Using the Simple Network Time Protocol

ExtremeXOS supports the client portion of the SNTP Version 3 based on RFC4330.

SNTP can be used by the switch to update and synchronize its internal clock from a Network Time
Protocol (NTP) server. After SNTP has been enabled, the switch sends out a periodic query to the
indicated NTP server, or the switch listens to broadcast NTP updates. In addition, the switch supports
the configured setting for Greenwich Mean time (GMT) offset and the use of Daylight Saving Time.

Configuring and Using SNTP

To use SNTP:

1. ldentify the host(s) that are configured as NTP server(s). Additionally, identify the preferred method
for obtaining NTP updates. The options are for the NTP server to send out broadcasts, or for
switches using NTP to query the NTP server(s) directly. A combination of both methods is possible.
You must identify the method that should be used for the switch being configured.

2. Configure the Greenwich Mean Time (GMT) offset and Daylight Saving Time preference. The
command syntax to configure GMT offset and usage of Daylight Saving Time is as follows:

configure timezone {name tz name} GMT offset {autodst {name

dst timezone ID} {dst offset} begins
{at time of day hour time of day minutes} {ends
on absoluteday]

absoluteday]
floatingday |
time of day minutes}}}

[every floatingday | on
[every

{at time of day hour

By default beginning in 2007, Daylight Saving Time is assumed to begin on the second Sunday in
March at 2:00 AM, and end the first Sunday in November at 2:00 AM and to be offset from standard

time by one hour.

a. If thisis the case in your time zone, you can set up automatic daylight saving adjustment with the

command:

configure timezone GMT offset autodst
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b. If your time zone uses starting and ending dates and times that differ from the default, you can
specify the starting and ending date and time in terms of a floating day, as follows:

configure timezone name MET 60 autodst name MDT begins every last sunday march
at 1 30 ends every last sunday october at 1 30

c. You can also specify a specific date and time, as shown in the following command:

configure timezone name NZST 720 autodst name NZDT 60 begins every first sunday
october
at 2 00 ends on 3 16 2004 at 2 00

The optional time zone IDs are used to identify the time zone in display commands such as show
switch {detail}.

Table 16 describes the time zone command options in detail.

Table 16: Time Zone Configuration Command Options

tz_name Specifies an optional name for this timezone specification. May be up to six
characters in length. The default is an empty string.

GMT _offset Specifies a Greenwich Mean Time (GMT) offset, in + or - minutes.

autodst Enables automatic Daylight Saving Time.

dst_timezone ID | Specifies an optional name for this Daylight Saving Time specification. May be up
to six characters in length. The default is an empty string.

dst_offset Specifies an offset from standard time, in minutes. Value is from 1-60. The default
is 60 minutes.
floatingday Specifies the day, week, and month of the year to begin or end Daylight Saving

Time each year. Format is week day month where:

+  week is specified as [first | second | third | fourth | last]

» dayis specified as [sunday | monday | tuesday | wednesday | thursday | friday
| saturday]

» monthis specified as [january | february | march | april | may | june | july |
august | september | october | november | december]

Default for beginning is second sunday march; default for ending is first sunday
november.

absoluteday Specifies a specific day of a specific year on which to begin or end DST. Format is
month day year where:

* monthis specified as 1-12
* dayis specified as 1-31
*  vyearis specified as 1970-2035

The year must be the same for the begin and end dates.

time_of day_hou | Specifies the time of day to begin or end Daylight Saving Time. May be specified

r as an hour (0-23). The default is 2.

time_of day_min | Specify the minute to begin or end Daylight Saving Time. May be specified as a
utes minute (0-59).

noautodst Disables automatic Daylight Saving Time.

3. Automatic Daylight Saving Time changes can be enabled or disabled.
The default setting is enabled. To disable automatic Daylight Saving Time, use the command:

configure timezone {name tz name} GMT offset noautodst
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4. Enable the SNTP client using the following command:
enable sntp-client

After SNTP has been enabled, the switch sends out a periodic query to the NTP servers defined in
the next step (if configured) or listens to broadcast NTP updates from the network. The network
time information is automatically saved into the onboard real-time clock.

5. If you would like this switch to use a directed query to the NTP server, configure the switch to use
the NTP server(s). An NTP server can be an IPv4 address or an IPv6 address or a hostname. If the
switch listens to NTP broadcasts, skip this step. To configure the switch to use a directed query, use
the following command:

configure sntp-client [primary | secondary] host-name-or-ip {vr
vr name}

The following two examples use an IPv6 address as an NTP server and a hostname as an NTP server:

configure sntp-client primary £d98:d3e2:f0fe:0:54ae:34ff:fecc:892
configure sntp-client primary ntpserver.mydomain.com

NTP queries are first sent to the primary server. If the primary server does not respond within one
second, or if it is not synchronized, the switch queries the secondary server (if one is configured). If
the switch cannot obtain the time, it restarts the query process. Otherwise, the switch waits for the
sntp-client update interval before querying again.

6. Optionally, the interval for which the SNTP client updates the real-time clock of the switch can be
changed using the following command:

configure sntp-client update-interval update-interval

The default sntp-client update-interval value is 64 seconds.
7. Verify the configuration.

a. show sntp-client

This command provides configuration and statistics associated with SNTP and its connectivity to
the NTP server.

b. show switch {detail}

This command indicates the GMT offset, the Daylight Saving Time configuration and status, and
the current local time.

NTP updates are distributed using GMT time.

To properly display the local time in logs and other time-stamp information, the switch should be
configured with the appropriate GMT offset to GMT based on geographical location.
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GMT Offsets

Table 17 lists offsets for GMT.

Table 17: Greenwich Mean Time Offsets

GMT GMT Common Time Zone References Cities
Offsetin | Offsetin
Hours Minutes
+0:00 +0 GMT - Greenwich Mean London, England; Dublin, Ireland;
UT or UTC - Universal (Coordinated) | Edinburgh, Scotland; Lisbon, Portugal;
WET - Western European Reykjavik, Iceland; Casablanca,
Morocco
-1:00 -60 WAT - West Africa Cape Verde Islands
-2:00 -120 AT - Azores Azores
-3:00 -180 Brasilia, Brazil; Buenos Aires,
Argentina; Georgetown, Guyana
-4:00 -240 AST - Atlantic Standard Caracas; La Paz
-5:00 -300 EST - Eastern Standard Bogota, Columbia; Lima, Peru; New
York, NY, Trevor City, Ml USA
-6:00 -360 CST - Central Standard Mexico City, Mexico
-7:00 -420 MST - Mountain Standard Saskatchewan, Canada
-8:00 -480 PST - Pacific Standard Los Angeles, CA, Santa Clara, CA,
Seattle, WA USA
-9:00 -540 YST - Yukon Standard
-10:00 -600 AHST - Alaska-Hawaii Standard
CAT - Central Alaska
HST - Hawaii Standard
-11:00 -660 NT - Nome
-12:00 -720 IDLW - International Date Line West
+1.00 +60 CET - Central European Paris France; Berlin, Germany;
FWT - French Winter Amsterdam, The Netherlands;
MET - Middle European Brussels, Belgium; Vienna, Austria;
MEWT - Middle European Winter Madrid, Spain; Rome, Italy; Bern,
SWT - Swedish Winter Switzerland; Stockholm, Sweden;
Oslo, Norway
+2:00 +120 EET - Eastern European, Russia Zone 1 | Athens, Greece; Helsinki, Finland;
Istanbul, Turkey; Jerusalem, Israel;
Harare, Zimbabwe
+3:00 +180 BT - Baghdad, Russia Zone 2 Kuwait; Nairobi, Kenya; Riyadh, Saudi
Arabia; Moscow, Russia; Tehran, Iran
+4:00 +240 ZP4 - Russia Zone 3 Abu Dhabi, UAE; Muscat; Tblisi;
Volgograd; Kabul
+5:00 +300 ZP5 - Russia Zone 4
+5:30 +330 IST - India Standard Time New Delhi, Pune, Allahabad, India
+6:00 +360 ZP6 - Russia Zone 5
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Table 17: Greenwich Mean Time Offsets (continued)

GMT GMT Common Time Zone References Cities
Offsetin | Offsetin

Hours Minutes

+7:00 +420 WAST - West Australian Standard

+8:00 +480 CCT - China Coast, Russia Zone 7

+9:00 +540 JST - Japan Standard, Russia Zone 8

+10:00 +600 EAST - East Australian Standard

GST - Guam Standard
Russia Zone 9

+11:00 +660

+12:00 +720 IDLE - International Date Line East Wellington, New Zealand; Fiji, Marshall
NZST - New Zealand Standard Islands
NZT - New Zealand

+13:00 +780 PHOT-Phoenix Island Time Kanton Island

+14:00 +840 LINT-Line Islands Time Kiritimati

SNTP Example

In this example, the switch queries a specific NTP server and a backup NTP server.

The switch is located in Cupertino, California, and an update occurs every 20 minutes. The commands to
configure the switch are as follows:

configure timezone -480 autodst

configure sntp-client update-interval 1200

enable sntp-client

configure sntp-client primary 10.0.1.1
configure sntp-client secondary 10.0.1.2

Access Profile Logging for HTTP/HTTPS

The access profile logging feature allows you to use dynamic ACL rules to control access to Hypertext
Transfer Protocol (HTTP) services on the switch.

When access profile logging is enabled for HTTP, the switch logs messages and increments counters
when packets are denied access to HTTP. No messages are logged for permitted access.

uid Note
E For more information on ExtremeXOS software support for HTTP, see Hypertext Transfer
Protocol on page 1149.

You can manage HTTP access using one (not both) of the following methods:

* Create and apply an ACL policy file
* Define and apply individual ACL rules
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One advantage of ACL policy files is that you can copy the file and use it on other switches. One
advantage to applying individual ACL rules is that you can enter the rules at the CLI command prompt,
which can be easier than opening, editing, and saving a policy file.

ACL Match Conditions and Actions

The ACLs section describes how to create ACL policies and rules using match conditions and actions.

Access profile logging supports the following match conditions and actions:
* Match conditions
o Source-address—IPv4 and IPv6

* Actions
o Permit
o Deny

If the ACL is created with more match conditions or actions, only those listed above are used for
validating the packets. All other conditions and actions are ignored.

The source-address field allows you to identify an IPv4 address, IPv6 address, or subnet mask for which
access is either permitted or denied.

If the HTTP traffic does not match any of the rules, the default behavior is deny.

Limitations
Access profile logging for HTTP/HTTPS has the following limitations:
* Policy file support is not available for HTTP and HTTPS.

* Only source-address match is supported.

* Access-lists that are associated with one or more applications cannot be directly deleted. They must
be unconfigured from the application first and then deleted from the CLI.

Managing ACL Rules for HTTP

Before you can assign an ACL rule to HTTP, you must create a dynamic ACL rule as described in ACLs.

* To add or delete a rule for HTTP access, use the following command:

configure web http access-profile [[[add rule ] [first | [[before |
after] previous rule]]] | delete rule | none ]

¢ To display the access-list permit and deny statistics for an application, use the following command:

show access-list counters process [snmp | telnet | ssh2 | http]

Misconfiguration Error Messages

The following messages can appear during configuration of policies or rules for the SNMP service:

Rule <rule> is already applied |A rule with the same name is already applied to this service.
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Please remove the policy
<policy> already configured,
and then add rule <rule>

A policy file is already associated with the service. You must remove
the policy before you can add a rule.

Rule <previous_rule> is not
already applied

The specified rule has not been applied to the service, so you cannot
add a rule in relation to that rule.

Rule <rule> is not applied

The specified rule has not been applied to the service, so you cannot
remove the rule from the service.

Error: Please remove
previously configured rule(s)
before configuring policy
<policy>

A policy or one or more ACL rules are configured for the service. You

must delete the remove the policy or rules from the service before
you can add a policy.
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Using the ExtremeXOS File System on page 132
Managing the Configuration File on page 136
Managing ExtremeXOS Processes on page 137
Understanding Memory Protection on page 140

The ExtremeXOS software platform is a distributed software architecture.

The distributed architecture consists of separate binary images organized into discrete software
modules with messaging between them. The software and system infrastructure subsystem form the
basic framework of how the ExtremeXOS applications interact with each other, including the system
startup sequence, memory allocation, and error events handling. Redundancy and data replicationis a
built-in mechanism of ExtremeXOS. The system infrastructure provides basic redundancy support and
libraries for all of the ExtremeXOS applications.

Note
For information about downloading and upgrading a new software image, saving

configuration changes, and upgrading the BootROM, see Software Upgrade and Boot Options
on page 1871.

Like any advanced operating system, ExtremeXOS gives you the tools to manage your switch and
create your network configurations.

With the introduction of ExtremeXQOS, the following enhancements and functionality have been added
to the switch operating system:

File system administration
Configuration file management
Process control

Memory protection

File system administration

With the enhanced file system, you can move, copy, and delete files from the switch. The file system
structure allows you to keep, save, rename, and maintain multiple copies of configuration files on the
switch. In addition, you can manage other entities of the switch such as policies and access control
lists (ACLS).

Configuration file management
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With the enhanced configuration file management, you can oversee and manage multiple
configuration files on your switch. In addition, you can upload, download, modify, and name
configuration files used by the switch.

Process control
With process control, you can stop and start processes, restart failed processes, and update the
software for a specific process or set of processes.

Memory protection

With memory protection, each function can be bundled into a single application module running as
a memory protected process under real-time scheduling. In essence, ExtremeXOS protects each
process from every other process in the system. If one process experiences a memory fault, that
process cannot affect the memory space of another process.

The following sections describe in more detail how to manage the ExtremeXOS software.

Using the ExtremeXOS File System

The file system in ExtremeXOS is the structure by which files are organized, stored, and named.

The switch can store multiple user-defined configuration and policy files, each with its own name. Using
a series of commands, you can manage the files on your system. For example, you can rename or copy
a configuration file on the switch, display a comprehensive list of the configuration and policy files on
the switch, or delete a policy file from the switch.

et Note
E File names are case-sensitive. For information on file name restrictions, see the specific
command in the ExtremeXOS 31.7 Command Reference Guide.

You can also download configuration and policy files from the switch to a network Trivial File Transfer
Protocol (TFTP) server using TFTP. For detailed information about downloading switch configurations,
see Software Upgrade and Boot Options on page 1871. For detailed information about downloading
policies and ACLs, see ACLs on page 755.

With guidance from Extreme Networks Technical Support personnel, you can configure the switch to
capture core dump files, which contain debugging information that is useful in troubleshooting
situations. For more information about configuring core dump files and managing the core dump files
stored on your switch, see Understanding Core Dump Messages on page 1883.

File are stored at:
* USB: /usr/local/ext
* Internal memory: /usr/local/tmp

* Home directory: /usr/local/cfg
The command 1s without specifying the path returns results for just the home directory.

By default, core dumps are stored in the internal memory space (/usr/local/tmp), SO to see them,
run the command 1s /usr/local/tmp.

132 ExtremeXOS® User Guide for version 31.7


https://documentation.extremenetworks.com/exos_commands_31.7/

Managing the ExtremeXOS Software List Files

List Files

TFTP Files

Copy Files

Move Files

# 1ls /usr/local/tmp

-rw-r—--r—- 1 root root 7429 Sep 22 16:19 core.nvram.l
-rw-r—--r-- 1 root root 7100 Sep 28 08:40 core.nvram.2
drwxrwxrwx 2 root root 1024 Sep 28 08:43 dhcp

-rw-rw-rw- 1 root root 1072 Sep 28 08:43 trigger log slotl.txt

# tftp put 10.6.48.39 /usr/local/tmp/core.nvram.l mmitchell/core.nvram.l
Uploading core.nvram.l to 10.6.48.39 ... done!

# cp /usr/local/tmp/core.nvram.l core.copy
Copy 'core.nvram.l' from '/usr/local/tmp' to '/usr/local/cfg/core.copy'? (y/N)

# mv /usr/local/tmp/core.nvram.l core.moveToHome
Move 'core.nvram.l' from '/usr/local/tmp' to '/usr/local/cfg/core.moveToHome'? (y/N)

Moving or Renaming Files on the Switch

You can move or rename an existing configuration, policy, or if configured, core dump file in the system.

XML-formatted configuration files have a .cfg file extension. The switch runs only .cfg files. ASCII-
formatted configuration files have an .xsf file extension. See Uploading ASCII-Formatted Configuration
Files on page 1888 for more information. Policy files have a .pol file extension.

When you rename a file, make sure the it uses the same file extension as the original file. If you change
the file extensions, the file may be unrecognized by the system. For example, if you have an existing
configuration file named test.cfg, the new filename must include the .cfg extension.

1. Run the mv command.

# mv test.cfg megset.cfg
Rename config test.cfg to config megtest.cfg on switch? (y/n)

2. Enter y to rename the file on your system. Enter n to cancel this process and keep the existing
filename.

If you attempt to rename an active configuration file (the configuration currently selected the boot
the switch), the switch displays an error similar to the following:

Error: Cannot rename current selected active configuration.

For more information about configuring core dump files and managing the core dump files stored on
your switch, see Understanding Core Dump Messages on page 1883.

Copying Files on the Switch

The copy function allows you to make a copy of an existing file before you alter or edit the file. By
making a copy, you can easily go back to the original file if needed.
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XML-formatted configuration files have a .cfg file extension. The switch runs only .cfg files. ASCII-
formatted configuration files have an .xsf file extension. See Uploading ASCII-Formatted Configuration
Files on page 1888 for more information. Policy files have a .pol file extension.

When you copy a configuration or policy file from the system, make sure you specify the appropriate file
extension. For example, if you want to copy a policy file, specify the filename and .pol.

1. Copy an existing configuration or policy file on your switch using the cp command.

cp test.cfg testl.cfg
Copy config test.cfg to config testl.cfg on switch? (y/n)

2. Enter y to copy the file. Enter n to cancel this process and not copy the file.

When you enter vy, the switch copies the file with the new name and keeps a backup of the original
file with the original name. After the switch copies the file, use the 1s command to display a
complete list of files.

Eoe Note
E If you make a copy of a file, such as a core dump file, you can easily compare new
information with the old file if needed.

For more information about configuring the storage of core dump files, see Understanding Core Dump
Messages on page 1883.

Displaying Files on the Switch
You can display a list of the configuration, policy, or if configured, core dump files stored on your switch
by running the command 1s {file name}.

When you do not specify a parameter, this command lists all of the files in the current directory stored
on your switch.

If you do specify a parameter, you can refer to a specific directory to view all of the files in that directory.

Output from this command includes the file size, date and time the file was last modified, and the file
name.

For more information about configuring core dump files and managing the core dump files stored on
your switch, see Understanding Core Dump Messages on page 1883.

Transferring Files to and from the Switch

TFTP allows you to transfer files between a TFTP server and the following switch storage areas: local file
system, internal memory card, compact flash card, and USB 2.0 storage device.

* Download a file from a TFTP server to the switch, using the tftp or tftp get commands.

tftp [ ip-address | host-name ] { -v vr name } [ -g ] [ { -1 Iocal-
file | } { -r remote-file } | { -r remote-file } { -1 local-file } ]
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tftp get [ ip-address | host-name] { vr vr name } remote-file {local-
file} {force-overwrite}

i Note

E By default, if you transfer a file with a name that already exists on the system, the switch
prompts you to overwrite the existing file. For more information, see the tftp get
command.

* Download a file from a universal resource locator (URL), using the following command:

download [url url {vr vrname} | image [active | inactive] [[hostname |
ipaddress] filename {{vr} vrname} {block-size block size}] {partition}
{install {reboot}}

The download url command supports the following file types: cfg, 1ic, 1st, pol, py, voss,

xmod, xos, xsf, and xtr.

The download image commands supports the following file types: voss, xmod, xos, and xtr.
* To upload a file from the switch to a TFTP server, use the tftp or tftp put commands:

tftp [ ip-address | host-name ] { -v vr name } [ -p ] [ { -1 local-
file | } { -r remote-file } | { =-r remote-file } { =1 local-file } ]

tftp put [ ip-address | host-name] {vr vr name} local-file { remote-
file}

For detailed information about downloading software image files, BootROM files, and switch
configurations, see Software Upgrade and Boot Options on page 1871. For more information about
configuring core dump files and managing the core dump files stored on your switch, see
Understanding Core Dump Messages on page 1883.

Deleting Files from the Switch

You can delete a configuration, policy, or if configured, core dump file from your system by running the
rm file name command.

When you delete a configuration or policy file from the system, make sure you specify the appropriate
file extension. For example, when you want to delete a policy file, specify the filename and .pol. After
you delete a file, it is unavailable to the system.

When you delete a file from the switch, a message similar to the following appears:

Remove testpolicy.pol from switch? (y/n)

Enter y to remove the file from your system. Enter n to cancel the process and keep the file on your
system.

If you attempt to delete an active configuration file (the configuration currently selected to boot the
switch), the switch displays an error similar to the following:

Error: Cannot remove current selected active configuration.

For more information about configuring core dump files and managing the core dump files stored on
your switch, see Understanding Core Dump Messages on page 1883.
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Managing the Configuration File

The configuration is the customized set of parameters that you have selected to run on the switch. Table
18 describes some of the key areas of configuration file management in ExtremeXOS.

Table 18: Configuration File Management

Task

Behavior

Configuration file database

ExtremeXOS supports saving a configuration file into any named file
and supports more than two saved configurations.

For example, you can download a configuration file from a network
TFTP server and save that file as primary, secondary, or with a user-
defined name. You also select where to save the configuration: primary
or secondary partition, or another space.

Downloading configuration
files

ExtremeXOS uses the tftp and tftp get commands to download
configuration files from the network TFTP server to the switch.

For more information about downloading configuration files, see Using
TFTP to Download the Configuration on page 1892.

Uploading configuration files

ExtremeXOS uses the tftp and tftp put commands to upload
configuration files from the switch to the network TFTP server.

For more information about uploading configuration files, see Using
TFTP to Upload the Configuration on page 1891.

Managing configuration files,
including listing, copying,
deleting, and renaming

The following commands allow you to manage configuration files:

+ 1s: Lists all of the configuration files in the system.

* cp: Makes a copy of an existing configuration file in the system.

+ rm: Removes/deletes an existing configuration file from the system.
* mv: Renames an existing configuration file.

Configuration file types

*  XML-formatted configuration file
« ASCIl-formatted configuration file

XML-formatted configuration
file

ExtremeXOS configuration files are saved in Extensible Markup
Language (XML) format. Use the show configuration command
to view on the CLI your currently running switch configuration.

ASCII-formatted
configuration file

You can upload your current configuration in ASCIl format to a network
TFTP server. The uploaded ASCII file retains the CLI format.

To view your configuration in ASCIl format, save the configuration with
the xsf file extension (known as the XOS CLI script file). This saves the
XML-based configuration in an ASCII format readable by a text editor.
ExtremeXOS uses the upload configuration command to
upload the ASCII-formatted configuration file from the switch to the
network TFTP server.

ExtremeXOS uses the tftp and tftp get commands to download
configuration files from the network TFTP server to the switch.

For more information about ASClI-formatted configuration files, see
Uploading ASCII-Formatted Configuration Files on page 1888.

XML configuration mode

Indicated by (xml) at the front of the switch prompt. Do not use;
instead, run disable cli xml-mode to disable this mode.

Displaying configuration files

You can also see a complete list of configuration files by entering the
1s command followed by the [Tab] key.

136 ExtremeXOS® User Guide for version 31.7



Managing the ExtremeXOS Software Managing ExtremeXOS Processes

For more information about saving, uploading, and downloading configuration files, see Save the
Configuration on page 1890.

Managing ExtremeXOS Processes

ExtremeXOS consists of a number of cooperating processes running on the switch. With process
control, under certain conditions, you can stop and start processes, restart failed processes, examine
information about the processes, and update the software for a specific process or set of processes.

Displaying Process Information

To display process information, use the following command:

show process {name} {detail} {description} {slot slotid}

Stopping Processes

If recommended by Extreme Networks Technical Support personnel, you can stop a running process.
You can also use a single command to stop and restart a running process during a software upgrade on
the switch.

By using the single command, there is less process disruption and it takes less time to stop and restart
the process.
* To stop a running process, use the following command:

terminate process name [forceful | graceful]

In a SummitStack:

terminate process name [forceful | graceful] {slot slot}

Where the following is true:

name Specifies the name of the process to terminate. You can terminate the
following processes: bgp, eaps, exsshd, isis, lldp, netLogin, netTools, ntp, ospf,
ospfv3, snmpMaster,snmpSubagent, telnetd, thttpd, tftpd, vrrp, and xmld.

forceful Specifies a forceful termination.

graceful Specifies a graceful termination.

pas Note

E Do not terminate a process that was installed since the last reboot unless you have saved
your configuration. If you have installed a software module and you terminate the newly
installed process without saving your configuration, your module may not be loaded when
you attempt to restart the process with the start process command.

* To preserve a process's configuration during a terminate and (re)start cycle, save your switch
configuration before terminating the process. Do not save the configuration or change the
configuration during the process terminate and re(start) cycle. If you save the configuration after
terminating a process, and before the process (re)starts, the configuration for that process is lost.
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* Tostop and restart a process during a software upgrade, use the following command:

restart process [class cname | name {msm slot}]

Where the following is true:

cname Specifies the name of the process to restart. With this parameter, you can terminate
and restart all instances of the process associated with a specific routing protocol on
all VRs.You can restart the OSPF (Open Shortest Path First) routing protocol and
associated processes.

name Specifies the name of the process to terminate and restart. You can use this
command with the following processes: bgp, eaps, exsshd, isis, lldp, netLogin,
netTools, ntp, ospf, ospfv3, snmp Subagent, snmpMaster, telnetd, thttpd, tftpd, vrrp,
and xmld.

slot On a SummitStack, specifies the node’s slot number. The number is a value from 1to
8.

Starting Processes

* To start a process, use the following command:

start process name {msm slot}

In a SummitStack:
start process name {slot slot}

Where the following is true:

name Specifies the name of the process to start. You can start the following processes:
bap, eaps exsshd, isis, lldp, netLogin, netTools, ospf, snmpMaster, snmpSubagent,
telnetd, thttpd, tftpd, vrrp, xmld

slot On a SummitStack, specifies the node’s slot number. The number is a value from 1to 8.

Error: Process telnetd already exists!

pas Note

E After you stop a process, do not change the configuration on the switch until you start the
process again. A new process loads the configuration that was saved prior to stopping the
process. Changes made between a process termination and a process start are lost, and
error messages can result when you start the new process.

As described in the section, Stopping Processes on page 137, you can use a single command, rather
than multiple commands, to stop and restart a running process.

* Stop and restart a process during a software upgrade.

restart process [class cname | name {msm slot}]

In a SummitStack:
restart process [class cname | name {slot slot}]

For more detailed information, see Stopping Processes on page 137.

138 ExtremeXOS® User Guide for version 31.7



Managing the ExtremeXOS Software Creating Processes

Creating Processes

The following commands allow you to add a process. The process can be a C executable compiled using
the C-based SDK or a Python module. You upload it to /usr/local/cfg using the normal mechanisms (for
example, TFTP).

To create a C-executable process, use the command:

create process name executable exe {start [auto | on-demand]} {node
node} {vr vr-name} {description description} {argl {arg2 { arg3 { arg4
{ arg5 { argé6 { arg7 { arg8 { arg9 }}}}}}1}1}}

To create a Python module, use the command:

create process name python-module python-module {start [auto | on-
demand]} {node node} {vr vr-name} {description description} {argl {arg2
{arg3 {argd {arg5 {arg6 {arg’7 {arg8 {arg9}}}}}}}}}

Understanding Process Control Groups

Processes running in ExtremeXOS are grouped into “EXOS” (ExtremeXOS) and “Other” (non-
ExtremeXOS) process control groups. The “EXOS” (ExtremeXOS) group includes all the ExtremeX0OS
infrastructure, network services, protocols, configuration and network management processes. The
“Other” (non-ExtremeXOS) groups include all the processes created through CLI, and scripts executed
in ExtremeXOS shell. Both these groups are capped with memory and CPU limits as a percentage of the
total available memory and CPU resources in the system. Both groups get a guaranteed share of
memory and CPU access up to that limit.

A user-created process automatically is classified as being in the "Other” group. The “EXOS” group has,
by default, 95% of the system memory and 90% of the system CPU resources. In contrast, the “Other”
group has a default memory limit of 5% and a default CPU limit of 10%, both configurable to a certain
extent through CLI. This provides a level of segregation where processes in one group cannot
significantly impact processes running in another group.

When there is no resource contention, the process groups are not required to be limited under the CPU
limit. The way the CPU resources are managed during resource contention in a switch varies depending
on the platform type, and is based on which processes are running in real-time.

To manage the CPU and memory usage for the "Other" (non-ExtremeXOS) group, use the following
commands:

uie Note

E Increasing the memory or CPU limit of the "Other" group impacts the total available memory
or CPU resources of the "EXOS" group. These commands need to be used with careful
consideration of the resource requirements in real-time.

¢ configure process group other cpu-limit cpu Iimit

* configure process group other memory-limit memory Ilimit

When these commands are issued, the CPU and memory limits for the "EXOS" (ExtremeXOS) group are
changed as well.
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To clear the user-configured memory and CPU limits and restore default settings, use the following
command:

unconfigure process group

To clear the memory- and CPU-related statistics of “EXOS” and/or “Other” groups, use the following
command:

clear process group statistics {vital | other}

To show the configured settings and statistics for the process control groups, use the following
command:

show process group {[vital | other]}

Understanding Memory Protection

ExtremeXOS provides memory management capabilities. Each process in ExtremeXOS runs in a
protected memory space. This infrastructure prevents one process from overwriting or corrupting the
memory space of another process. For example, if one process experiences a loop condition, is under
some type of attack, or is experiencing some type of problem, that process cannot take over or
overwrite another processes’ memory space.

Memory protection increases the robustness of the system. By isolating and having separate memory
space for each individual process, you can more easily identify the process or processes that experience
a problem.

To display the current system memory and that of the specified process, use the following command:
show memory process name {slot slotid}

Where the following is true:
* name: Specifies the name of the process.

* slot: Ona SummitStack, specifies the slot number of the target node. The number is a value from 1
to 8.

Reading the Output

The show memory process command displays the following information in a tabular format:
¢ System memory information (both total and free).
¢ Current memory used by the individual processes.

The current memory statistics for the individual process also includes the following:
*  For SummitStacks, the slot number.
* The name of the process.
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Viewing System Memory

You can also use the show memory {slot slotid} command to view the system memory and
the memory used by the individual processes, even for all processes on all MSMs/MMs installed in
modular switches. The slot parameter is available only on modular switches and SummitStack.

In general, the free memory count for a switch decreases when one or more running processes
experiences an increase in memory usage. If you have not made any system configuration changes, and
you observe a continued decrease in free memory, this might indicate a memory leak.

The information from these commands may be useful for your technical support representative if you
experience a problem.

The following is sample truncated output from an ExtremeSwitching switch:

CPU Utilization Statistics - Monitored every 25 seconds

Process 5 10 30 1 5 30 1 Max Total
secs secs secs min mins mins hour User/System
util util util util util util util util CPU Usage
(%) (%) (%) (%) (%) (%) (%) (%) (secs)

System n/a n/a 0.0 0.9 0.1 0.2 0.5 34.6

aaa n/a n/a 0.0 0.0 0.0 0.0 0.0 1.8 1.72 0.78

acl n/a n/a 0.0 0.0 0.0 0.0 0.0 0.0 0.40 0.24

bgp n/a n/a 0.0 0.0 0.0 0.0 0.0 12.6 11.18 2.21

cfgmgr n/a n/a 0.0 0.0 0.0 0.0 0.8 39.8 4743.92 3575.79

cli n/a n/a 0.0 0.0 0.0 0.0 0.0 0.0 0.59 0.42

devmgr n/a n/a 0.0 0.0 0.0 0.0 0.0 19.5 74.44 24.52

dirser n/a n/a 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

dosprotect n/a n/a 0.0 0.0 0.0 0.0 0.0 0.0 0.8 0.12

eaps n/a n/a 0.0 0.0 0.0 0.0 0.1 5.5 36.40 15.41

edp n/a n/a 0.0 0.0 0.0 0.0 0.0 11.1 10.92 3.97

elrp n/a n/a 0.0 0.0 0.0 0.0 0.0 0.0 0.49 0.44

ems n/a n/a 0.0 0.0 0.0 0.0 0.0 0.0 1.19 1.29

epm n/a n/a 0.0 0.0 0.0 0.0 0.0 30.7 48.74 32.93

esrp n/a n/a 0.0 0.0 0.0 0.0 0.0 2.7 0.82 0.45

etmon n/a n/a 0.0 0.0 0.0 0.0 0.5 30.5 4865.78 873.87
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Introduction to Stacking on page 142

Preparing to Configure a Stack on page 156
Configuring a Stack on page 161

Auto-Discovery for Universal Hardware on page 175
Managing an Operational Stack on page 176
Changing the Stack Configuration on page 190
Troubleshooting a Stack on page 204

A stack consists of a group of up to eight switches that are connected to form a ring. The stack offers
the combined port capacity of the individual switches. But it operates as if it were a single switch,
making network administration easier.

Stacking is facilitated by the SummitStack feature - part of the ExtremeXOS Edge license.

This chapter contains information about configuring a stack, maintaining the stack configuration, and
troubleshooting.

For descriptions of the supported configurations for stacking, considerations for planning a stack, and
instructions for setting up the hardware, see the Stacking chapter in the hardware installation guide for
your switch. We recommend that you read that chapter before installing the switches that will make up
the stack.

Introduction to Stacking

Using the SummitStack feature—part of the ExtremeXOS Edge license—a stack can combine switches
from different series, provided that every switch in the stack:

* Runs in the same partition (primary or secondary).

* Runs the same version of ExtremeXOS.

* Includes support for stacking.

— Note
The ExtremeSwitching X435 series switches do not support stacking.

The stack operates as if it were a single switch with a single IP address and a single point of
authentication. One switch - called the primary switch - is responsible for running network protocols
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and managing the stack. The primary runs ExtremeXOS software and maintains all the software tables
for all the switches in the stack.

All switches in the stack, including the primary switch, are called nodes. Figure 4 shows four nodes in a
stack, connected to each other by SummitStack cables.

All connections between stack ports must be directly between switches. A stacking connection cannot
pass through a third device, for example a Virtual Port Extender or an LRM/MACsec Adapter.

Stack Port 1 Stack Port 2

SummitStack FoeeCa
cables Switches

§ kPort1 Stack Port2

eJeeCe

§ kPort1 Stack Port2

e5e6C8

£ kPort1 Stack Port2

Jeee

Figure 4: Switches Connected to Form a Stack

The following sections introduce you to the basic principles of stacking and provide recommendations
for creating stacks.

More information to answer your questions about stacking and help you plan your configuration is
available on the Extreme Networks GTAC Knowledge Base.

Build Basic Stacks

A stack can be created in either of two ways:

* |n native stacking, switches are connected using either designated Ethernet data ports or dedicated
stacking connectors.

* Inalternate stacking, switches are connected using 10-Gbps Ethernet data ports that have been
configured for stacking. These ports are located either on the switch itself or on option cards
installed on either the front or the rear of the switch.

When planning and building your stack, be sure to follow port compatibility and cabling
recommendations as described in this chapter.

Slot Numbers in Stacks

A switch stack can be thought of as a virtual chassis. Each switch (node) operates as if it were
occupying a slot in a chassis and is controlled by the primary. The high-speed stacking links function like
the backplane links of a chassis.
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Each switch in the stack is assigned a “slot number” during the initial software configuration of the
stack. Starting at the switch with the console connection, numbers are assigned in numerical order
following the physical path of the connected stacking cables. For example, if you follow the cabling
recommendations presented in and configure a vertical stack from the console on the switch at the top
of the physical stack, the switches will be assigned slot numbers 1 through 8 from the top down.

The top half of the number blinks if the switch is the primary, and the bottom half blinks if it is the
backup. If the LED is steadily lit, the switch is a standby. If the LED is off the switch is not configured as a
member of a stack.

The Mode button is used to cycle through three display modes for the port LEDs. After two presses of
the Mode button, the port LEDs will enter the STK Display Mode, indicated by the STK LED. STK mode is
used to indicate slot presence and slot number via the first eight port LEDs.

Figure 5: Mode Button with SRK LED Example

The LED is steady green if the link is OK, blinking green if traffic is present, and off if no signal is present.

A quick way to verify that the cable connections match the software configuration is to check the stack
number indicator on each switch. If the slot numbers do not line up in the order you arranged the
switches, this might indicate that the stacking cable setup differs from what you intended when you
configured the software. In this case, reconnect the cables in the correct order and perform the
software configuration again.

Primary/Backup Switch Redundancy

When your stack is operational, one switch is the primary switch, responsible for running network
protocols and managing the stack.

To provide recovery in case of a break in the stack connections, you can configure redundancy by
designating a backup switch to take over as primary if the primary switch fails. When you perform the
initial software configuration of the stack, the “easy setup” configuration option automatically
configures redundancy, with slot 1as the primary and slot 2 as the backup. You can also configure
additional switches as “primary-capable,” meaning they can become a stack primary in case the initial
backup switch fails.

When assigning the primary and backup roles in mixed stacks, consider the feature scalability and the
speed of each switch model. The easy setup configuration process selects primary and backup switches
based on capability and speed. The following list shows the capabilities based on the ability to cross
stack with other switch families. The most capable switches are shown at the top of each list:

ExtremeSwitching X670-G2 (most capable)
ExtremeSwitching X460-G2
ExtremeSwitching X450-G2
ExtremeSwitching X440-G2 and X620

N N

1. ExtremeSwitching X590, X690, X695, and X870
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2. ExtremeSwitching X465

1. ExtremeSwitching 5520
2. ExtremeSwitching 5420
3. ExtremeSwitching 5320

For example, in a stack that combines X460-G2 or X670-G2 switches with other switch models, an
X460-G2 or X670-G2 switch might provide more memory and more features than other switches in the
stack. Consider these differences when selecting a primary node, selecting a backup node, and
configuring failover operation.

i Note

E Assign the primary and backup roles to switches from the same series. For example, if the
primary node is an X460-G2 switch, the backup node should also be an X460-G2 switch.
Similarly, if the primary node is an X670-G2 series switch, the backup node should also be an
X670-G2 switch.

» Important
The ExtremeSwitching 5320 series switches can be stacked with themselves, or with
ExtremeSwitching 5420 and 5520 using Alternate stacking. The 5320 can only act as a
Standby node in a 5420 or 5520 Primary configuration. The 5320 cannot act as a Backup
node when the Primary node is either a 5420 or 5520.

When easy setup compares two switches that have the same capability, the lower slot number takes
precedence.

Follow the same ranking hierarchy when you plan the physical placement of the switches in the stack.

SummitStack Topologies

Figure 6 presents a graphical representation of a stack and some of the terms that describe stack
conditions.
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Active
topology

Stack

topology_<

Stack —

Failed node

SummitStack disabled

SummitStack disabled

No power

Switch 8

Figure 6: Example of a Stack, Showing the Active Topology and the Stack Topology

A stack is the collection of all switches, or nodes, that are cabled together to form one virtual switch
using the ExtremeXOS SummitStack feature.

The maximum cable length supported between switches depends on the types of switches in your
stack, the installed option cards, and the configured stacking ports. For more information, see..

A stack topology is the set of contiguous nodes that are powered up and communicating with each
other. In the example shown, Switch 8 is not part of the stack topology because it is not powered up.

An active topology is the set of contiguous nodes that are active. An active node is powered up, is
configured for stack operation, and is communicating with the other active nodes.

Switch 5 in the example has failed, stacking is disabled on Switches 6 and 7, and Switch 8 has no power.
As a result, the active topology includes Switches 1through 4 only.

For more information about SummitStack terminology, see SummitStack Terms on page 154.

Ring Topology: Recommended for Stacking

SummitStack nodes should be connected to each other in a ring topology. In a ring topology, one link is
used to connect to a node and the other link is used to connect to another node. The result forms a
physical ring connection. This topology is highly recommended for normal operation.

Figure 7 represents a maximal ring topology of eight active nodes.
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Figure 7: Graphical Representation of a Ring Topology

Figure 8 shows what the same ring topology would look in actual practice. Each switch in the rack is
connected to the switch above it and the switch below it. To complete the ring, a longer cable connects
Switch 1 with Switch 8.

Figure 8: Switches Connected to Each Other in a Ring Topology
Note that, while a physical ring connection may be present, a ring active topology exists only when all
nodes in the stack are active.

Daisy Chain Topology: Not Recommended for Stacking

Stackable switches can be connected in a daisy-chain topology. This is a ring topology with one of the
links disconnected, inoperative, or disabled. A daisy chain can be created when a link fails or a node
reboots in a ring topology, but the daisy chain topology is not recommended for normal operation.

We strongly recommend that your stack nodes be connected in a ring topology, not a daisy-chain
topology, for normal operation.

In Figure 9, the nodes delineated as the active topology are operating in a daisy-chain configuration,
even though there is physically a ring connection in the stack.

ExtremeXOS® User Guide for version 31.7 147



Use Ethernet Ports for Stacking (SummitStack-V

Feature)

Configuring Stacked Switches

Figure 9: Daisy-Chain Topology

You might need to use a daisy chain topology while adding a new node, removing a node, or joining two
stacks.

If you are using a daisy chain topology, the possibility of a dual master condition increases. Before you
create a daisy chain topology, read Managing a Dual Primary Situation on page 205.

Use Ethernet Ports for Stacking (SummitStack-V Feature)

On many Extreme Networks switches, you can reconfigure one or two 10-Gbps Ethernet data ports to
operate as stacking ports.

This feature, known as SummitStack-V or alternate stacking, means that you can use less expensive
cables to connect the switches in a stack. Because copper and fiber Ethernet ports support longer cable
distances, you can also extend the physical distance between stack nodes - connecting, for example,
switches on different floors in a building or in different buildings on a campus.

The SummitStack-V feature means that you can stack switches that have no dedicated (or native)
stacking ports but that do have at least two Ethernet ports. The ports can be configured to support
either data communications or stacking. When configured to support stacking, they are called alternate
stacking ports to distinguish them from the native stacking ports.
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A single stack can use both native stacking ports and alternate stacking ports. On one switch, for
example, you can use a native stacking port to connect to a switch in the same rack, and you can use an
alternate stacking port to connect to a switch on a different floor.

poc Note
E When you connect distant nodes using alternate stacking ports, be sure to run the cables over
physically different pathways to reduce the likelihood of a cut affecting multiple links.

On each switch model, only specific data ports can be used as alternate stacking ports. The alternate
stacking ports must be 10-Gbps Ethernet ports, either on the front panel of the switch or on installed

port option cards or versatile interface modules at the rear of the switch. Switch models that do not

have native stacking ports can still use alternate stacking if they have 10-Gbps Ethernet ports.

Alternate stacking ports on different switches must be directly connected, with no intervening switch

connections. This is because alternate stacking ports use the proprietary ExtremeXOS protocol for

stacking, not the standard Ethernet protocol.

Table 19 lists the data ports that can be used as native and alternate stacking ports for each switch

model.

When the stacking-support option is enabled (with the enable stacking-support command),

data communication stops on the physical data ports that are designated for alternate stacking. Then,
when stacking is enabled (with the enable stacking command), those ports - listed in the
Alternate Stacking Ports column of Table 19 - operate as stacking ports.

Table 19: Native and Alternate Stacking Ports

Switch Model Type or Location of Native Alternate Stacking Location of Alternate
Stacking Ports Ports Stacking Ports

X440-G2-12t-10GE4 Fixed (front panel) 15,16 Front panel

X440-G2-12p-10GE4

X440-G2-24t-10GE4 Fixed (rear panel) 27,28 Rear panel

X440-G2-24p-10GE4

X440-G2-24x-10GE4

X440-G2-24t-10GE4-DC

X440-G2-48t-10GE4 Fixed 49,50 Rear panel

X440-G2-48p-10GE4
X440-G2-48t-10GE4-DC

(rear panel, dedicated SFP+
port)

X450-G2-24t-GE4
X450-G2-48t-GE4
X450-G2-24p-GE4
X450-G2-48p-GE4

Fixed (rear panel)

Not applicable

Not applicable

X450-G2-24t-10GE4 Fixed (rear panel) 27,28 Front panel
X450-G2-24p-10GE4

X450-G2-48t-10GE4 Fixed (rear panel) 51,52 Front panel
X450-G2-48p-10GE4

X460-G2-24t-GE4 VIM-2ss or VIM-2q 33,34 VIM-2x

X460-G2-24p-GE4
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Table 19: Native and Alternate Stacking Ports (continued)

Switch Model Type or Location of Native Alternate Stacking Location of Alternate
Stacking Ports Ports Stacking Ports

X460-G2-48t-GE4 VIM-2ss or VIM-2q 53,54 VIM-2x

X460-G2-48p-GE4

X460-G2-24t-10GE4 VIM-2ss or VIM-2q 31,32 Front panel

X460-G2-24x-10GE4

X460-G2-24p-10GE4

X460-G2-48t-10GE4 VIM-2ss or VIM-2q 51,52 Front panel

X460-G2-48x-10GE4

X460-G2-48p-10GE4

X465 S1and S2 on front panel None Not applicable

X590-24t-1g-2¢ Ports 29, 33 None Not applicable

X590-24x-1g-2¢

X620-8t-2x None 9,10 Front panel

X620-10x

X620-16t None 15,16 Front panel

X620-16x

X620-16p

X670-G2-48x-4q Ports 49,53,57,61 47,48 Front panel

X670-G2-72x% None 7,72 Front panel

X690-48t-2g-4c Ports 61,69 None Not applicable

X690-48x-20-4c¢ Ports 61,69 None Not applicable

X695-48Y-8C Ports 61, 62 None Not applicable

X870-32¢ Ports 121,125 None Not applicable

X870-96x-8¢ Ports 121,125 None Not applicable

5320-48P-8XE Front panel: U1, U2 None Not applicable

5320-48T-8XE

5320-24P-8XE

5320-24T-8XE

5320-16P-4XE

5320-16P-4XE-DC

5420F-8W-16P-4XE Front panel: U1, U2 None Not applicable

5420F-24P-4XE
5420F-24S-4XE
5420F-24T-4XE
5420F-16MW-32P-4XE
5420F-16W-32P-4XE
5420F-48P-4XE
5420F-48P-4XL
5420F-48T-4XE
5420M-24T-4YE
5420M-24W-4YE
5420M-16MW-32P-4YE
5420M-48T-4YE
5420M-48W-4YE
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Table 19: Native and Alternate Stacking Ports (continued)

Switch Model Type or Location of Native Alternate Stacking Location of Alternate
Stacking Ports Ports Stacking Ports

5520-24T Front panel: U1, U2 35, 36 5520-VIM-4X

5520-24W

5520-24X

5520-48T Front panel: U1, U2 59, 60 5520-VIM-4X

5520-48W

5520-12MW-36W

5520-48SE

uid Note

E Ports designated as Ul and U2 are Universal ports. These ports can be configured as either
stacking ports or Ethernet data ports. When stacking support is disabled, the Universal ports
will provide normal data communications.

Available Stacking Methods

Each ExtremeSwitching switch model can use various methods of stacking.

Table 20 shows the switch models that can participate in each stacking method.

Table 20: SummitStacking by Stacking Method

Stacking Method | Speed per Cable Type and Switch Models
Link (HDX) Lengths
SummitStack 10 Gbps 05m,1.5m,3.0m, 5.0 | ExtremeSwitching X460-G2 (using
m, VIM-2SS)
20Gb Stacking Cable
SummitStack-V 10 Gbps 0.5m-40 km ExtremeSwitching X440-G2

SFP+ (with SR, LR, and
ER)

ExtremeSwitching X450-G2 (10G models)
ExtremeSwitching X460-G2 (1G models
with VIM-2x)

ExtremeSwitching X460-G2 (10G
models)

ExtremeSwitching X620
ExtremeSwitching X670-G2
ExtremeSwitching 5520 (using 5520-
VIM-4X)

Note: The 5520 switches can stack with
the 5320 switches and 5420 switches by
installing a 5520-VIM-4X into the 5520
switches.
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Table 20: SummitStacking by Stacking Method (continued)

Stacking Method | Speed per Cable Type and Switch Models
Link (HDX) Lengths
SummitStack-V40 |10 Gbps 05m-40m ExtremeSwitching 5320 (ports U1, U2)

SFP+ (with SR and LR)
Note: The 5320 switches can stack with
themselves, the 5420, or 5520 switches
using 5520-VIM-4X ports.

ExtremeSwitching 5420 (ports U1, U2)
Note: The 5420 switches can stack with

themselves, the 5320 switches, or 5520
switches using 5520-VIM-4X ports.

SummitStack-V80 |20 Gbps 0.5m-5m SFP-DD ExtremeSwitching 5420 (ports U1, U2)
Note: The 5420 switches can stack with
themselves and ExtremeSwitching 5520
(ports Ul and U2) when configured for

SummitStack-V80.

SummitStack-V84 |21 Gbps 05m-5m ExtremeSwitching X450-G2 (rear panel

QSFP+ passive copper | 21G stacking ports)

0.5m-40 kM ExtremeSwitching X460-G2 (VIM-2q)
QSFP+ only ExtremeSwitching X670-G2-48x-4q
(ports 57, 61)

* ExtremeSwitching X590 (ports 29, 33)
* ExtremeSwitching X690 (ports 61, 69)
* ExtremeSwitching X465 (ports S1and
S2)

* ExtremeSwitching X695 (ports 61, 62)

SummitStack-V160 | 40 Gbps

Note: * The X465, X590, X690, and X695
can stack with each other, but not with
other V160-capable switches.

ExtremeSwitching 5520 (ports U1, U2)

Note: If you use SummitStack-V160, 5520
switches can stack only with themselves.
To stack with 5320 and 5420 switches,
the 5520 can use either SummitStack-
V80 on ports UTand U2 or SummitStack-
V on the alternate stack ports (Using a
5520-VIM-4X).

SummitStack- 50 Gbps 05m-100m
V200 QSFP28 only

ExtremeSwitching 5520 (ports U1, U2)

Note: If you use SummitStack-V200,
5520 switches can stack only with
themselves.

SummitStack-
V320

80 Gbps

05m-100m
QSFP+ only

ExtremeSwitching X670-G2-48x-4q
(ports 49, 53, 57, 61)
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Table 20: SummitStacking by Stacking Method (continued)

Stacking Method | Speed per Cable Type and Switch Models

Link (HDX) Lengths
SummitStack- 106 Gbps 05m-100m ExtremeSwitching X590 (ports 29,33)
V400 QSFP28 only ExtremeSwitching X690 (ports 61,69)

ExtremeSwitching X870 (ports 121,125)
ExtremeSwitching X695 (61, 62)

SummitStack- 100 Gbps V400 Alternative ExtremeSwitching X590 (ports 29,33)
V400 Alternative Configuration is ExtremeSwitching X690 (ports 61,69)
Configuration required when using ExtremeSwitching X870 (ports 121,125)

specific fiber cables. ExtremeSwitching X695 (ports 61, 62)
This mode sets the
stack ports to 100G,
enables pre-emphasis,
and FEC (clause_91).

+ QSFP28 SR4

+ QSFP28 LR4

+ QSFP28 CWDM4

+ QSFP28 PSM4

+ QxQ AOC cable -
5m

+ QxQ AOC cable -
m

+ QxQ AOC cable -
10m

+ QxQ AOC cable -
20m

For more details about the stacking methods that are available for each switch series, see the hardware
installation guide for your switch.

goc Note

E Because all switches in the stack must run the same version of ExtremeXOS, it is not possible
to stack switches that require ExtremeXOS version 21, for example the X440-G2 and the
X620, with switches that are incompatible with ExtremeXOS version 21, for example the X440
and the X460.

1 Combined over paired ports
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SummitStack Terms

Table 21 describes the terms used for the SummitStack feature. These terms are listed in the
recommended reading sequence.

Table 21: List of Stacking Terms

Term

Description

Stackable switch

An ExtremeSwitching switch that provides two stacking ports and can
participate in a stack.

Stacking port

A physical interface of a stackable switch that is used to allow the
connection of a stacking link. Stacking ports are point-to-point links that
are dedicated for the purpose of forming a stack.

Native stacking

A stacking configuration in which stack members are connected using
either designated Ethernet data ports or dedicated stacking connectors.

Alternate stacking

A stacking configuration in which stack members are connected using 10-
Gbps Ethernet data ports that have been configured for stacking. These
ports are located either on the switch itself or on option cards installed on
the rear of the switch.

Stacking link

A cable that connects a stacking port of one stackable switch to a
stacking port of another stackable switch, plus the stacking ports
themselves.

Node

A switch that runs the ExtremeXOS operating system and is part of a
stack. Synonymous with stackable switch.

Stack

A set of stackable switches and their connected stacking links made with
the intentions that: (1) all switches are reachable through their common
connections; (2) a single stackable switch can manage the entire stack;
and (3) configurable entities such as VLANs and link trunk groups can
have members on multiple stackable switches. A stack consists of all
connected nodes regardless of the state of the nodes.

Stack topology

A contiguously connected set of nodes in a stack that are currently
communicating with one another. All nodes that appear in the show
stacking command display are present in the stack topology.

Stack path

A data path that is formed over the stacking links for the purpose of
determining the set of nodes that are present in the stack topology and
their locations in the stack. Every node is always present in a stack path
whether or not stacking is enabled on the node.

Control path

A data path that is formed over the stacking links that is dedicated to
carrying control traffic, such as commands to program hardware or
software image data for software upgrade. A node must join the control
path to fully operate in the stack. A node that is disabled for stacking does
not join the control path, but does communicate over the stack path.

Active node

A node that has joined the control path. The active node can forward the
control path messages or can process them. It can also forward data
traffic. Only an active node can appear as a card inserted into a slot when
the show slot {slot {detail} | detail } commandis
executed on the primary node of the stack.
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Table 21: List of Stacking Terms (continued)

Term

Description

Active topology

A contiguous set of active nodes in a stack topology plus the set of
stacking links that connect them. When an active topology consists of
more than one node, each node in the active topology is directly and
physically connected to at least one other node in the active topology.
Thus, the active topology is a set of physically contiguous active nodes
within a stack topology.

Candidate node

A node that is a potential member of an active topology, or an active node
that is already a member of an active topology. A candidate node may or
may not be an active mode - that is, it may or may not have joined the
control path.

Node role

The role that each active node plays in the stack - either primary, backup,
or standby.

Primary node

The node that is elected as the primary node in the stack. The primary
node runs all of the configured control protocols such as OSPF (Open
Shortest Path First), RIP (Routing Information Protocol), Spanning Tree,
and EAPS (Extreme Automatic Protection Switching).

The primary node controls all of its own data ports as well as all data ports
on the backup and standby nodes. To accomplish this, the primary node
issues specific programming commands over the control path to the
backup and standby nodes.

Backup node

The node assigned to take over the role of primary if the primary node
fails. The primary node keeps the backup node's databases synchronized
with its own databases in preparation for such an event.

If and when the primary node fails, the backup node becomes the primary
node and begins operating with the databases it has previously received.
In this way, all other nodes in the stack can continue operating.

Standby node

A node that is prepared to become a backup node in the event that the
backup node becomes the primary node. When a backup node becomes a
primary node, the new primary node synchronizes all of its databases to
the new backup node.

When a node operates in a standby role, most databases are not
synchronized - except those few that directly relate to hardware
programming.

Acquired node

A standby or backup node that is acquired by a primary node. This means
that the primary node has used its databases to program the hardware of
the standby or backup node. The standby or backup node has acted as a
hardware programming proxy, accepting the instructions of the primary
node to do so.

An acquired backup node maintains the databases needed to reflect why
the hardware is programmed as it is. However, a standby node does not.
An acquired node can be re-acquired (without a reboot) by the backup
node only when the backup node becomes the primary node, and only
when both the backup and standby nodes were already acquired by the
same primary node at the time of its failure.

Data ports

The set of ports on a stackable switch that are available for connection to
your data networks. Such ports can be members of a user-configured
VLAN or trunk group. They can be used for Layer 2 and 3 forwarding of
user data traffic, for mirroring, or other features you can configure. Data
ports are different from stacking ports.
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Table 21: List of Stacking Terms (continued)

Term

Description

Failover

The process of changing the backup node to the primary node when the
original primary node has failed.

When a primary node fails, if a backup node is present, and if that node
has completed its initial synchronization with the primary node, then the
backup node assumes the role of primary node. The standby nodes
continue their operation and their data ports do not fail.

Hitless failover

A failover in which all data ports in the stack, except those of the failing
primary node, continue normal operation when the primary node fails.

Node address

The uniqgue MAC address that is factory-assigned to each node.

Node role election

The process that determines the role for each node. The election takes
place during initial stack startup and elects one primary node and one
backup node. An election also takes place after a primary node failover,
when a new backup node is elected from the remaining standby nodes.

Node role election priority

A priority assigned to each node, to be used in node role election. The
node with the highest node role election priority during a role election
becomes the primary node. The node with the second highest node role
election priority becomes the backup.

Operational node

A node that has achieved operational state as a card in a slot. The
operational state can be displayed using the show slot {slot
{detail} | detail }command.

System uptime

The amount of time that has passed since the last node role election. You
can display the system uptime by entering the show switch
{detail } command on the primary node.

Stack segment

A collection of nodes that form a stack topology. The term is useful when
a stack is severed. Each severed portion of the stack is referred to as a
stack segment.

Stack state A state assigned by the stack to a node. You can display the stack state by
entering the show stacking command.
Easy Setup A procedure that automatically configures the essential stacking

parameters on every node for initial stack deployment, and then
automatically reboots the stack to put the parameters into effect.

The choice to run Easy Setup is offered when you run the enable
stacking {node-address node-address} command and the
essential stacking parameters are unconfigured or inconsistent. It can also
be invoked directly by running the configure stacking easy-
setup command.

Preparing to Configure a Stack

The following topics contain background information to help you configure your stack so that it
functions as effectively as possible:

¢ Stacking Node Roles, Redundancy, and Failover on page 157

¢ Stack Configuration Parameters, Configuration Files, and Port Numbering on page 158

®* QoS in Stacking on page 158
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* Stacking Link Overcommitment on page 160
* Log Messages from Stack Nodes on page 160

Stacking Node Roles, Redundancy, and Failover

ExtremeXOS supports control plane redundancy and hitless failover.

A stack supports control plane redundancy and hitless failover. Hitless failover is supported to the
extent that the failing master node and all of its ports are operationally lost, including the loss of
supplied power on any PoE (Power over Ethernet) ports that the node provided, but all other nodes and

their provided ports continue to operate. After the failover, the backup node becomes the master node.

At failover time, a new backup node is selected from the remaining standby nodes that are configured
to be master capable. All operational databases are then synchronized from the new master node to the
new backup node. Another hitless failover is possible only after the initial synchronization to the new
backup node has completed. This can be seen using the show switch {detail} command on the
master node and noting that the new backup node is In Sync.

When a backup node transitions to the master node role, it activates the Management IP interface that
is common to the whole stack. If you have correctly configured an alternate management IP address,
the IP address remains reachable.

When a standby node is acquired by a master node, the standby node learns the identity of its backup
node. The master node synchronizes a minimal subset of its databases with the standby nodes.

When a standby node loses contact with both its acquiring master and backup nodes, it reboots.

A master node that detects the loss of an acquired standby node indicates that the slot the standby
node occupied is now empty and flushes its dynamic databases of all information previously learned
about the lost standby node.

A backup node restarts if the backup node has not completed its initial synchronization with the master
node before the master node is lost. When a backup node transitions to the master node role and
detects that the master node has not already synchronized a minimal subset of its databases with a
standby node, the standby node is restarted.

Reboot or Failure of a Non-Master Node

If a backup node fails, a standby node configured as master-capable is elected as the new backup. This
new backup node is then synchronized to the databases of the master node.

For all non-master nodes, a node that reboots or is power-cycled loses all of its connections to all
networks for the duration of the reboot cycle. Any PoE ports that were providing power prior to the
event do not supply power.

When a non-master node fails, the master node marks the related slot as Empty. All other nodes
exclude the failed node from the control path and any customer-configured VLANS, trunk group ports,
mirroring ports, and so forth.
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Stack Configuration Parameters, Configuration Files, and Port Numbering

The stacking configurations are stored in the NVRAM of each node. Some of these configurations take

effect only during the next node restart.

Table 22: Stacking Configuration Items, Time of Effect, and Default Value

Configuration Iltem

Takes Effect

Default Value

Stacking Mode at boot time Disabled

Slot Number at boot time 1
Master-Capable at boot time Yes

License Restriction at boot time Not configured
Priority at the next master election Automatic
Alternate IP Address immediately Not configured
Stack MAC at boot time Not configured

Stacking parameters, such as mode, slot number, etc., can be configured from a single unit in the stack
topology. You can change the stacking-specific configuration even when a node is not in stacking mode,
but is connected to the stack. The target node for the configuration must be powered on and running a
version of ExtremeXOS that supports stacking. Further, the node need not be in stacking mode and can
be in any node role.

Most ExtremeXOS configuration parameters are not stored in NVRAM, but are instead stored in a
configuration file. Configurations stored in NVRAM are those that are needed when the configuration
file is not available. The configuration file chosen for the stack is the one selected on the master node
that is first elected after a stack restart.

The data (non-stacking) port numbers, in the existing configuration files (which were created when not
in stacking mode), are simple integer quantities. On a stack, the data port numbers are expressed as
slot:port; where the slot is an integer representing the slot and port is an integer representing the port.
For example, 1:2. The configuration file contains an indication that it was created on a stackable switch in
stacking mode. The indication is the stacking platform ID. Thus, when in stacking mode, the ports are
referenced in the configuration file with the slot:port notation and when not in stacking mode, the ports
are referenced as simple integers.

When a standalone switch is configured for stacking, after reboot the non-slotted configuration is
converted to a single slot (slot = 1) configuration (all port numbers and port ranges are prepended with
"1:"). The configuration is not automatically saved. You must save the configuration to overwrite the
existing primary.cfg, secondary.cfg, or custom named file.

QoS in Stacking

Each stack uses QoS (Quality of Service) on the stacking links to prioritize the following traffic within
the stack:

* Stack topology control packets
*  ExtremeXOS control packets
¢ Data packets
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For stack performance and reliability, the priority of control packets is elevated over that of data
packets.

This is done to prevent control packet loss and avoid the timed retries that can lower performance. It is
also done to prevent unneeded stack topology changes that can occur if enough stack topology
information packets are lost. For these reasons, the SummitStack feature reserves one QoS profile to
provide higher priority to control packets. The following sections describe the differences in QoS while
using it in stack.

QoS Profile Restrictions

In stacking mode, CoS level 6 (hardware queue 6) is reserved for stacking, so you cannot create quality
profile QP7.

Because QP7 cannot be created, you cannot use hardware queue 6 to assign CoS level 6 to a packet.
However, you can assign packets received with 802.1p priority 6 to a QoS profile using the technique

described in Processing of Packets Received With 802.1p Priority 6 on page 159

s Note
E This restriction is applicable only when the stackable switch is operating in stacking mode.

QoS Scheduler Operation

In stacking mode, the QoS scheduler operation is different for the stacking ports and the data ports.

The scheduler for the data ports operates the same as for standalone ExtremeSwitching switches and is
managed with the following command:

configure gosscheduler [default |strict-priority | weighted-round-robin
| weighteddeficit- round-robin]

The scheduler for the stacking ports is defined by the software when the stack is configured, and it
cannot be modified. For all switches, the scheduler is set to strict-priority for the stacking ports, and
meters are used to elevate the queue 6 priority above the priority of the other queues. This is the only
scheduling method for stack ports.

Processing of Packets Received With 802.1p Priority 6

By default, 802.1p examination is turned on.

Priority 7 is mapped to QoS profile QP8, and priorities 6 through O are mapped to QoS profile QP1. You
can create other QoS profiles and can change this mapping as needed. Since you cannot create QP7 in
stacking mode, 802.1p examination always maps packets with priority 6 to other QoS levels. However,
you can use an ACL (Access Control List) rule entry to set the 802.1p egress value to 6 without affecting

the QoS profile assignment as shown in this example:

entry VoIPinSummitStack { if { IP-TOS 46; } then { replace-dotlp-value 6; } }
Effects on 802.710 Examination
You can turn off 802.1p examination.

When stacking is enabled, the examination remains turned on for priority 6. However, the examination
happens at a lower precedence than that of all other traffic groupings.
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The mapping you have configured for priority 6 remains in effect, and changes accordingly if you
subsequently change the mapping.

When stacking is not enabled, all 802.1p examination is disabled when the feature is turned off.

Effects on DiffServ Examination

When DiffServ examination and 802.1p examination are both turned off, the 802.1p examination for
packets arriving at 802.1p priority level 6 remains on at the lowered precedence.

In addition, the examination is adjusted to apply to all packets. The actual priority levels that are used
for such packets are the defaults (QP1), or the values last configured using the following command:

configure dotlp type dotlp priority {qosprofile} gosprofile

Effects on Port QoS and VLAN QoS
Port QoS and VLAN (Virtual LAN) QoS have a higher precedence than the 802.1p priority examination

performed when the 802.1p examination feature is turned off, and is therefore unaffected.

Stacking Link Overcommitment

The stack is formed by each node supplying a pair of full-duplex, logical stacking ports. Each node can
operate on a stack with full duplex throughput up to the limits found in the hardware installation guide
for your switch.

Even though two links are available, the links might not be fully utilized. For example, suppose there is a
ring of eight nodes and the nodes are numbered clockwise from 1to 8. The stacking port limit in this
example is 10 Gbps in each direction for a total stack throughput of 20 Gbps for each port, or 40 Gbps
total. Suppose node 1 wants to send 10 Gbps of unicast traffic to each of node 2 and node 3. The
shortest path topology forces all traffic from node 1 over the link to node 2. Traffic from node 1to node 3
passes through node 2. Thus, there is only 10 Gbps link available. However, if node 1 wanted to send 10
Gbps to node 2 and node 8, there would be 20 Gbps available because both links connected to node 1
would be used.

In a ring of eight nodes, between any two nodes, only one link is used. If the devices provide 48 1-Gbps
Ethernet ports, the overcommitment ratio between two such nodes is approximately 5:1.

Log Messages from Stack Nodes
Each node can generate log messages through the usual logging mechanism.
On backup and standby nodes, a log target and related filter is automatically installed. The log target is

the master node. The filter allows all messages that have a log level of warning, error, or critical to be
saved in the log file of the master node.

If the master node changes, the log target is updated on all the remaining nodes. You can also log in to
any node in the active topology and see the complete log of the node.
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Configuring a Stack

Before configuring a new stack, do the following:

* Ensure that every switch, or node, in the stack is running on the same partition (primary or
secondary). To find this information for any node, issue the command show switch and look for
the Image Booted field in the output.

* Ensure that every switch in the stack is running the same version and patch level of ExtremeXOS. To
find this information for any node, issue the command show switch and look for the Primary
Ver or Secondary Ver field in the output.

* |f necessary, enable switch license levels or configure license level restrictions for the nodes in the

stack.
o To understand how licensing works in stacked switches, see Managing Licenses on a Stack on
page 178.

o To enable a license on a node, see Software Upgrade and Boot Options on page 1871.
o To restrict the license level for one or more nodes in a stack, see Restricting a Switch License
Level on page 179.

*  We recommend that you save the configuration for each switch that will participate in the stack, so
that you can reinstate the configuration after the switch is no longer needed in the stack.

% Note
New switches are primary-capable by default.

Because stacks can consist of switches of different series and different models, ExtremeXOS does not
restrict configuration settings based on the capabilities of any particular node in the stack. Therefore,
you are responsible for ensuring that your configuration settings are appropriate for all switches in the
stack.

Follow these steps to configure a new stack. Some of the steps include references where you can find
additional information.
1. Physically connect the switches (stack nodes) using their stacking ports or alternate stacking ports.

Instructions for physically setting up the stack are provided in the hardware installation guide for
your switch.

uid Note
E If your stack includes X460-G2 switches, you must first install the versatile interface
modules (VIMs) that you plan to use.

2. Power on the switches.
3. On each switch, issue the command enable stacking-support.

This command configures the switch so that it is capable of being added to a stack. It is not the
same as enable stacking, which you will use later to build the stack.

wd Note

E You do not need to enable stacking support on the ExtremeSwitching X450-G2 and X465
series switches, since these switches have dedicated stacking ports that are always
enabled.
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4. Ensure that all of the cabled stacking ports are enabled for stacking:
a. Oneach node, issue the command show ports x,y, where xand y are the port numbers.

In the output, port state = E meansa portis enabled.

b. Forany ports that are not enabled, issue the command enable ports x,y, where xand y
are the port numbers.

c. If you enabled ports on any switches, reboot those switches.

Save the configuration files.

5. Configure all switches in the stack that will use the SummitStack-V, SummitStack-V160,
SummitStack-V320, SummitStack-V400, or MPLS (Multiprotocol Label Switching) features.

pac Note
E If the stack will use MPLS, only the following switch types can act as primary and backup:
Extreme Switching X460-G2, X670-G2; X465, X590, X690, X695, X870, or 5520.

a. Configure switches that will use alternate stacking ports as described in Use Ethernet Ports for
Stacking (SummitStack-V Feature) on page 148.
b. Reboot the switches whose configurations you changed.
6. Log in, using the console port, to the switch that will be the primary.
7. lIssue the command show stacking stack-ports to verify that the stacking ports are properly
connected.

All of the ports should show a state of Operational.

In the following example, two of the ports are not in an Operational state, which means they are

not connected properly.

* switchl # show stacking stack-ports

Stack Topology is a Ring

Slot Port Select Node MAC Address Port State Flags Speed

= 1 27 00:04:96:9c:e4:39 Operational C- 10G
= 2 28 00:04:96:9c:e4:39 Operational CB 10G
= 1 27 00:04:96:9b:cl1:34 Operational CB 10G
- 2 28 00:04:96:9pb:cl1:34 Operational C- 10G
= 1 15 00:04:96:9e:5c:76 Link Down C= 10G
= 2 16 00:04:96:9e:5c:76 No-Neighbor C- 10G
- 1 15 00:04:96:9c:53:b6 Operational C- 10G
= 2 16 00:04:96:9c:53:b6 Operational C- 10G
* - Indicates this node

Flags: (C) Control path is active, (B) Port is Blocked

When a port displays a state other than Operational, use the following tips to troubleshoot:
¢ |fthe state displays as Link Down, check the port's physical connections.

* Verify that the port is using the same stacking technology, for example SummitStack-V160, as
the rest of the ports in the stack.
8. Verify that all nodes in the stack have stacking disabled.

Note that, even though you enabled stacking-support in step 3 on page 161, it is necessary that
stacking be disabled before the stack is actually built.

a. lIssue the command show stacking configuration.

For example:

* switchl # show stacking configuration
Stack MAC in use: <none>
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Node Slot Alternate Alternate
MAC Address Cfg Cur Prio Mgmt IP / Mask Gateway Flags Lic
*00:04:96:9c:e4:39 1 = Auto <none> <none> SCEES o Nn --
00:04:96:9p:cl1:34 1 = Auto <none> <none> SEE=m== Nn --
00:04:96:9e:5c:76 1 - Auto <none> <none> === Nn --
00:04:96:9¢c:53:b6 1 = Auto <none> <none> SCEES o Nn --
* - Indicates this node
Flags: (C) master-Capable in use, (c) master-capable is configured,
Stacking is currently Enabled, (e) Stacking is configured Enabled,

(E)
(M) Stack MAC in use, (m) Stack MACs configured and in use are the same,
(i) Stack MACs configured and in use are not the same or unknown,

(N)

N) Enhanced protocol is in use, (n) Enhanced protocol is configured,
(=) Not in use or not configured
License level restrictions: (C) Core, (A) Advanced edge, or (E) Edge in use,

(c) Core, (a) Advanced edge, or (e) Edge configured,
(=) Not in use or not configured
b. If a node is enabled for stacking (shown by a capital letter E in the Flags column), issue the
command disable stacking node-address mac address for that node.

Then reboot the switch.
9. From the node that will be the primary, issue the command enable stacking.

The following prompt displays:

X440G2-24t-10G4.4 # enable stacking
You have not yet configured all required stacking parameters.
Would you like to perform an easy setup for stacking operation? (y/N)

10. Enter y to proceed with Easy Setup (strongly recommended), or enter n to configure the stack
manually.

*  When you enter y for Easy Setup, you are prompted to confirm your choice:

Executing "configure stacking easy-setup" command...

For every node in the 4-node stack, this command will:

- enable stacking

- configure a stack MAC address

- choose and configure a slot number (this node will be assigned to slot 1)
- configure redundancy to minimal (slot 1 will be the master node)

- configure the stacking protocol to enhanced

Upon completion, the stack will automatically be rebooted into the new
configuration.

Warning: If stacking is already configured, this command will alter that
configuration.

Do you wish to proceed? (y/N)

Enter y again to confirm. All of the switches reboot automatically and form a stack in which one
switch is the primary, one is the backup, and the rest are standby nodes. Easy Setup configures
all other required stacking parameters for every switch in the stack.

* |f you forgo Easy Setup by entering n in response to the prompt (not recommended), you will
need to configure the stack manually. Instead of continuing with step 11, follow the steps in
Manually Configuring a Stack on page 164.

11. Verify the configuration, following the instructions in Verifying the Configuration on page 169.
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12.

Save the ExtremeXOS configuration to every active node in the stack.

On the primary node, issue the command save configuration config name, where
config name s a descriptive name for this configuration.

The stacking-specific configuration parameters are saved in a file called config name.cfg to the
NVRAM of each node.

The stack is ready to use.

Manually Configuring a Stack

We recommend that you configure your stack using Easy Setup, as described in step 9 on page 163.

However, instead of running Easy Setup, you can configure the stack parameters manually. After
performing step 1 on page 161 through step 9 on page 163, perform the following steps as needed:

1.
2.

Reboot the switch that will be the master.

Optionally, assign slot numbers to all switches in the stack.
See Configuring Slot Numbers on page 165.

Configure node priorities on each slot.

When the stack boots up, the node priority determines which node will be the master and which
node will be the backup. Node priorities can be from 1to 99, the lowest numbered slot having the
highest priority.

See Configuring the Primary, Backup, and Standby Roles on page 165.

Disable master capability for any nodes that you do not want to become master nodes.
See Configuring Master-Capability on page 189.

Assign a MAC address to the stack.

See Assigning a MAC Address to a Stack on page 167.

Optionally, configure a failsafe account for the stack.

See Failsafe Accounts on page 57.

Optionally, set a command prompt for the stack.

Issue the command configure snmp sysName stack name.

If you do not define your own command prompt, the default command prompt looks similar to

* Slot-6 Stack.9 #, where:

* *indicates a changed and unsaved ExtremeXOS configuration

* 9isasequence number indicating the 9th command to be entered since login

* #indicates that your are logged into the master node (other nodes display the > symbol)
When you have performed all desired configuration steps, reboot the stack.

Verify the configuration, following the instructions in Verifying the Configuration on page 169.

. Save the ExtremeXOS configuration to every active node in the stack.

On the primary node, issue the command save configuration config name, where
config name is a descriptive name for this configuration.

The stacking-specific configuration parameters are saved in a file called config name.cfg to the
NVRAM of each node.
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Configuring Slot Numbers

When you configure a stack manually, each node in the stack must be assigned a unigue slot number.
You can assign the slot number only through configuration; the stack does not dynamically assign a slot
number. The available slot numbers are 1through 8. You can specify a slot number for each node
manually, or you can have the system assign the slot numbers using a single command.

goe Note
E Slot numbers take effect only after a restart. If you change a slot number, the unit continues
to operate with the slot number it was last restarted with.

* To manually add a slot number to a node, use the following command:

configure stacking node-address mac address slot-number slot number

where mac_address is the node's MAC address.
* To configure the system to choose slot numbers for all nodes, enter the command:
configure stacking slot-number automatic

Automatic slot number assignment is performed in the order of appearance of the nodes in the
show stacking display. In the case of a ring topology, the first node in the display is the intended
master node into which you have logged in.

* To view current slot number assignments, regardless of whether they were assigned manually or
automatically, use either the show stacking or the show stacking configuration
command.

You can find examples of these commands and their output in Verifying the Configuration on page
169.

Note
E A node that boots in standalone mode does not use a slot number.

Configuring the Primary, Backup, and Standby Roles

Each stack has a primary node, and it might have a backup node and multiple standby nodes. Each
switch's role is determined by its priority.

The role of each stack node is determined by, in order of precedence:

* The switch model number.

* The configured priority value (a higher value means the switch has higher priority).

* The slot number in the stack (slot 1is the primary, slot 2 is the backup).

* The setting of the master-capability option (see Configuring Master-Capability on page 189).

Some switch models have greater CPU processing capability, more memory, and support additional
features - thus making them more suitable for the role of primary node.

To support the additional capabilities in a stack that includes multiple switch models, the most capable
switch automatically becomes the primary node. When choosing a switch to act as a backup node, a
switch with the same capability as the primary node should be chosen.
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The following list shows which switch models can cross stack with each other. Within each list, the
relative ranking is shown with the most capable switches placed at the top of the list:

ExtremeSwitching X670-G2 (most capable)*
ExtremeSwitching X460-G2*

ExtremeSwitching X450-G2*

ExtremeSwitching X440-G2 and X620*
ExtremeSwitching X590, X690, X695, and X870**
ExtremeSwitching X465**

ExtremeSwitching 5520***

ExtremeSwitching 5420***

ExtremeSwitching 5320***

© N U NN

* - Cross stack group 1. Switches in this group cannot cross stack with switches in groups 2 or 3.
** - Cross stack group 2. Switches in this group cannot cross stack with switches in groups 1or 3.
*** - Cross stack group 3. Switches in this group cannot cross stack with switches in groups 1or 2.

If the stack configuration includes switches that are more capable than others, the stack will try to
select the most-capable backup node.

If a switch with reduced capabilities serves as the backup node for a switch with greater capabilities,
that switch might not be able to support the stack as a primary node if a failover occurs (for example,
the less-capable switch might not have enough processing power or table space to run efficiently as the
primary node). If your configuration needs to support automatic failover, we recommend that if a stack
contains mixed model numbers, one of the following configurations should be used:

* |dentical, most-capable switches available to become the primary and backup nodes.
* The primary-capability option is turned off for all less-capable switches.

When all primary-capable nodes in a stack have the same model number, the node with the highest
node role election priority becomes the primary as a result of the first node role election, and the node
with the second highest node role election priority becomes the backup node. All other nodes become
standby nodes. See Node Election on page 87 for more information.

During subsequent node role elections that occur when a primary node fails, the node priority
configuration helps determine the node that becomes the replacement backup node.

Node priority configuration takes effect at the next node role election. A change in node priority
configuration does not cause a new election. Once an active topology has elected a primary node, that
node retains the primary node role until it fails or loses a dual primary resolution.

You can configure one of the following election priority algorithms:

* Priority algorithm: If any node has a numeric priority value configured. Use the configure
stacking prioritycommand to configure priority values for the nodes in the stack.

* Automatic algorithm: If all nodes participating in node role election have the automatic priority value
configured.

The priority algorithm is selected if any node has a numeric priority value configured. You can specify an
integer priority value between Tand 100. The higher the value, the greater the node role election
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priority. For example, the command configure stacking slot 2 priority 10 assignsa
priority of 10 to the switch in slot 2.

If any node participating in a role election has a priority value configured, all nodes use the priority
algorithm. A node configured with the automatic algorithm uses a priority value of zero (the lowest
priority) in the priority algorithm if another node has a priority value configured.

The automatic algorithm is selected if no node participating in a role election has a numeric priority
value configured. In automatic mode, the stack determines the highest role election priority based on
factors such as available processing power, maintenance level of ExtremeXOS, and so forth.

In both algorithms, if the highest computed node role election priority is shared among multiple nodes,
the slot number is used to adjust the node role election priority. A numerically lower slot number results
in a higher role election priority than a numerically higher slot number. If you want to use the slot
number as the sole determining factor in node role election priority calculation, you should configure
every node with the same priority value, rather than using the automatic algorithm.

uhe Note
E The automatic priority algorithm may change in future ExtremeXOS releases.

Nodes that are configured as not primary-capable do not participate in node role election. Priority
configuration is not relevant on such nodes.

A dual primary resolution does not use the configured node priority in most cases. Instead, it uses the
oldest time that a node became a primary in the current active topology.

Assigning a MAC Address to a Stack

Each stack must use a single MAC address. When the master node fails over to the backup node, the
backup node must continue to use the same MAC address that the master node was using.

Each stackable switch is assigned a single uniqgue MAC address during production. By default, no stack
MAC address is configured. You can choose any node to supply its factory assigned MAC address to
form the stack MAC address.

uie Note
E This task is not necessary when you configure the stack using Easy Setup. With Easy Setup,
the MAC address is assigned by default.

When you assign a MAC address to a stack, one of the stackable switches is designated as the node
whose factory-assigned MAC address is used to form the stack MAC address. Once this is done, all
nodes receive and store this formed MAC address in their own NVRAM. Whenever the stack boots up,
this MAC address is used, regardless of which node is the master.

When new nodes are added to the stack, the new nodes must be configured with the stack MAC
address. The easiest way to do thisis to use the synchronize stacking {node-address
node_address | slot slot number} command.

Before being stored as the stack MAC address, the chosen node’s factory-assigned MAC address is
converted to a locally administered MAC address. This prevents duplicate MAC address problems which
lead to dual master conditions. The chosen MAC address is put into effect only at node boot time. If the
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address needs to be changed on a single node, rebooting that node results in usage of the same

address stack-wide.

If you do not configure the stack MAC address or it is not the same on all nodes, a warning message

appears in the log.

Each node operates with whatever address is available: the configured stack MAC address or the node’s
factory-assigned MAC address. If a master node fails over to the backup node, and the backup node’s
address is different than the one the former master node was using, the address is inconsistent with the
addresses programmed into the packet forwarding hardware. The MAC address related to the
management IP address changes to the one in use by the new master, but no gratuitous ARP requests
are sent. In this case, it takes some time for hosts on the management network to flush the related ARP

entry.

uid Note
E If the node whose MAC address is chosen was removed from the stack with the intention of
using the node elsewhere in the network, and that node is selected to supply the stack MAC in
its new stack, the stack MAC of the original stack must be reconfigured to prevent a duplicate

MAC address in the network.

To assign a MAC address to a stack, follow these steps.

1. Usethe show stacking configuration command to display the stack MAC address

configuration.

Slot-1 stack.3 # show stacking configuration
Stack MAC in use: 02:04:96:9c:e4:39

Node Slot Alternate Alternate
MAC Address Cfg Cur Prio Mgmt IP / Mask Gateway Flags Lic
*00:04:96:9c:e4:39 1 1 Auto <none> <none> CcEeMm-Nn --
00:04:96:9p:c1:34 2 2 Auto <none> <none> CcEeMm-Nn --
00:04:96:9e:5c:76 3 3 Auto <none> <none> --EeMm-Nn --
00:04:96:9c:53:b6 4 4 Auto <none> <none> --EeMm-Nn --
* - Indicates this node
Flags: (C) master-Capable in use, (c) master-capable is configured,
(E) Stacking is currently Enabled, (e) Stacking is configured Enabled,
(M) Stack MAC in use, (m) Stack MACs configured and in use are the same,
(1) Stack MACs configured and in use are not the same or unknown,
(N) Enhanced protocol is in use, (n) Enhanced protocol is configured,
(=) Not in use or not configured
License level restrictions: (C) Core, (A) Advanced edge, or (E) Edge in use,
(c) Core, (a) Advanced edge, or (e) Edge configured,

(=) Not in use or not configured

The MAC Address column displays the factory MAC address for the node. The stack MAC address
configuration information appears in the last three positions of the Flags column. As shown in the
key at the bottom of the command display, the stack MAC configuration is displayed with the letters
capital M, lower-case m, and lower-case i. If the flags read ---, the stack MAC address needs to be
configured. If the flags read Mm-, the stack MAC address is already configured and in use.

2. To configure the stack to use the MAC address of the master node, follow these steps:

a. Login to the master node.
b. Issue the command configure stacking mac-address.
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c. To verify that the command executed properly, enter the command show stacking.
The Flags column should show —-1, indicating that the stack MAC is configured but is not in use.
After you restart the stack, the i will no longer appear in the Flags column.

d. To verify that the stack MAC is configured consistently, enter the command show stacking
detail.
Verify that all of the stack MAC addresses are the same.

3. To configure the stack to use a MAC address from a non-master node, log in to the master console
and enter the command configure stacking {node-address node-address | slot
slot-number} mac-address .

For example:

Slot-1 stack.4 # configure stacking slot 2 mac-address
This command will take effect at the next reboot of the specified node(s).

The stack is configured to use the MAC address of the node in slot 2.
Reboot the stack.

5. Verify the new stack MAC address using the command show stacking configuration.
For example:

Slot-1 stack.5 # show stacking configuration
Stack MAC in use: 02:04:96:9b:cl:34

Node Slot Alternate Alternate

MAC Address Cfg Cur Prio Mgmt IP / Mask Gateway Flags Lic
*00:04:96:9c:e4:39 1 1 Auto <none> <none> CcEeMm-Nn --
00:04:96:9p:cl1:34 2 2 Auto <none> <none> CcEeMm-Nn --
00:04:96:9e:5c:76 3 3 Auto <none> <none> --EeMm-Nn --
00:04:96:9c:53:b6 4 4 Auto <none> <none> --EeMm-Nn --

* - Indicates this node

Verifying the Configuration

To verify that your stack is configured as you intended, log into the master node and issue any or all of
the following commands.

* show stacking on page 169

* show stacking configuration on page 170
* show slot on page 171

* show stacking detail on page 171

* show stacking stack-ports on page 172

These commands are also helpful when debugging problems with your stack.

s Note
a The examples in the following sections show a stack consisting of four X440-G2 switches.

show stacking
The show stacking command displays the stack topology along with each node's slot number, state,
and role (master, backup, or standby).

Slot-1 Stack.l # show stacking
Stack Topology is a Ring
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Active Topology is a Ring

Node MAC Address Slot Stack State Role Flags
*00:04:96:9c:e4:39 1 Active Master CA-
00:04:96:9p:cl1:34 2 Active Backup CA-
00:04:96:9e:5c:76 3 Active Standby CA-
00:04:96:9c:53:b6 4 Active Standby CA-

* - Indicates this node

Flags: (C) Candidate for this active topology, (A) Active Node

(0O) node may be in Other active topology

In the command output, note that:
* The asterisk (*) that precedes the node MAC address indicates the node to which you are logged in.
The node MAC address is the address that is factory assigned to the stackable switch.

* The slot number shown is the number currently in use by the related node. Because slot number
configuration only takes effect during node initialization, a change in configured value alone does
not cause a change to the slot number in use.

* |f a node role has not yet been determined, the node role indicates <none>. In a ring topology, the
node on which this command is executed is always the first node displayed. In a daisy chain, the
ends of the daisy chain are the first and last nodes displayed.

* Even though the stack topology could be a ring, the active topology could be a daisy chain because
it does not contain every node in the stack topology.

¢ |fthe node on which this command is being executed is not active, the stacking topology is replaced
with a line similar to this one:

This node is not in an Active Topology.

* ltispossible for a node to be in stabilizing or waiting state and still be in the active topology.

show stacking configuration

The show stacking configuration command displays a summary of the stacking configuration
for all nodes in the stack.

Slot-1 Stack.3 # show stacking configuration
Stack MAC in use: 02:04:96:9c:e4:39

Node Slot Alternate Alternate
MAC Address Cfg Cur Prio Mgmt IP / Mask Gateway Flags Lic
*00:04:96:9c:e4:39 1 1 Auto <none> <none> CcEeMm-Nn --
00:04:96:9p:cl1:34 2 2 Auto <none> <none> CcEeMm-Nn --
00:04:96:9e:5c:76 3 3 Auto <none> <none> --EeMm-Nn --
00:04:96:9c:53:b6 4 4 Auto <none> <none> --EeMm-Nn --
* - Indicates this node
Flags: (C) master-Capable in use, (c) master-capable is configured,
(E) Stacking is currently Enabled, (e) Stacking is configured Enabled,
(M) Stack MAC in use, (m) Stack MACs configured and in use are the same,
(i) Stack MACs configured and in use are not the same or unknown,
)

(N) Enhanced protocol is in use, (n) Enhanced protocol is configured,
(=) Not in use or not configured

License level restrictions: (C) Core, (A) Advanced edge, or (E) Edge in use,
(c) Core, (a) Advanced edge, or (e) Edge configured,
(=) Not in use or not configured

In the command output, note especially the values in the Flags column:
¢ Al nodes should have the Ee, Mm, and Nn flags active.

¢ Additionally, the master and backup nodes should have the Cc flags active.
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(The meanings of the flags are displayed at the bottom of the table in the command output.)

show slot

The show slot command shows the states of the nodes as they move from the empty to operational
state.

Slot-1 Stack.2 # show slot

Slots Type Configured State Ports
Slot-1 X440G2-24t-10G4 Operational 28
Slot-2 X440G2-24x-10G4 Operational 28
Slot-3 X440G2-12p-10G4 Operational 16
Slot-4 X440G2-12t-10G4 Operational 16
Slot-5 Empty 0
Slot-6 Empty 0
Slot-7 Empty 0
Slot-8 Empty 0

show stacking detail

The show stacking {node-address node address | slot slot number} detail
command displays a full report about a particular node.

Slot-1 Stack.33 # show stacking slot 1 detail
Stacking Node 00:04:96:26:6b:ec information:
Current:

Stacking : Enabled

Role : Master

Priority : Automatic

Slot number : 1

Stack state : Active

Master capable? : Yes

Stacking protocol : Enhanced

License level restriction : <none>

In active topology? : Yes

Factory MAC address : 00:04:96:26:6b:ec
Stack MAC address : 02:04:96:26:6b:ec
Alternate IP address : <none>

Alternate gateway : <none>

Stack Port 1:

State : Operational

Blocked? : No

Control path active? : Yes

Selection : Alternate (23)

Stack Port 2:

State : Operational

Blocked? : Yes

Control path active? : Yes
Selection : Native
Configured:

Stacking : Enabled

Master capable? : Yes

Slot number : 1

Stack MAC address : 02:04:96:26:6b:ec
Stacking protocol : Enhanced

License level restriction : <none>
Stack Port 1:

Selection : Alternate (23)

Stack Port 2:

Selection : Native
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In the command output, note that:

* Ifyouissue show stacking detail withouta node-address or slot parameter, the output
is generated for all nodes in the stack topology.

* The slot parameter is available only in stacking mode. The node-address parameter is always
available.

* Current information represents stacking states and configured values that are currently in effect.
Configured information is that which takes effect at node reboot only.

* The node's role can be Master, Backup, Standby, or none.
* License level restrictions are Edge, Advanced Edge/Base, or Core/Premier.

show stacking stack-ports

The show stacking stack-ports command displays the states of each stacking port in the stack.
This information can help you verify that all ports are properly connected and operational.
Slot-1 Stack.5 # show stacking stack-ports

Stack Topology is a Ring
Slot Port Select Node MAC Address Port State Flags Speed

W 1 27 00:04:96:9c:e4:39 Operational C- 10G
*1 2 28 00:04:96:9c:e4:39 Operational CB 10G
1 27 00:04:96:9b:c1:34 Operational CB 10G
2 2 28 00:04:96:9b:cl1:34 Operational C- 10G
3 1 15 00:04:96:9e:5c:76 Operational C- 10G
3 2 16 00:04:96:9e:5c:76 Operational C- 10G
4 1 15 00:04:96:9c:53:b6 Operational C- 10G
4 2 16 00:04:96:9c:53:b6 Operational C- 10G
* - Indicates this node
Flags: (C) Control path is active, (B) Port is Blocked

In the command output, a state other than Operational indicates a potential problem. Check the
physical connections and the software configuration for the ports in question. For more information, see
Troubleshooting a Stack on page 204.

Using the Mode Button to Automatically Stack

The mode button is a front-panel button used to select alternate front-panel LED display modes that
convey additional port and stacking information. On the ExtremeSwitching X465, 5320, 5420, and 5520
series switches, this button can be used to initiate automatic stacking.

Automatic stacking using the mode button feature is aimed at zero-touch customers who want to
deploy stacking in remote sites. You can ship switches to remote sites and have a local (non-technical)
installer mount the switches in the rack, attach the power cables, and connect the stacking cables. The
installer can then press the Mode button to initiate the automatic stacking sequence. After stacking is
complete, the switches can be provisioned and managed remotely using a cloud connection.

You can stack 1to 8 nodes. If you have only a single node in the stack, stacking occurs in a daisy-chain
topology. If there is more than a single node in the stack topology, the stack is connected as aring. If a
ring is not detected, the automatic stacking sequence does not run when you presses the Mode button.
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You can build a stack a node at a time by initiating automatic stacking on one switch that, after
rebooting, becomes the primary node. Attaching nodes subsequently causes those nodes to join the
stack.

' Important

To use automatic stacking, each switch must have the factory default configuration. If any of
the switches do not have the factory configuration (directly out of the shipping box), remove
any configuration and restore the factory defaults by running the command unconfigure

switch {all | erase [all | nvram]} withthe all option.

License level and ExtremeXOS version mismatches are automatically reconciled. However,

license mismatches due to installing feature licenses cannot be resolved automatically. The
applicable node is left in the failed state.

To use automatic stacking, all switches must:

Have the same license level.
Be running ExtremeXOS 30.3 or later.

If the primary node is running a newer version of ExtremeXOS than the nodes, the nodes are
upgraded to the newer ExtremeXOS version.

Not have an Extended Edge Switching topology.

To begin automatic stacking:

1.

7.

Remove the switches from their boxes and mount the desired number of switches in the desired
locations. For information about physically setting up switches, see the ExtremeSwitching Quick
Reference Guide for the switch series.

Attach the stacking cables to form a ring between the switches (see Ring Topology: Recommended
for Stacking on page 146).

Attach the power cables to each switch, and then plug them into a power source.
Wait for all switches to boot (approximately 2 minutes).
Verify that there is LINK UP on all stack ports by checking the stack port LEDs.

e Note
E A single node stack (no cabling) will not have a lit LED.

On the switch that is going to be the stack primary, push the Mode button twice and verify that the
STK LED is solid green.

Press and hold the Mode button for at least 5 seconds.

AFter releasing the Mode button (following the final step), the front panel port LEDs (on the primary
node) flash in an alternating pattern followed by a delayed reboot of all of the switches. The LEDs flash
for approximately 15 seconds prior to reboot. After the reboot completes, the switches are stacked.

If the front panel port LEDs on the primary node do not flash (flashing LEDs indicate that automatic
stacking has been initiated), try the following:

Check the cabling for correct ring topology, and fix as needed (see Ring Topology: Recommended
for Stacking on page 146).
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* Check that the stack port LINK UP LEDs are lit (see step 5 on page 173).

e Note
E A single node stack (no cabling) will not have a lit LED.

If you can verify that both the cabling and the LINK UP LEDs are lit, then further troubleshooting
requires accessing the switch with a console or by cloud access to check the switch's error log.

Using a USB Flash Drive to Automatically Stack

A USB flash drive can be used for auto-stacking on switches with or without a mode button.

You can stack 1to 8 nodes. If you have only a single node in the stack, stacking occurs in a daisy-chain
topology. If there is more than a single node in the stack topology, the stack is connected as a ring. If a
ring is not detected, the automatic stacking sequence does not run when you insert the USB flash drive.

You can build a stack one node at a time by initiating automatic stacking on one switch that, after
rebooting, becomes the primary node. Attaching nodes subsequently causes those nodes to join the
stack.

» Important
To use automatic stacking, each switch must have the factory default configuration. If any of
the switches do not have the factory configuration (directly out of the shipping box), remove
any configuration and restore the factory defaults by running the command unconfigure
switch {all | erase [all | nvram]} withthe all option.

License level and ExtremeXOS version mismatches are automatically reconciled. However,
license mismatches due to installing feature licenses cannot be resolved automatically. The
applicable node is left in the failed state.

To use automatic stacking, all switches must:
* Have the same license level.
* Be running ExtremeXOS 31.4 or later.

If the primary node is running a newer version of ExtremeXOS than the nodes, the nodes are
upgraded to the newer ExtremeXOS version.

* Not have an Extended Edge Switching topology.

To begin automatic stacking:

1. Remove the switches from their boxes and mount the desired number of switches in the desired
locations. For information about physically setting up switches, see ExtremeSwitching Quick
Reference Guide for the switch series.

2. Attach the stacking cables to form a ring between the switches (see Ring Topology: Recommended
for Stacking on page 146).

3. Attach the power cables to each switch, and then plug them into a power source.
4. Wait for all switches to boot (approximately 2 minutes).
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5. Verify that there is LINK UP on all stack ports by checking the stack port LEDs.

i Note
E A single node stack (no cabling) will not have a lit LED.

6. On the switch that is going to be the stack primary, insert the USB flash drive.

The USB flash drive must contain a file named “autoStackingMasterNode,” which invokes the auto-
stacking logic. The front panel port LEDs (on the primary node) flash in an alternating pattern followed
by a delayed reboot of all of the switches. The LEDs flash for approximately 15 seconds prior to reboot.
After the reboot completes, the switches are stacked.

0 Note
E The delay for auto-stacking can be up to 5 minutes.

If the front panel port LEDs on the primary node do not flash within the 5 minute timeout period
(flashing LEDs indicate that automatic stacking has been initiated), try the following:

* (Check the cabling for correct ring topology, and fix as needed (see Ring Topology: Recommended
for Stacking on page 146).

* Check that the stack port LINK UP LEDs are lit.

s Note
E A single node stack (no cabling) will not have a lit LED.

If you can verify that both the cabling and the LINK UP LEDs are lit, then further troubleshooting
requires accessing the switch with a console or by cloud access to check the switch's error log.

Auto-Discovery for Universal Hardware

Auto-Discovery automatically detects cable types inserted into the Ul and U2 stacking port, and adjusts
the configured speed of the port. Detection of stacking cables is performed during startup of the
switch. Auto-Discovery is supported on ExtremeSwitching 5420 and 5520 series switches beginning in
ExtremeXOS 31.5.

Auto-discovery operates on stack ports UTand U2 on both 5420 and 5520 series switches. On 5420
series switches, the stack ports support either SFP+ or SFP-DD type cables. On 5520 series switches,
the stack ports only support QSFP+ type cables.

For example, if a 5420 series switch is configured for Native V40 stacking and Auto-Discovery detects
an SFP-DD cable present in either the U1 or U2 stack ports during start up, the stack port speed is
automatically reconfigured for Native V80 (to match the speed of the SFP-DD cable).

Important
‘ Changing the stacking cables on an operational stack to achieve a different stack speed
requires a reboot.

Supported Platforms

Auto-Discovery for Universal Hardware is supported on ExtremeSwitching 5420 and 5520 Series
switches.
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CLI Command

Auto-Discovery is enabled by default on the ExtremeSwitching 5420 and 5520 Series switches. Use the
configure stacking-support auto-discovery [disable] command to disable Auto-
Discovery for Universal Hardware.

uid Note
E Auto-Discovery is automatically re-enabled whenever the Universal Hardware is restored back
to the factory configuration when the unconfigure switch all command is used.

Limitations
The following limitations apply to Auto-Discovery for Universal Hardware:

* Stacking-support must be enabled in order for the feature to execute.
* The feature will terminate if you have configured Alternate stacking on the ExtremeSwitching 5520.

* The feature can be disabled by entering configure stacking-support auto-discovery
disable

Managing an Operational Stack

The following topics describe common tasks for logging into an operational stack and managing it.

Logging into a Stack

You can log into any node in a stack, but you can control more stack features when you log into the
master. The following guidelines describe the options available to you when you log into different
nodes:

* On master nodes, all features supported by the switch license operate correctly.

* On backup nodes, most show commands show correct data for the active stack. For example, show
vlan {virtual-router vr-name} shows all configured VLANS.

* Onall non-master nodes, most of the configuration commands are rejected. However, the failsafe
account, enable license, and stacking configuration commands work on any node.

* Onstandby nodes, most show commands do not show correct data for the current stack operation.
However, the show switch {detail}, show licenses, andall show stackingcommands
show correct data.

* |fanodeis connected to the stack and stacking is not enabled, you can still configure stacking
features on that node.

The login security that is configured on the master node applies when logging into any node in the
active topology. This includes any active node that is present in a slot. A node that is disabled for
stacking is its own master, and uses its own security configuration.

You can log in to a SummitStack node using the following methods:

* Console connection to any node
* Management connection to the master
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* Management connection to a standby node
* Telnet session over the stack from any active node to any other node in the same active topology

Logging in Through the Console Port

You can use the console port on any switch to manage the stack.

If you connect to the master node, you can configure and manage the stack. If you connect to a non-
master node, you can view node status and configure only a few options from the node to which you
are connected. However, you can use the Telnet feature to connect to another node and manage that
node as if you were connected to it (see Logging Into a Node From Another Node on page 177).

Logging in from the Management Network

The management network is an Ethernet network to which the management port of each switch
connects.

The primary management IP address is assigned to the master node. You can use a terminal emulation
program and this IP address to connect to the master for configuration and management.

The alternate management IP addresses allow you to connect to individual nodes from your
management network. During normal operation, you connect to the stack using the primary
management IP address. However, if the stack is split, you can use the alternate management IP address
to connect to the other half of the stack. For more information, see Configuring an Alternate IP Address
and Gateway on page 185.

After you log in to a master or standby node through the management network, you can Telnet to any
other node and control that node as if you were directly connected to it. For more information, see
Logging Into a Node From Another Node on page 177.

Logging Into a Node From Another Node

You may log into any node in the active topology from any other node in the same active topology. If
you do not know the slot number of the node to which you want to connect, enter the show slot
command. You can Telnet to any switch that appears in the show slot command display.

uie Note

E If the node to which you want to connect does not appear in the show slot {slot
{detail} | detail } command display, you can connect to the node through the its
console port or management port.

You have the most control over the stack when you log in to the master.

1. Determine which node is the master using the command show stacking.

2. Telnet to another node using the command telnet slot slot-number .
The switches must be active in the stack for this command to function.

You are not prompted for your username or password. You are logged in to the same account (with
corresponding rights) with which you accessed the originating slot.

When the Telnet program accepts a connection from another node in the stack, it performs security
validation. The master node validates all login security information (except for the failsafe account),
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regardless of the node into which you are attempting to establish a login. If you are not able to log in
using your user credentials, use the failsafe account to log in.

Managing Licenses on a Stack

The SummitStack feature is not licensed separately. You can use the SummitStack feature with a Base
or Premier license.

The rules for licensing are as follows:

The effective license level of all master-capable nodes must be the same.
If you set a license level for the stack, then each node must be at that license level or higher.

If you do not set a license level for the stack, the license level the stack uses is the effective license
level of the node that is elected master at startup.

o Note

E If the stack is using a certain license level, and you attempt to add a master-capable node
that is using a lower level license, the node does not become operational. In response to
the show slot {slot {detail} | detail } command, the node displays as
Failed with a License Mismatch reason.

Master-capable nodes continuously monitor the effective license level of the master node.

Nodes with higher license levels than other nodes can be restricted to operate at a lower or effective
license level.

Viewing Switch Licenses and License Restrictions

1.

To view the current license information for the stack, log into that master node and enter the show
licenses {[slot slot |all]} {detail} command with the all option.

The command displays information similar to the following:

# show licenses slot all

Slot Enabled License Effective License Feature Packs
1 Base Base None
2 Premier Base MACsec

The Enabled License Level is the purchased license level. This is the maximum level at which this
node can operate without purchasing a license level upgrade.

The Effective License Level is the operating license level. If a license level restriction is configured for
this node, the effective license level may be lower than the enabled license level. All master-capable
switches must be operated at the same effective license level.

Feature Packs shows which feature packs are installed on that node.

On the master node, run show stacking configuration to view the license level restrictions
configured for all nodes in a stack.

Slot-1 stack.2 # show stacking configuration

Stack MAC in use: 02:04:96:9c:e4:39

Node Slot Alternate Alternate

MAC Address Cfg Cur Prio Mgmt IP / Mask Gateway Flags Lic
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*00:04:96:9c:e4:39 1 1 Auto <none> <none> CcEeMm-Nn --
00:04:96:9p:cl1:34 2 2 Auto <none> <none> CcEeMm-Nn --
00:04:96:9e:5c:76 3 3 Auto <none> <none> --EeMm-Nn --
00:04:96:9c:53:b6 4 4 Auto <none> <none> --EeMm-Nn -e

* - Indicates this node

Flags: (C) master-Capable in use, (c) master-capable is configured,

) Stacking is currently Enabled, (e) Stacking is configured Enabled,
(M) Stack MAC in use, (m) Stack MACs configured and in use are the same,
) Stack MACs configured and in use are not the same or unknown,
) Enhanced protocol is in use, (n) Enhanced protocol is configured,
(=) Not in use or not configured
License level restrictions: (B) Base, or (P) Premier in use,
(b) Base, or (p) Premier configured,
(=) Not in use or not configured

License level restrictions appear in the Lic column. The license level restriction in use appears first,
represented by a capital letter as shown in the display legend. The configured license level restriction
appears second, represented by a lower-case letter. When the letters in the Lic column are different, for
example —e or Ae, the node is configured with a different license level restriction than the one that is
currently in use.

To put the configured license level restriction into effect, you must reboot the node.

Enabling a Switch License

All nodes must have a purchased license level at least equal to the license level of the master node in
order to become operational in the stack. The purchased license level of a node can be enabled only
after you log in to that node.

For instructions on enabling a license on a node, see Software Upgrade and Boot Options on page 1871.

Restricting a Switch License Level

If the master-capable nodes in a stack have different license levels and you want to operate a stack at
the minimum license level, you can apply a license level restriction. The restriction is stored in the
NVRAM of each master-capable node. It forces the node to reduce its license level below its purchased
level at node restart time for the life of the restart. This reduced license level is called the effective
license level and can be displayed by entering the show licenses command on the node you want
to evaluate.

To restrict a master-capable node to operate at a license level that is lower than the one purchased for
the node, use the command:

configure stacking {node-address node-address | slot slot-number}
license-level license restriction.

In the following example, node 7 is restricted to operate at the Edge license level:
Slot-1 Stack.3 # configure stacking slot 7 license-level edge

This command will take effect at the next reboot of the specified node(s).

You must reboot the master-capable node for the command to take effect.

The command restricts the specified node to operate at the specified license level. The specified license
level must match the effective license level of all master-capable nodes in the stack. To avoid stack
reboots when future license level upgrades are purchased, during initial deployment you should
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purchase the same license level for every master-capable node in the stack, and the license level
restriction should not be configured.

Upgrading Stack Licenses

You can purchase license level upgrades for ExtremeSwitching switches. All master-capable switches in
a stack must run the same license level. If the license you want to run is not available for a specific
switch, you cannot use that switch and that license level as a master-capable switch. For example, if you
want to upgrade to the core license, your master-capable nodes must be switches that support the core
license.

uid Note
E For information about which switches support which licenses, see the ExtremeXOS and
Switch Engine 31.7 Feature License Requirements document. That document also lists which
switches support the SummitStack feature.

To upgrade the licenses for the switches in a stack, follow these steps:

1. Log in to the master node.

2. Enterthe show stacking command and note the role (master, backup, or standby) of each node
in the stack.

3. Enterthe show stacking configuration command and note any nodes that are configured
with a license level restriction.
See Viewing Switch Licenses and License Restrictions on page 178 for more information.

4. Install the required license level in each master-capable node (backup and standby nodes) by
logging into each node (telnet slot slot-number )and entering the command:
enable license {software} key

5. For universal stacked switches, you do not need to log into each node for license installation. You
can install licenses on each slot from the master slot by entering the command:
install license file filename slot slot

6. Enter the license key given to you by Extreme Networks when you purchased the upgrade.

7. Use the commands in Step 4 to install the required license level on the master node.

8. If any nodes are configured with a license level restriction that is lower than the intended operating
license level of the stack, log into the master node and remove the stack license level restriction
using the command:

unconfigure stacking license-level
This command removes the restriction on all nodes.

9. If you removed a license level restriction, reboot the stack to put the license level restriction removal
into effect using the command:

reboot {[time mon day year hour min sec] | cancel} {slot slot-number |
node-address node-address | stack-topology {as-standby}}

10. Verify that all master-capable nodes are operating at the intended license level.
On the master node, run show licenses and show slot {slot {detail} | detail }.

If no slot shows as Failed, then all master-capable nodes are operating at the effective license level
shown for the master node.
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Upgrading ExtremeXOS on a Stack

The following topics describe how to upgrade the ExtremeXOS software and the bootrom on the
switches in a stack.

Stack Rolling Software Upgrade

A Stack Rolling Software Upgrade (Rolling Upgrade) enables a stack to continue functioning during a
software upgrade. The benefit of a Rolling Upgrade is minimal impact to the devices connected via a
LAG or other multi-homing technologies that allow a device to be simultaneously connected to
different stack nodes. Performing a Rolling Upgrade does not change the current method of installing
software, only how the stack is rebooted.

The Rolling Upgrade process reboots all the Standby nodes, reboots the Backup node, and then initiates
a failover to make the old Backup node the new Primary. The failover results in the old Primary node
rebooting. Since the selected software version on each node is the newer, upgraded software version,
after each node reboots, they will run the new software version.

Performing a Rolling Upgrade on page 181 contains steps on initiating a Rolling Upgrade.

Performing a Rolling Upgrade

To begin a Rolling Upgrade, all nodes in the stack must have the same selected software version.

Complete these steps to perform a Rolling Upgrade.

uid Note
E Performing a Rolling Upgrade does not change the current method of installing software, only
how the stack is rebooted.

1. Download the software image using the download command.
2. Install the image (if not already completed in the previous step) using the install command.
3. Reboot the stack using the reboot command, specifying the reboot rolling option.

A failover is performed to complete the upgrade.

If a Rolling Upgrade fails, the nodes in the stack will likely be in different stages of the rolling upgrade
process. Any nodes that have started the reboot process will be running the newer software version.
Nodes that did not begin rebooting will still be running the older software. The stack should not be left
in this condition for an extended period of time.

Possible remedies include:

* Reverting a Rolling Upgrade on page 182
* Finishing a Rolling Upgrade on page 183
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Reverting a Rolling Upgrade

To revert an upgrade, the Rolling Upgrade process is performed in reverse order by completing the
following steps:

1. Determine which partition is currently selected on each node by entering the show slot detail
command.

The include keyword can be used to simplify the output. In the following example, the Backup and

both Standy nodes have been rebooted and are running the newer software version:

# show slot detail
Slot-1 information:

include "information|Image|State|ver:"

State: Operational
Current State: MASTER
Image Selected: primary
Image Booted: secondary
Primary ver: 31.3.1,22
Secondary ver: 31.3.0.106
Slot-2 information:
State: Operational
Current State: BACKUP (In Sync)
Image Selected: primary
Image Booted: primary
Primary ver: 31.3.1.22
Secondary ver: 31.3.0.106
Slot-3 information:
State: Operational
Current State: STANDBY
Image Selected: primary
Image Booted: primary
Primary ver: 31.3.1.22
Secondary ver: 31.3.0.106
Slot-4 information:
State: Operational
Current State: STANDBY
Image Selected: primary
Image Booted: primary
Primary ver: 31.3.1,22
Secondary ver: 31.3.0.106

2. Change the selected software partition to the old version on all nodes by entering the use image

secondary command.

3. When all nodes have the old software version selected, reboot each node running the new software
version, starting with the Backup node first.

When the Backup node reboots, it should go back to “In-Sync” with the Primary node.

Note

After each reboot, allow a few minutes for the network to converge before proceeding.

4. Reboot any Standby nodes individually, ensuring that the rebooted node is operational before

moving on to the next node.

When all nodes<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>