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Document conventions

The document conventions describe text formatting conventions, command syntax conventions, and important notice formats used in
Brocade technical documentation.

Notes, cautions, and warnings

Notes, cautions, and warning statements may be used in this document. They are listed in the order of increasing severity of potential

hazards.

A\
A

NOTE
A Note provides a tip, guidance, or advice, emphasizes important information, or provides a reference to related information.

ATTENTION
An Attention statement indicates a stronger note, for example, to alert you when traffic might be interrupted or the device might
reboot.

CAUTION
A Caution statement alerts you to situations that can be potentially hazardous to you or cause damage to hardware,
firmware, software, or data.

DANGER
A Danger statement indicates conditions or situations that can be potentially lethal or extremely hazardous to you. Safety
labels are also attached directly to products to warn of these conditions or situations.

Text formatting conventions

Text formatting conventions such as boldface, italic, or Courier font may be used to highlight specific words or phrases.

Format Description
bold text Identifies command names.
|dentifies keywords and operands.
Identifies the names of GUI elements.
Identifies text to enter in the GUI.
italic text |dentifies emphasis.
Identifies variables.
Identifies document titles.
Courier font Identifies CLI output.
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Brocade resources

Format Description

Identifies command syntax examples.

Command syntax conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of parameters and their logical
relationships.

Convention Description

bold text Identifies command names, keywords, and command options.

italic text Identifies a variable.

value In Fibre Channel products, a fixed value provided as input to a command option is printed in plain text, for

example, --show WWN.
[] Syntax components displayed within square brackets are optional.
Default responses to system prompts are enclosed in square brackets.

{x|lylz} A choice of required parameters is enclosed in curly brackets separated by vertical bars. You must select
one of the options.

In Fibre Channel products, square brackets may be used instead for this purpose.
x|y A vertical bar separates mutually exclusive elements.
<> Nonprinting characters, for example, passwords, are enclosed in angle brackets.
Repeat the previous element, for example, memberlmember...].

\ Indicates a “soft” line break in command examples. If a backslash separates two lines of a command
input, enter the entire command at the prompt without the backslash.

Brocade resources

Visit the Brocade website to locate related documentation for your product and additional Brocade resources.

White papers, data sheets, and the most recent versions of Brocade software and hardware manuals are available at www.brocade.com.
Product documentation for all supported releases is available to registered users at MyBrocade.

Click the Support tab and select Document Library to access product documentation on MyBrocade or www.brocade.com. You can
locate documentation by product or by operating system.

Release notes are bundled with software downloads on MyBrocade. Links to software downloads are available on the MyBrocade landing
page and in the Document Library.

Document feedback

Quality is our first concern at Brocade, and we have made every effort to ensure the accuracy and completeness of this document.
However, if you find an error or an omission, or you think that a topic needs further development, we want to hear from you. You can
provide feedback in two ways:

Through the online feedback form in the HTML documents posted on www.brocade.com

+ By sending your feedback to documentation@brocade.com

Provide the publication title, part number, and as much detail as possible, including the topic heading and page number if applicable, as
well as your suggestions for improvement.
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Contacting Brocade Technical Support

Contacting Brocade Technical Support

As a Brocade customer, you can contact Brocade Technical Support 24x7 online or by telephone. Brocade OEM customers should
contact their OEM/solution provider.

Brocade customers

For product support information and the latest information on contacting the Technical Assistance Center, go to www.brocade.com and
select Support.

If you have purchased Brocade product support directly from Brocade, use one of the following methods to contact the Brocade
Technical Assistance Center 24x7.

Online Telephone

Preferred method of contact for non-urgent issues: Required for Sev 1-Critical and Sev 2-High issues:
Case management through the MyBrocade portal. . Continental US: 1-800-752-8061
Quick Access links to Knowledge Base, Community, Document . Europe, Middle East, Africa, and Asia Pacific: +800-AT FIBREE
Library, Software Downloads and Licensing tools (+80028 34 27 33)

Toll-free numbers are available in many countries.

For areas unable to access a toll-free number:
+1-408-333-6061

Brocade OEM customers
If you have purchased Brocade product support from a Brocade OEM/solution provider, contact your OEM/solution provider for all of
your product support needs.

+ OEM/solution providers are trained and certified by Brocade to support Brocade® products.

+  Brocade provides backline support for issues that cannot be resolved by the OEM/solution provider.

Brocade Supplemental Support augments your existing OEM support contract, providing direct access to Brocade expertise.
For more information, contact Brocade or your OEM.

+  For questions regarding service levels and response times, contact your OEM/solution provider.
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Related publications..............
How command information is presented in this guide

Audience

This document is designed for system administrators with a working knowledge of Layer 2 and Layer 3 switching and routing.

If you are using a Brocade device, you should be familiar with the following protocols if applicable to your network - IP, RIP, OSPF, BGP,

ISIS, IGMP, PIM, MPLS, and VRRP.

Supported hardware and software

The following hardware platforms are supported by this release of this guide:

TABLE 1 Supported devices

Brocade Netlron XMR Series

Brocade MLX Series

Netlron CES 2000 and Netlron CER 2000
Series

Brocade Netlron XMR 4000
Brocade Netlron XMR 8000
Brocade Netlron XMR 16000
Brocade Netlron XMR 32000

Brocade MLX-4
Brocade MLX-8
Brocade MLX-16
Brocade MLX-32
Brocade MLXe-4
Brocade MLXe-8
Brocade MLXe-16
Brocade MLXe-32

Brocade Netlron CES 2024C
Brocade Netlron CES 2024F
Brocade Netlron CES 2048C
Brocade Netlron CES 2048CX
Brocade Netlron CES 2048F
Brocade Netlron CES 2048FX
Brocade Netlron CER 2024C
Brocade Netlron CER-RT 2024C
Brocade Netlron CER 2024F
Brocade Netlron CER-RT 2024F
Brocade Netlron CER 2048C
Brocade Netlron CER-RT 2048C
Brocade Netlron CER 2048CX
Brocade Netlron CER-RT 2048CX
Brocade Netlron CER 2048F
Brocade Netlron CER-RT 2048F
Brocade Netlron CER 2048FX
Brocade Netlron CER-RT 2048FX
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Notice to the reader

Supported software

For the complete list of supported features and the summary of enhancements and configuration notes for this release, refer to the
Multi-Service IronWare RO5.7.00 Release Notes .

Notice to the reader

This document may contain references to the trademarks of the following corporations. These trademarks are the properties of their
respective companies and corporations.

These references are made for informational purposes only.

Corporation Referenced Trademarks and Products
Microsoft Corporation Internet Explorer

Mozilla Corporation Mozilla Firefox

Sun Microsystems Java Runtime Environment

Related publications

For the latest edition of these documents, which contain the most up-to-date information, see Documentation athttp:/
www.brocade.com/ethernetproducts

Multi-Service IronWare Administration Guide

Multi-Service IronWare Security Configuration Guide

Multi-Service IronWare Switching Configuration Guide

Multi-Service IronWare Routing Configuration Guide

Multi-Service IronWare Traffic Management Configuration Guide

Multi-Service IronWare Multicast Configuration Guide

Multi-Service IronWare Multiprotocol Label Switch (MPLS) Configuration Guide

Multi-Service IronWare Software Defined Networking (SDN) Guide

Brocade MLX Series and Netlron Family YANG Guide

Brocade MLX Series and Netlron XMR Series Diagnostic Reference

Unified IP MIB Reference

Multi-Service IronWare Software Upgrade Procedures for Brocade MLX Series and Netlron Family devices
Brocade MLXe Series Installation Guide

Brocade MLX Series and Brocade Netlron XMR Installation Guide

Brocade Netlron CES 2000 Series and Brocade Netlron CER 2000 Series Hardware Installation Guide
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How command information is presented in this guide

How command information is presented in this guide

For all new content, command syntax and parameters are documented in a separate command reference section at the end of the
publication.

In an effort to provide consistent command line interface (CLI) documentation for all products, Brocade is in the process of preparing
standalone Command References for the IP platforms. This process involves separating command syntax and parameter descriptions
from configuration tasks. Until this process is completed, command information is presented in two ways:

+  Forall new content included in this guide, the CLI is documented in separate command pages. The new command pages follow
a standard format to present syntax, parameters, usage guidelines, examples, and command history. Command pages are
compiled in alphabetical order in a separate command reference chapter at the end of the publication.

+  Legacy content continues to include command syntax and parameter descriptions in the chapters where the features are
documented.

If you do not find command syntax information embedded in a configuration task, refer to the command reference section at the end of
this publication for information on CLI syntax and usage.
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Configuring BGP4 (IPv4)
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BGP4 feature support

Documents software features supporting BGP4.

The following features are documented in the Multi-Service IronWare Routing Configuration Guide .

Feature Brocade Brocade Brocade Brocade Brocade Brocade Brocade
Netlron XMR ' Netlron Netlron CES | Netlron Netlron Netlron Netlron CER
Series MLX Series = 2000 Series A CES 2000 CES 2000 CER 2000 @ 2000 Series
BASE Series Series Series Base = Advanced
package ME_PREM  L3_PREM  package Services
package package package
BGP4 Yes Yes No No Yes Yes Yes
BGP4 Restart Yes Yes No No Yes Yes Yes
BGP4 Restart helper mode Yes Yes No No Yes Yes Yes
Redistributing IBGP routes Yes Yes No No Yes Yes Yes
Client-to-Client Routes Yes Yes No No Yes Yes Yes
Route Flap Dampening Yes Yes No No Yes Yes Yes
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BGP4 feature support

Feature

Originating the Default Route
Multipath Load Sharing

Using the IP Default Route as a Valid Next
Hop for a BGP4 Route

Next-Hop Recursion
Next-Hop Update Timer

Generalized TTL Security Mechanism
Support

Enhanced per-neighbor debug statements
and new per-neighbor BGP4 debug filters

BGP4 Peer Notification During a
Management Module Switchover

Auto Shutdown of BGP4 neighbors on
Initial Configuration

New encryption code for passwords,
authentication keys, and community strings

BGP4 MDS Authentication

Route redistribution to other protocols
BGP4 Peer Group

BGP4 Route Reflectors

BGP4 Neighbor Local-AS

BGP4 Local-AS for VRF

BGP4 Processing Optimization for
Administratively Down Peers

BGP4 Outbound Policy Processing
Optimization

Generalized TTL Security Mechanism
Support

Enhanced per-neighbor debug statements
and new per-neighbor BGP4 debug filters

Requiring the First AS to be the Neighbor’s
AS

Four-byte AS Numbers (AS4)

BGP4 AS4 Confederation Error Checking
RTM Scalability Enhancement

Route Map Continue Clause

Static BGP4 Networks

Limiting Advertisement of a Static BGP4
Network

Use IGP cost instead of BGP MED value
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BGP4 overview

BGP4 is the standard Exterior Gateway Protocol (EGP) used on the Internet to route traffic between Autonomous Systems (AS) and to
maintain loop-free routing. An AS is a collection of networks that share the same routing and administration characteristics. For example,
a corporate Intranet consisting of several networks under common administrative control might be considered an AS. The networks in an
AS can but do not need to run the same routing protocol to be in the same AS, nor do they need to be geographically close.

Devices within an AS can use different Interior Gateway Protocols (IGPs) such as RIP, IS-IS, and OSPF to communicate with one another.
However, for devices in different autonomous systems to communicate, they need to use an EGP. BGP4 is the standard EGP used by

Internet devices and therefore is the EGP implemented on Brocade devices.

This is a simple example of two BGP4 ASs. Each AS contains three BGP4 devices. All of the BGP4 devices within an AS communicate
using IBGP. BGP4 devices communicate with other autonomous systems using EBGP. Notice that each of the devices also is running
an Interior Gateway Protocol (IGP). The devices in AS1 are running OSPF and the devices in AS2 are running RIP. The device can be
configured to redistribute routes among BGP4, IS-IS, RIP, and OSPF. They also can redistribute static routes.

FIGURE 1 Example BGP4 autonomous systems

Relationship between the BGP4 route table and the IP route table

The device BGP4 route table can have multiple routes or paths to the same destination, which are learned from different BGP4
neighbors. A BGP4 neighbor is another device that also is running BGP4. BGP4 neighbors communicate using Transmission Control
Protocol (TCP) port 179 for BGP4 communication. When you configure the device for BGP4, one of the configuration tasks you
perform is to identify the device’s BGP4 neighbors.

Although a device’'s BGP4 route table can have multiple routes to the same destination, the BGP4 protocol evaluates the routes and

chooses only one to send to the IP route table. The route that BGP4 chooses and sends to the IP route table is the preferred route . This
route is what the device advertises to other BGP4 neighbors. If the preferred route goes down, BGP4 updates the route information in

the IP route table with a new BGP4 preferred route.

NOTE
If IP load sharing is enabled and you enable multiple equal-cost paths for BGP4, BGP4 can select more than one equal-cost

path to a destination.

A BGP4 route consists of the following information:
Network number (prefix) - A value made up of the network mask bits and an IP address; for example, 10.215.129.0/18
indicates a network mask of 18 bits applied to the IP address 10.215.129.0. When a BGP4 device advertises a route to one of
its neighbors, it uses this format.
AS-path - A list of the other autonomous systems through which a route passes. BGP4 devices can use the AS-path to detect
and eliminate routing loops. For example, if a route received by a BGP4 device contains the AS that the device is in, the device
does not add the route to its own BGP4 table. (The BGP4 RFCs refer to the AS-path as "AS_PATH", and RFC 4893 uses
"AS4_PATH" in relation to AS4s.)

Multi-Service IronWare Routing
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Additional path attributes - A list of additional parameters that describe the route. The route MED and next hop are examples of
these additional path attributes.

NOTE

The device re-advertises a learned best BGP4 route to the device’s neighbors even when the software does not select that
route for installation in the IP route table. This can happen if a route from another protocol, for example, OSPF, is preferred. The
best BGP4 route is the route that BGP4 selects based on comparison of the BGP4 route path’s attributes.

After a device successfully negotiates a BGP4 session with a neighbor (a BGP4 peer), the device exchanges complete BGP4 route
tables with the neighbor. After this initial exchange, the device and all other RFC 1771-compliant BGP4 devices send UPDATE
messages to inform neighbors of new, changed, or no longer feasible routes. BGP4 devices do not send regular updates. However, if
configured to do so, a BGP4 device does regularly send KEEPALIVE messages to its peers to maintain BGP4 sessions with them if the
device does not have any route information to send in an UPDATE message.

How BGP4 selects a path for a route (BGP best path selection algorithm)

When multiple paths for the same route prefix are known to a BGP4 device, the device uses the following algorithm to weigh the paths
and determine the optimal path for the route. The optimal path depends on various parameters, which can be modified.

30

1

a b 0D

Is the next hop accessible though an Interior Gateway Protocol (IGP) route? If not, ignore the route.

NOTE
The device does not use the default route to resolve BGP4 next hop.

Use the path with the largest weight.
If the weights are the same, prefer the path with the largest local preference.
Prefer the route that was originated locally (by this BGP4 device).

If the local preferences are the same, prefer the path with the shortest AS-path. An AS-SET counts as 1. A confederation path
length, if present, is not counted as part of the path length.

NOTE
This step can be skipped if BGP4-as-path-ignore is configured.

If the AS-path lengths are the same, prefer the path with the lowest origin type. From low to high, route origin types are valued
as follows:

- IGPis lowest.
- EGPis higher than IGP but lower than INCOMPLETE.
- INCOMPLETE is highest.
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7. If the paths have the same origin type, prefer the path with the lowest MED.

If the routes were learned from the same neighboring AS, BGP4 compares the MEDs of two otherwise equivalent paths. This
behavior is called deterministic MED. Deterministic MED is always enabled and cannot be disabled. You can also enable the
device to always compare the MEDs, regardless of the AS information in the paths. To enable this comparison, enter the
always-compare-med command at the BGP4 configuration level of the CLI. This option is disabled by default.

NOTE

By default, value O (most favorable) is used in MED comparison when the MED attribute is not present. The default
MED comparison results in the device favoring the route paths that are missing their MEDs. You can use the med-
missing-as-worst command to make the device regard a BGP4 route with a missing MED attribute as the least
favorable path, when comparing the MEDs of the route paths.

NOTE
MED comparison is not performed for internal routes originated within the local AS or confederation unless the
compare-med-empty-aspath command is configured.

8. Prefer routes in the following order:

- Routes received through EBGP from a BGP4 neighbor outside of the confederation
- Routes received through EBGP from a BGP4 device within the confederation OR Routes received through IBGP.

9. If all the comparisons above are equal, prefer the route with the lowest IGP metric to the BGP4 next hop. This is the closest
internal path inside the AS to reach the destination.

10. If the internal paths also are the same and BGP4 load sharing is enabled, load share among the paths. Otherwise prefer the
route that comes from the BGP4 device with the lowest device ID.

NOTE

Brocade devices support BGP4 load sharing among multiple equal-cost paths. BGP4 load sharing enables the
device to balance traffic across the multiple paths instead of choosing just one path based on device ID. For EBGP
routes, load sharing applies only when the paths are from neighbors within the same remote AS. EBGP paths from
neighbors in different autonomous systems are not compared, unless multipath multi-as is enabled.

11. If the compare-router ID is enabled, prefer the path that comes from the BGP4 device with the lowest device ID. If a path
contains originator ID attributes, then originator ID is substituted for the ROUTER ID in the decision.

12. Prefer the path with the minimum cluster list length.
13. If the route is a BGP4 VRF instance, prefer the route with the smallest RD value.

14. Prefer the route that comes from the lowest BGP4 neighbor address.

BGP4 message types

BGP4 devices communicate with neighbors (other BGP4 devices) using the following types of messages:
OPEN
UPDATE
KEEPALIVE
NOTIFICATION
ROUTE REFRESH
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OPEN message

After a BGP4 device establishes a TCP connection with a neighboring BGP4 device, the devices exchange OPEN messages. An open
message indicates the following:
BGP4 version - Indicates the version of the protocol that is in use on the device. BGP4 version 4 supports Classless
Interdomain Routing (CIDR) and is the version most widely used in the Internet. Version 4 also is the only version supported on
devices.

AS number - An autonomous system number (ASN) identifies the AS to which the BGP4 device belongs. The number can be
up to four bytes.

Hold Time - The number of seconds a BGP4 device will wait for an UPDATE or KEEPALIVE message (described below) from
a BGP4 neighbor before assuming that the neighbor is not operational. BGP4 devices exchange UPDATE and KEEPALIVE
messages to update route information and maintain communication. If BGP4 neighbors are using different Hold Times, the
lowest Hold Time is used by the neighbors. If the Hold Time expires, the BGP4 device closes the TCP connection to the
neighbor and clears any information it has learned and cached from the neighbor.

You can configure the Hold Time to be O, in which case a BGP4 device will consider neighbors to always be up. For directly-
attached neighbors, you can configure the device to immediately close the TCP connection to the neighbor and clear entries
learned from an EBGP neighbor if the interface to that neighbor goes down. This capability is provided by the fast external fail
over feature, which is disabled by default.

BGP4 Identifier - The device ID. The BGP4 Identifier (device ID) identifies the BGP4 device to other BGP4 devices. The device
use the same device ID for OSPF and BGP4. If you do not set a device ID, the software uses the IP address on the lowest
numbered loopback interface configured on the device. If the device does not have a loopback interface, the default device ID is
the lowest numbered IP address configured on the device.

Parameter list - An optional list of additional parameters used in peer negotiation with BGP4 neighbors.

UPDATE message

After BGP4 neighbors establish a BGP4 connection over TCP and exchange their BGP4 routing tables, they do not send periodic
routing updates. Instead, a BGP4 neighbor sends an update to a neighbor when it has a new route to advertise or routes have changed
or become unfeasible. An UPDATE message can contain the following information:

Network Layer Reachability Information (NLRI) - The mechanism by which BGP4 supports Classless Interdomain Routing
(CIDR). An NLRI entry consists of an IP prefix that indicates a network being advertised by the UPDATE message. The prefix
consists of an IP network number and the length of the network portion of the number. For example, an UPDATE message with
the NLRI entry 10.215.129.0/18 indicates a route to IP network 10.215.129.0 with network mask 255.255.192.0. The
binary equivalent of this mask is 18 consecutive one bits, thus "18" in the NLRI entry.

Path attributes - Parameters that indicate route-specific information such as Autonomous System path information, route
preference, next hop values, and aggregation information. BGP4 uses path attributes to make filtering and routing decisions.

Unreachable routes - A list of routes that have been in the sending device BGP4 table but are no longer feasible. The UPDATE
message lists unreachable routes in the same format as new routes: /P address and CIDR prefix .

KEEPALIVE message

BGP4 devices do not regularly exchange UPDATE messages to maintain BGP4 sessions. For example, if a device configured to
perform BGP4 routing has already sent the latest route information to peers in UPDATE messages, the device does not send more
UPDATE messages. Instead, BGP4 devices send KEEPALIVE messages to maintain BGP4 sessions. KEEPALIVE messages are 19
bytes long and consist only of a message header. They do not contain routing data.

BGP4 devices send KEEPALIVE messages at a regular interval, called the Keep Alive Time. The default Keep Alive Time is 60 seconds.
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A parameter related to the Keep Alive Time is the Hold Time. The Hold Time for a BGP4 device determines how many seconds the
device waits for a KEEPALIVE or UPDATE message from a BGP4 neighbor before deciding that the neighbor is not operational. The
Hold Time is negotiated when BGP4 devices exchange OPEN messages, the lower Hold Time is then used by both neighbors. For
example, if BGP4 device A sends a Hold Time of 5 seconds and BGP4 device B sends a Hold Time of 4 seconds, both devices use 4
seconds as the Hold Time for their BGP4 session. The default Hold Time is 180 seconds. Generally, the Hold Time is configured to
three times the value of the Keep Alive Time.

If the Hold Time is O, a BGP4 device assumes that a neighbor is alive regardless of how many seconds pass between receipt of
UPDATE or KEEPALIVE messages.

NOTIFICATION message

When you close the BGP4 session with a neighbor, the device detects an error in a message received from the neighbor, or an error
occurs on the device, the device sends a NOTIFICATION message to the neighbor. No further commmunication takes place between the
BGP4 device that sent the NOTIFICATION and the neighbors that received the NOTIFICATION.

REFRESH message

BGP4 sends a REFRESH message to a neighbor to request that the neighbor resend route updates. This type of message can be useful
if an inbound route filtering policy has been changed.

Grouping of RIB-out peers

To improve efficiency in the calculation of outbound route filters, the device groups BGP4 peers together based on their outbound
policies. To reduce RIB-out memory usage, the device then groups the peers within an outbound policy group according to their RIB-out
routes. All peers sharing a single RIB-out route (up to 32 peers per group) also share a single physical RIB-out entry, resulting in as
much as a 30-fold memory usage reduction.

NOTE
RIB-out peer grouping is not shared between different VRFs or address families, and is not supported for VPNV4 or L2VPN
peers.

Implementation of BGP4

BGP4 is described in RFC 1771 and the latest BGP4 drafts. The Brocade BGP4 implementation fully complies with RFC 1771.
Brocade BGP4 implementation also supports the following RFCs:

RFC 1745 (OSPF Interactions)

RFC 1997 (BGP Communities Attributes)
RFC 2385 (TCP MDS5 Signature Option)
RFC 2439 (Route Flap Dampening)

RFC 2796 (Route Reflection)

RFC 2842 (Capability Advertisement)

RFC 3065 (BGP4 Confederations)

RFC 2858 (Multiprotocol Extensions)

RFC 2918 (Route Refresh Capability)

RFC 3392 (BGP4 Capability Advertisement)
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Draft-ietf-idr-restart-10.txt (restart mechanism for BGP4)

BGP4 restart

BGPA4 restart is a high-availability routing feature that minimizes disruption in traffic forwarding, diminishes route flapping, and provides
continuous service during a system restart, switchover, failover, or hitless OS upgrade. During such events, routes remain available
between devices. BGP4 restart operates between a device and its peers, and must be configured on each participating device.

Under normal operation, when a BGP4 device is restarted, the network is automatically reconfigured. Routes available through the
restarting device are deleted when the device goes down, and are then rediscovered and added back to the routing tables when the
device is back up and running. In a network with devices that regularly restart, performance can degrade significantly and limit the
availability of network resources. BGP4 restart dampens the network response and limits route flapping by allowing routes to remain
available between devices during a restart. BGP4 restart operates between a device and peers, and must be configured on each
participating device.

A BGP4 restart-enabled device advertises the capability to establish peering relationships with other devices. When a restart begins,
neighbor devices mark all of the routes from the restarting device as stale, but continue to use the routes for the length of time specified
by the restart timer. After the device is restarted, it begins to receive routing updates from the peers. When it receives the end-of-RIB
marker that indicates it has received all of the BGP4 route updates, it recomputes the new routes and replaces the stale routes in the
route map with the newly computed routes. If the device does not come back up within the time configured for the purge timer, the stale
routes are removed.

NOTE
A second management module must be installed for the device to function as a restart device. If the device functions as a
restart helper device only, there is no requirement for a secondary management module.

The implementation of BGP4 Restart supports the following Internet Draft:
Draft-ietf-idr-restart- 10.txt: restart mechanism for BGP4

BGP4 Peer notification during a management module switchover

The BGP4 Peer notification process restores BGP4 adjacency quickly and allows packet forwarding between the newly active
management module and the BGP4 peers. The handling of TCP packets with an MD5 digest prevents the silent dropping of TCP
packets without triggering a RESET packet.

The BGP4 peer notification process operates effectively when implemented for the following processes that involve the intentional
switching of the active status from one management module to another:

System Reload - When a device undergoes the reload process, both management modules and all interface modules are
rebooted. All BGP4 sessions are terminated BEFORE the system triggers the hardware reset.

Switchover Requested by User - Switching over to a standby management module can be triggered by the switchover , reset ,
reload , and hitless-reload commands. When these commands are executed, the active management module resets the
BGP4/TCP sessions with BGP4 neighbors before transferring control to the standby management module.

NOTE
Restart-enabled BGP4 sessions are not reset. The BGP4 restart protocol allows a BGP4 session to reconnect gracefully
without going through the normal process.

This example describes the procedure used between the management modules in a device and a BGP4 neighbor device.
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FIGURE 2 Management module switchover behavior for BGP4 peer notification
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If the active management module fails due to a fault, the management module does not have the opportunity to reset BGP4 sessions
with neighbors as described for intentional failovers. In this situation the management module will reboot, or the standby management
module becomes the new active management module. Since the new active management module does not have the TCP/BGP4
information needed to reset the previous sessions, a remote BGP4 peer session is only reset when it sends a BGP4/TCP keep-alive
packet to this device, or when the BGP4 hold-time expires.

To help reduce the reconnection time after a management module failover or system reload, if an incoming TCP packet contains an
MDS5 digest, and no matching TCP session is found, the device attempts to find a matching BGP4 peer based on the IP address. If a
BGP4 peer configuration can be found, the device looks up the MDS password configured for the peer, and uses it to send a RESET

packet.

BGP4 neighbor local AS

This feature allows you to configure a device so that it adds a peer to an AS that is different from the AS to which it actually belongs. This
feature is useful when an ISP is acquired by another ISP. In this situation, customers of the acquired ISP might not want to (or might not
be able to) adjust their configuration to connect to the AS of the acquiring provider.

In this example, Customer C is connected to ISP-A which is in AS 100 and ISP-B which is in AS 200.
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FIGURE 3 Example of customer connected to two ISPs

In the next example, ISP-A has purchased ISP-B. The AS associated with ISP-B changes to AS 100. If Customer C cannot or does not
want to change their configuration or peering relationship with ISP-B, a peer with Local-AS configured with the value 200 can be
established on ISP-B.

FIGURE 4 Example of Local AS configured on ISP-B

ISP-A
AS 100

Customer-C

AS 300
ISP-B
AS 100
Local
AS 200

A Local AS is configured using the BGP4 neighbor command. To confirm that a Local AS has been configured, use the show ip bgp
neighbors command.

Multi-Service IronWare Routing
36 53-1003203-04



Basic configuration and activation for BGP4

Basic configuration and activation for BGP4

BGP4 is disabled by default. Follow the steps below to enable BGP4.

1. Enable the BGP4 protocol.
2. Setthe local AS number.

NOTE
You must specify the local AS number for BGP4 to become functional.

3. Add each BGP4 neighbor (peer BGP4 device) and identify the AS the neighbor is in.

4. Save the BGP4 configuration information to the system configuration file.
For example, enter commands such as the following.

device> enable

device# configure terminal

device (config) # router bgp

BGP4: Please configure 'local-as' parameter in order to enable BGP4.
device (config-bgp) # local-as 10

device (config-bgp) # write memory

Syntax: router bgp
The router bgp command enables the BGP4 protocol.

NOTE

By default, the Brocade device ID is the IP address configured on the lowest numbered loopback interface. If the
device does not have a loopback interface, the default device ID is the lowest numbered IP interface address
configured on the device. If you change the device ID, all current BGP4 sessions, OSPF adjacencies, and OSPFv3
adjacencies are cleared.

NOTE
When BGP4 is enabled on a Brocade device, you do not need to reset the system. The protocol is activated as soon
as you enable it. The device begins a BGP4 session with a BGP4 neighbor when you add the neighbor.

Disabling BGP4

If you disable BGP4, the device removes all the running configuration information for the disabled protocol from the running
configuration. To restore the BGP4 configuration, you must reload the software to load the BGP4 configuration from the startup
configuration. When you save the startup configuration file after disabling the protocol, all of the BGP4 configuration information for the
disabled protocol is removed from the startup configuration file.

The CLI displays a warning message such as the following.

device (config)# no router bgp
router bgp mode now disabled and runtime configuration is erased. All bgp config data will be lost when
writing to flash!

The Web Management Interface does not display a warning message.

If you are testing a BGP4 configuration and need to disable and re-enable the protocol, you should make a backup copy of the startup
configuration file containing the BGP4 configuration information. If you remove the configuration information by saving the configuration
after disabling the protocol, you can restore the BGP4 configuration by copying the backup copy of the startup configuration file onto the
flash memory.
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NOTE

To disable BGP4 without losing the BGP4 configuration information, remove the local AS (for example, by entering the no
local-as command). When you remove the local AS, BGP4 retains the other configuration information but will not become
operational until you reset the local AS.

BGP4 parameters

You can modify or set the following BGP4 parameters:

38

Optional - Define the router ID. (The same router ID also is used by OSPF)

Required - Specify the local AS number.

Optional - Add a loopback interface for use with neighbors.

Required - Identify BGP4 neighbors.

Optional - Change the Keep Alive Time and Hold Time.

Optional - Change the update timer for route changes.

Optional - Enable fast external fallover.

Optional - Specify a list of individual networks in the local AS to be advertised to remote autonomous systems using BGP4.
Optional - Change the default local preference for routes.

Optional - Enable the default route (default-information-originate).

Optional - Enable use of a default route to resolve a BGP4 next-hop route.

Optional - Change the default MED (metric).

Optional - Enable next-hop recursion.

Optional - Change the default administrative distances for EBGP, IBGP, and locally originated routes.
Optional - Require the first AS in an Update from an EBGP neighbor to be the neighbor AS.
Optional - Change MED comparison parameters.

Optional - Disable comparison of the AS-Path length.

Optional - Enable comparison of the device ID.

Optional - Enable auto summary to summarize routes at an IP class boundary (A, B, or C).
Optional - Aggregate routes in the BGP4 route table into CIDR blocks.

Optional - Configure the device as a BGP4 route reflector.

Optional - Configure the device as a member of a BGP4 confederation.

Optional - Change the default metric for routes that BGP4 redistributes into RIP or OSPF.
Optional - Change the parameters for RIP, OSPF, or static routes redistributed into BGP4.
Optional - Change the number of paths for BGP4 load sharing.

Optional - Change other load-sharing parameters

Optional - Define BGP4 address filters.

Optional - Define BGP4 AS-path filters.

Optional - Define BGP4 community filters.

Optional - Define IP prefix lists.

Optional - Define neighbor distribute lists.

Optional - Define BGP4 route maps for filtering routes redistributed into RIP and OSPF.
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Optional - Define route flap dampening parameters.

NOTE
When using the CLI, you set global level parameters at the BGP CONFIG level of the CLI. You can reach the BGP CONFIG
level by entering the router bgp command at the global CONFIG level.

Some parameter changes take effect immediately while others do not take full effect until the device sessions with its neighbors are reset.

Some parameters do not take effect until the device is rebooted.

Parameter changes that take effect immediately

The following parameter changes take effect immediately:
Enable or disable BGP4.
Set or change the local AS.
Add neighbors.
Change the update timer for route changes.
Disable or enable fast external failover.
Specify individual networks that can be advertised.
Change the default local preference, default information originate setting, or administrative distance.
Enable or disable use of a default route to resolve a BGP4 next-hop route.
Enable or disable MED (metric) comparison.
Require the first AS in an update from an EBGP neighbor to be the neighbor AS.
Change MED comparison parameters.
Disable comparison of the AS-Path length.
Enable comparison of the device ID.
Enable next-hop recursion.
Change the default metric.
Disable or re-enable route reflection.
Configure confederation parameters.
Disable or re-enable load sharing.
Change the maximum number of load sharing paths.
Change other load-sharing parameters.
Define route flap dampening parameters.
Add, change, or negate redistribution parameters (except changing the default MED; see below).
Add, change, or negate route maps (when used by the network command or a redistribution command).
Aggregate routes.

Apply maximum AS path limit settings for UPDATE messages.
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Parameter changes that take effect after resetting neighbor sessions

The following parameter changes take effect only after the BGP4 sessions on the device are cleared, or reset using the "soft" clear
option:

Change the Hold Time or Keep Alive Time.

Aggregate routes

Add, change, or negate filter tables that affect inbound and outbound route policies.

Apply maximum AS path limit settings to the RIB.

Parameter changes that take effect after disabling and re-enabling
redistribution

The following parameter change takes effect only after you disable and then re-enable redistribution:
Change the default MED (metric).

Memory considerations

BGP4 can handle a very large number of routes and therefore requires a lot of memory. For example, in a typical configuration with a
single BGP4 neighbor, receiving a full internet route table, a BGP4 device may need to hold up to millions of route updates. Many
configurations, especially those involving more than one neighbor, can require the device to hold even more routes. Brocade devices
provide dynamic memory allocation for BGP4 data. BGP4 devices automatically allocate memory when needed to support BGP4
neighbors, routes and route attribute entries. Dynamic memory allocation is performed automatically by the software and does not
require a reload.

As a guideline, a device with a 2 GB Management module can accommodate 150 - 200 neighbors, with the assumption that the device
receives about one million routes total from all neighbors and sends about eight million routes total to neighbors. For each additional one
million incoming routes, the capacity for outgoing routes decreases by about two million.

Basic configuration tasks required for BGP4

The following sections describe how to perform the configuration tasks that are required to use BGP4 on the Brocade device.

Enabling BGP4 on the device
When you enable BGP4 on the device, BGP4 is automatically activated. To enable BGP4 on the device, enter the following commands.

device>enable

device#configure terminal

device (config) #router bgp

BGP4: Please configure 'local-as' parameter in order to enable BGP4.
device (config-bgp-router)#local-as 10

device (config-bgp-router) #neighbor 10.157.23.99 remote-as 100

device (config-bgp-router) #write memory
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Changing the device ID

The OSPF and BGP4 protocols use device IDs to identify devices that are running the protocols. A device ID is a valid, unique IP
address and sometimes is an IP address configured on the device. The device ID cannot be an IP address in use by another device.
By default, the device ID on a Brocade device is one of the following:

If the device has loopback interfaces, the default device ID is the IP address on the lowest numbered loopback interface
configured on the Brocade device. For example, if you configure loopback interfaces 1, 2, and 3 as follows, the default device
IDis 10.9.9.9/24:

- Loopback interface 1, 10.9.9.9/24
- Loopback interface 2, 10.4.4.4/24
- Loopbackinterface 3, 10.1.1.1/24

If the device does not have any loopback interfaces, the default device ID is the lowest numbered IP interface address
configured on the device.

NOTE

Brocade devices use the same device ID for both OSPF and BGP4. If the device is already configured for OSPF, you may
want to use the device ID already assigned to the device rather than set a new one. To display the current device ID, enter the
show ip command at any CLI level.

To change the device ID, enter a command such as the following.
device (config)# ip router-id 10.157.22.26
Syntax: [no] ip router-id ip-addr

The ip-addr can be any valid, unique IP address.

NOTE
You can specify an IP address used for an interface on the Brocade device, but do not specify an IP address that is being used
by another device.

Setting the local AS number
The local autonomous system number (ASN) identifies the AS in which the Brocade BGP4 device resides.
To set the local AS number, enter commands such as the following.

device (config) # router bgp

BGP4: Please configure 'local-as' parameter in order to enable BGP4.

device (config-bgp) # local-as 10
device (config-bgp) # write memory

Syntax: [no] local-as num

The num parameter specifies a local AS number in the range 1 through 4294967295. It has no default. AS numbers 64512 - 65535
are the well-known private BGP4 AS numbers and are not advertised to the Internet community.

Setting the local AS number for VRF instances
The local autonomous system (AS) number identifies the AS in which the BGP4 device resides.

In releases prior to Netlron R0S5.3.00, you can assign only a single BGP AS number for the entire system, including instances of BGP
VREF. In Netlron RO5.3.00, you can assign different BGP AS numbers for each VRF instance. If you do not assign an AS number, the
BGP VRF instances use the default BGP AS number, as in previous releases.
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The local-as command is available under the "global BGP" CLI level and "address- family ipv4 unicast vrf" CLI level.
To set the local as number for a VRF, enter commands such as the following.

Brocade (config-bgp) #address-family ipv4 unicast vrf vrf-name
Brocade (config-bgp) #local-as num

Syntax: [no] local-as num

The num parameter specifies a local AS number in the range 1 - 4294967295. It has no default. AS numbers 64512 - 65535 are the
well-known private BGP4 AS numbers and are not advertised to the Internet community.

The configuration takes effect immediately and the BGP VRF instance is reset. All BGP peering within the VRF is reset, and take the new
AS number.

The local AS number for the VRF instance, if configured, is displayed in the show running-config and show ip bgp config command
output.

Enter the show ip bgp config command:

Brocade#show ip bgp config
Current BGP configuration:
router bgp
local-as 100
neighbor 10.10.10.10 remote-as 200

address-family ipv4 unicast
exit-address-family

address-family ipv4 multicast
exit-address-family

address-family ipv6 unicast
exit-address-family

address-family ipv6 multicast
exit-address-family

address-family vpnv4 unicast
exit-address-family

address-family 12vpn vpls
exit-address-family

address-family ipv4 unicast vrf vrf a
local-as 300

neighbor 10.111.111.111 remote-as 400
exit-address-family

end of BGP configuration

Adding a loopback interface

You can configure the device to use a loopback interface instead of a specific port or virtual routing interface to commmunicate with a
BGP4 neighbor. A loopback interface adds stability to the network by working around route flap problems that can occur due to unstable
links between the device and neighbors.

Loopback interfaces are always up, regardless of the states of physical interfaces. Loopback interfaces are especially useful for IBGP
neighbors (neighbors in the same AS) that are multiple hops away from the device. When you configure a BGP4 neighbor on the device,
you can specify whether the device uses the loopback interface to communicate with the neighbor. As long as a path exists between the
device and the neighbor, BGP4 information can be exchanged. The BGP4 session is not associated with a specific link, but is instead
associated with the virtual interfaces.
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NOTE
If you configure the Brocade device to use a loopback interface to communicate with a BGP4 neighbor, the peer IP address on
the remote device pointing to your loopback address must be configured.

To add a loopback interface, enter commands such as the following.

device (config-bgp) # exit
device (config)# int loopback 1
device (config-lbif-1)# ip address 10.0.0.1/24

Syntax: [no] interface loopback num

The num value can be from 1 through 64.

Adding BGP4 neighbors

Because BGP4 does not contain a peer discovery process, for each BGP4 neighbor (peer), you must indicate the IP address and the AS
number of each neighbor. Neighbors that are in different autonomous systems communicate using EBGP. Neighbors within the same
AS communicate using IBGP.

NOTE

If the device has multiple neighbors with similar attributes, you can simplify configuration by configuring a peer group, then
adding individual neighbors to it. The configuration steps are similar, except you specify a peer group name instead of a
neighbor IP address when configuring the neighbor parameters, then add individual neighbors to the peer group.

NOTE

The device attempts to establish a BGP4 session with a neighbor as soon as you enter a command specifying the IP address
of the neighbor. If you want to completely configure the neighbor parameters before the device establishes a session with the
neighbor, you can administratively shut down the neighbor.

To add a BGP4 neighbor with an IP address 10.157.22.26, enter the following command.
device (config-bgp-router) # neighbor 10.157.22.26 remote-as 100

The neighbor ip-addr must be a valid IP address.

The neighbor command has additional parameters, as shown in the following syntax:

Syntax: no neighbor {ip-addr | peer-group-name} {{activate] [advertisement-interval seconds [allowas-in num] [bfd holdover-interval
num] [bfd min-tx num min-rx num multiplier num][capability as4 [enable | disable]] [capability orf prefixlist [send | receive]] [default-
originate [route-map map-namell [description string] [distribute-list in | out num,num.... | ACL-num localin | out] [ebgp-btsh] [ebgp-
multihop [num]] [enforce-first-as]] [local-as as-num [no-prepend]] [maxas-limit in [num | disable] [maximum-prefix num [threshold]
[teardown] [next-hop-self] [password string] [peer-group group-name] [prefix-list string in | out] [remote-as as-number] [remove-
private-as] [route-map in | out map-name] [route-reflector-client] [send-community] [shutdown [generate-rib-out]] [soft-
reconfiguration inbound] [static-network-edge ] [timers keep-alive num hold-time num] [unsuppress-map map-name] [update-
source jp-addr | ethernet slot / portnum | loopback num | ve num] [weight num] [send-label]}

The ip-addr and peer-group-name parameters indicate whether you are configuring an individual neighbor or a peer group. If you
specify a neighbor IP address, you are configuring that individual neighbor. If you specify a peer group name, you are configuring a peer
group.

activate allows exchange of routes in the current family mode.

advertisement-interval seconds configures an interval in seconds over which the specified neighbor or peer group will hold all route
updates before sending them. At the expiration of the timer, the routes are sent as a batch. The default value for this parameter is zero.
Acceptable values are O to 600 seconds.
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NOTE

The device applies the advertisement interval only under certain conditions. The device does not apply the advertisement
interval when sending initial updates to a BGP4 neighbor. As a result, the device sends the updates one immediately after
another, without waiting for the advertisement interval.

allowas-in num disables the AS_PATH check function for routes learned from a specified location. BGP4 usually rejects routes that
contain an AS number within an AS_PATH attribute to prevent routing loops. In an MPLS or VPN hub and spoke topology this can
prevent legitimate routes from being accepted. The allowas-in option stops this blockage. num specifies the number of occurrences of
the AS number.

capability as4 [enable | disable ] enables the capability of processing AS4s. The optional keywords enable and disable specify whether
the feature should be changed from its current state. For example, if this neighbor belongs to a peer group that is enabled for AS4s but
you want to disable it on the current interface, use the command and include the disable keyword.

capability orf prefixlist [send | receive | configures cooperative device filtering. The send and receive parameters specify the support you
are enabling:

send - The device sends the IP prefix lists as Outbound Route Filters (ORFs) to the neighbor.

receive - The device accepts filters as Outbound Route Filters (ORFs) from the neighbor.

If you do not specify either send or receive , both capabilities are enabled. The prefixlist parameter specifies the type of filter you want to
send to the neighbor.

NOTE
The current release supports cooperative filtering only for filters configured using IP prefix
lists.

default-originate [route-mapmap-name ] configures the device to send the default route 0.0.0.0 to the neighbor. If you use the route-
map map-name parameter, the route map injects the default route conditionally, based on the match conditions in the route map.

description string specifies a name for the neighbor. You can enter an alphanumeric text string up to 80 characters long.

distribute-list in | out num,num.... specifies a distribute list to be applied to updates to or from the specified neighbor. The in and out
keywords specify whether the list is applied on updates received from the neighbor, or sent to the neighbor. The num,num.... parameter
specifies the list of address-list filters. The device applies the filters in the order in which you list them and stops applying the filters in the
distribute list when a match is found.

To use an IP ACL instead of a distribute list, you can specify distribute-listACL-numin | out . In this case, ACL-num is an IP ACL.

NOTE
By default, if a route does not match any of the filters, the device denies the route. To change the default behavior, configure the
last filter as permit any any .

NOTE
The address filter must already be
configured.

ebgp-btsh enables GTSM protection for the specified neighbor.

ebgp-multihop [num ] specifies that the neighbor is more than one hop away and that the session type with the neighbor is EBGP-
multihop. This option is disabled by default. The num parameter specifies the TTL you are adding for the neighbor. You can specify a
number from O through 255. The default is O. If you leave the EBGP TTL value set to O, the software uses the IP TTL value.

enforce-first-as ensures, for this neighbor, that the first AS listed in the AS_SEQUENCE field of an AS path update message from
EBGP neighbors is the AS of the neighbor that sent the update. The Brocade device accepts the update only if the AS numbers match. If
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the AS numbers do not match, the device sends a notification message to the neighbor and closes the session. For details, refer to
Requiring the first AS to be the neighbor AS on page 63.

weight num specifies a weight that the device applies to routes received from the neighbor. You can specify a number from O through
65535.

NOTE
By default, if an AS-path does not match any of the filters or ACLs, the device denies the route. To change the default behavior,
configure the last filter or ACL as permit any any .

NOTE
The AS-path filter or ACL must already be
configured.

local-as as-num assigns a local AS number with the value specified by the as-num variable to the neighbor being configured. The as-
num has no default value. lts range is 1 - 4294967295.

NOTE
When the local-as option is used, the device automatically prepends the local AS number to the routes that are received from
the EBGP peer; to disable this behavior, include the no-prepend keyword.

maxas-limit in num |disable specifies that the device discard routes that exceed a maximum AS path length received in UPDATE
messages. You can specify a value from O - 300. The default value is 300. The disable keyword is used to stop a neighbor from
inheriting the configuration from the peer-group or global and to the use system default value.

maximum-prefix num specifies the maximum number of IP network prefixes (routes) that can be learned from the specified neighbor or,
if configured at peer group level, per neighbor in the peer group. You can specify a value from O through 4294967295. The default is O
(unlimited).

The num parameter specifies the maximum number. The range is O through 4294967295. The default is O (unlimited).

The threshold parameter specifies the percentage of the value you specified for the maximum-prefix num , at which you want
the software to generate a Syslog message. You can specify a value from 1 (one percent) to 100 (100 percent). The default is
100.

The teardown parameter tears down the neighbor session if the maximum-prefix limit is exceeded. The session remains
shutdown until you clear the prefixes using the clear ip bgp neighbor all or clear ip bgp neighbor command, or change the
maximum prefix configuration for the neighbor. The software also generates a Syslog message.

next-hop-self specifies that the device should list itself as the next hop in updates sent to the specified neighbor. This option is disabled
by default.

password string specifies an MD5 password for securing sessions between the device and the neighbor. You can enter a string up to 80
characters long. The string can contain any alphanumeric characters and spaces if the words in the password are placed inside quotes.

NOTE

If you want the software to assume that the value you enter is the clear-text form, and to encrypt display of that form, do not
enter O or 1. Instead, omit the encryption option and allow the software to use the default behavior. If you specify encryption
option 1, the software assumes that you are entering the encrypted form of the password or authentication string. In this case,
the software decrypts the password or string you enter before using the value for authentication. If you accidentally enter option
1 followed by the clear-text version of the password or string, authentication will fail because the value used by the software will
not match the value you intended to use.

The system creates an MDS hash of the password and uses it for securing sessions between the device and its neighbors. To display the
configuration, the system uses a 2-way encoding scheme to be able to retrieve the original password that was entered.

Multi-Service IronWare Routing
53-1003203-04 45



Basic configuration tasks required for BGP4

By default, the password is encrypted. If you want the password to appear in clear text, insert a O between the password and the string.

device (config-bgp) # neighbor 10.157.22.26 password 0 marmalade

The system adds an encryption code followed by the encrypted text of the original password. For example, the following portion of the
code has the encrypted code “2”.

The system adds an encryption code followed by the encrypted text of the original password. For example, the following portion of the
code has the encrypted code “2”

password 2 S$IUA2PWcILWIOVIWIzVQ=="

One of the following may be displayed:
O = the password is not encrypted and is in clear text
1 = the password uses proprietary simple cryptographic 2-way algorithm (only for Brocade Netlron CES devices)
2 = the password uses proprietary base64 cryptographic 2-way algorithm (only for Brocade Netlron XMR and Brocade MLX
series devices)

peer-group group-name assigns the neighbor to the specified peer group.

prefix-list string in |out specifies an IP prefix list. You can use IP prefix lists to control routes to and from the neighbor. IP prefix lists are
an alternative method to AS-path filters. The in and out keywords specify whether the list is applied on updates received from the
neighbor or sent to the neighbor. The filters can use the same prefix list or different prefix lists.

remote-as as-number specifies the AS in which the remote neighbor resides. The as-number has no default value. The range is 1 -
4294967295.

remove-private-as configures the device to remove private AS numbers from update messages the device sends to this neighbor. The
device will remove AS numbers 64512 through 65535 (the well-known BGP4 private AS numbers) from the AS-path attribute in
update messages the device sends to the neighbor. This option is disabled by default.

route-map in | out map-name specifies a route map the device will apply to updates sent to or received from the specified neighbor. The
in and out keywords specify whether the list is applied on updates received from the neighbor or sent to the neighbor.

NOTE
The route map must already be
configured.

route-reflector-client specifies that this neighbor is a route-reflector client of the device. Use the parameter only if this device is going to
be a route reflector. This option is disabled by default.

send-community enables sending the community attribute in updates to the specified neighbor. By default, the device does not send
the community attribute.

shutdown administratively shuts down the session with this neighbor. Shutting down the session lets you configure the neighbor and
save the configuration without actually establishing a session with the neighbor.

When a peer is put into the shutdown state, ribout routes are not produced for that peer. You can elect to produce ribout routes using the
generate-rib-out option. This option is disabled by default.

soft-reconfiguration inbound enables the soft reconfiguration feature, which stores all the route updates received from the neighbor. If
you request a soft reset of inbound routes, the software performs the reset by comparing the policies against the stored route updates,
instead of requesting the neighbor BGP4 route table or resetting the session with the neighbor.

static-network-edge controls the advertisement of a static BGP4 network to BGP4 neighbors that are configured as Service Edge
Devices.
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timers keep-alive num hold-time num overrides the global settings for the Keep Alive Time and Hold Time. For the Keep Alive Time,
you can specify O - 65535 seconds. For the Hold Time, you can specify O or a number in the range 3 through 65535 (1 and 2 are not
allowed). If you set the Hold Time to O, the device waits indefinitely for messages from a neighbor without concluding that the neighbor is
non-operational. The defaults for these parameters are the currently configured global Keep Alive Time and Hold Time.

unsuppress-map map-name removes route suppression from neighbor routes when those routes have been dampened due to
aggregation.

update-source ip-addr | ethernetslot/portnum | loopbacknum | venum configures the device to communicate with the neighbor through
the specified interface. There is no default.

weight num specifies a weight a device will add to routes received from the specified neighbor. BGP4 prefers larger weights over smaller
weights. The default weight is O.

The send-label keyword enables IPv6 label capability for the IPv4 peers.

Removing route dampening from suppressed routes

You can selectively un-suppress specific routes that have been suppressed due to aggregation, and allow these routes to be advertised
to a specific neighbor or peer group.

device (config-bgp)# aggregate-address 10.1.0.0 255.255.0.0 summary-only
device (config-bgp) # show ip bgp route 10.1.0.0/16 longer

Number of BGP Routes matching display condition : 2

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTERED

Prefix Next Hop Metric LocPrf Weight Status

1 10.1.0.0/16 0.0.0.0 101 32768 BAL
AS PATH:

2 10.1.44.0/24 10.2.0.1 1 101 32768 BLS
AS_PATH:

In this example, the aggregate-address command configures an aggregate address of 10.1.0.0 255.255.0.0. and the summary-only
parameter prevents the device from advertising more specific routes contained within the aggregate route.

Entering a show ip bgp route command for the aggregate address 10.1.0.0/16 shows that the more specific routes aggregated into
10.1.0.0/16 have been suppressed. In this case, the route to 10.1.44.0/24 has been suppressed. If you enter this command, the
display shows that the route is not being advertised to the BGP4 neighbors.

device (config-bgp) # show ip bgp route 10.1.44.0/24

Number of BGP Routes matching display condition : 1

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTERED

Prefix Next Hop Metric LocPrf Weight Status
1 10.1.44.0/24 10.2.0.1 1 101 32768 BLS
AS_PATH:

Route 1is not advertised to any peers

To override the summary-only parameter and allow a specific route to be advertised to a neighbor, enter commands such as the
following

device (config)# ip prefix-list Unsuppressl permit 10.1.44.0/24
device (config) # route-map RouteMapl permit 1
device (config-routemap RouteMapl)# exit
device (config) # router bgp

device (config-bgp) # neighbor 10.1.0.2 unsuppress-map RouteMapl
device (config-bgp) # clear ip bgp neighbor 10.1.0.2 soft-out

The ip prefix-list command configures an IP prefix list for network 10.1.44.0/24, which is the route you want to unsuppress. The next
two commands configure a route map that uses the prefix list as input. The neighbor command enables the device to advertise the
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routes specified in the route map to neighbor 10.1.0.2. The clear command performs a soft reset of the session with the neighbor so
that the device can advertise the unsuppressed route.
Syntax: [no] neighbor { ip-addr | peer-group-name } unsuppress-map map-name
The show ip bgp route command verifies that the route has been unsuppressed.
device (config-bgp) # show ip bgp route 10.1.44.0/24
Number of BGP Routes matching display condition : 1

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTERED

Prefix Next Hop MED LocPrf Weight Status

1 10.1.44.0/24 10.2.0.1 1 101 32768 BLS
AS PATH:

Route is advertised to 1 peers:

10.1.0.2(4)

Encrypting BGP4 MD5 authentication keys

When you configure a BGP4 neighbor or neighbor peer group, you can specify an MDS authentication string to authenticate packets
exchanged with the neighbor or peer group of neighbors.

For added security, by default, the software encrypts the display of the authentication string. The software also provides an optional
parameter to disable encryption of the authentication string, on an individual neighbor or peer group basis. By default, MD5
authentication strings are displayed in encrypted format in the output of the following commands:

+  show running-config (or write terminal )
show configuration

+  show ip bgp config
When encryption of the authentication string is enabled, the string is encrypted in the CLI regardless of the access level you are using.

When you save the configuration to the startup configuration file, the file contains the new BGP4 command syntax and encrypted
passwords or strings.

NOTE
Brocade recommends that you save a copy of the startup configuration file for each device you plan to
upgrade.

Encryption example

The following commands configure a BGP4 neighbor and a peer group, and specify MD5 authentication strings (passwords) to
authenticate packets exchanged with the neighbor or peer group.

device (config-bgp) # local-as 2

device (config-bgp) # neighbor xyz peer-group

device (config-bgp) # neighbor xyz password abc

device (config-bgp) # neighbor 10.10.200.102 peer-group xyz
device (config-bgp) # neighbor 10.10.200.102 password test

The BGP4 configuration commands appear in the following format as a result of the show ip bgp configuration command.

device# show ip bgp configuration
Current BGP configuration:

router bgp

local-as 2

neighbor xyz peer-group

neighbor xyz password $b24tbw==
neighbor 10.10.200.102 peer-group xyz
neighbor 10.10.200.102 remote-as 1
neighbor 10.10.200.102 password $on-o
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In this output, the software has converted the commands that specify an authentication string into the new syntax (described below), and
has encrypted display of the authentication strings.

Since the default behavior does not affect the BGP4 configuration itself but does encrypt display of the authentication string, the CLI
does not list the encryption options.

Syntax: [no] neighbor { ip-addr | peer-group-name } password string

The ip-addr | peer-group-name parameter indicates whether you are configuring an individual neighbor or a peer group. If you specify
the IP address of a neighbor, you are configuring that individual neighbor. If you specify a peer group name, you are configuring a peer

group.

If you want the software to assume that the value you enter is the clear-text form and to encrypt the display of that form, do not enter O or
1. Instead, omit the encryption option and allow the software to use the default behavior. If you specify encryption option 1, the software
assumes that you are entering the encrypted form of the password or authentication string. In this case, the software decrypts the
password or string you enter before using the value for authentication. If you accidentally enter option 1 followed by the clear-text version
of the password or string, authentication will fail because the value used by the software will not match the value you intended to use.

The password string parameter specifies an MD5 authentication string to secure sessions between the device and the neighbor. You can
enter a string of up to 80 characters. The string can contain any alphanumeric characters, but must be placed inside quotes if it contains
a space.

The system creates an MDS hash of the password and uses it to secure sessions between the device and the neighbors. To display the
configuration, the system uses a 2-way encoding scheme to retrieve the original password.

By default, password is encrypted. If you want the password to be in clear text, insert a O between password and string.

device (config-bgp)# neighbor 10.157.22.26 password 0 admin

The system adds an encryption code followed by the encrypted text of the original password. For example, the following portion of the
code has the encrypted code "2”.

password 2 SIUA2PWcILWIOVIWIzVQ=="

device (config-bgp) # neighbor 10.157.22.26 password 0 marmalade

Displaying the authentication string
To display the authentication string, enter the following commands.

device (config) # enable password-display
device (config) # show ip bgp neighbors

The enable password-display commmand enables display of the authentication string, but only in the output of the show ip bgp
neighbors command. String display is still encrypted in the startup configuration file and running configuration. Enter the command at
the global CONFIG level of the CLI.

NOTE
The command also displays SNMP community strings in clear text, in the output of the show snmp server command.

Advertising IPv4 routes between IPv6 BGP peers

This feature transports IPv6 routes over an IPv4 BGP session. If you have an existing IPv4 BGP mesh, you can use it to transport IPv6
routes instead of creating a new IPv6 BGP mesh.
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First, configure peering using the IPv4 addresses under IPv6 address family, i.e enabling the IPv6 address family for the IPv4 neighbor.

Since the advertised next hop is usually unreachable, set the next hop with a static route or with an inbound or outbound route-map.

For example, IPv6 Router 1 (IP address 192.168.1.1) and IPv6 Router 2 (IP address 192.168.12) are connected through an IPv4
network. To configure the IPv4 peers to advertise the IPv6 routes, enter the following commmands.

On Device 1, enter the following:

device (config-bgp) # show ip bgp config
router bgp

local-as 1

neighbor 192.168.1.2 remote-as 2

device (config-bgp) # address-family ipv6 unicast

device (config-bgp) # neighbor 192.168.1.2 activate

device (config-bgp) # neighbor 192.168.1.2 route-map in t5
exit-address-family

address-family vpnv4 unicast
exit-address-family

device (config-bgp) # show route-map
route-map t5 permit 1
set ipv6 next-hop 2001:db8::2

On Device 2, enter the following:

device# show ip bgp config
router bgp

local-as 1

neighbor 192.168.1.1 remote-as 1

address-family ipv6 unicast
redistribute static
neighbor 192.168.1.1 activate

exit-address-family
|

Displaying neighbor information
To display IPv6 unicast route summary information, enter the show ip bgp ipv6 summary command:

device (config-bgp) #show ip bgp ipv6 summary

BGP4 Summary

Router ID: 10.1.1.1 Local AS Number: 1

Confederation Identifier: not configured

Confederation Peers:

Maximum Number of IP ECMP Paths Supported for Load Sharing: 1
Number of Neighbors Configured: 1, UP: 1

Number of Routes Installed: 1, Uses 86 bytes

Number of Routes Advertising to All Neighbors: 0 (0 entries)
Number of Attribute Entries Installed: 1, Uses 90 bytes
Neighbor Address AS# State Time Rt:Accepted Filtered Sent ToSend
192.168.1.2 2 ESTAB Oh Imb5ls 1 0 0 O

Syntax: show ip bgp ipv6 summary
To display IPv6 unicast device information with respect to the IPv4 neighbor, enter the show ip bgp ipv6 neighbors command:

device (config-bgp) #show ip bgp ipvé neighbors

Total number of BGP Neighbors: 1

1 IP Address: 192.168.1.2, AS: 2 (EBGP), RouterID: 10.1.1.2, VRF: default-vrf
State: ESTABLISHED, Time: 0h8m33s, KeepAliveTime: 60, HoldTime: 180
KeepAliveTimer Expire in 17 seconds, HoldTimer Expire in 135 seconds
UpdateSource: Loopback 1

RefreshCapability: Received

Neighbor NLRI Negotiation:
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Peer Negotiated IPV6 unicast capability

Peer configured for IPV6 unicast Routes

Neighbor ipvé MPLS Label Capability Negotiation:
Neighbor AS4 Capability Negotiation:

TCP Connection state: ESTABLISHED, flags:00000033 (0,0)

Syntax: show ip bgp ipv6 neighbors [last-packet-with-error] [routes-summary] [ip-address]

The neighbors parameter provides details on TCP and BGP neighbor connections. The last-packet-with-error parameter displays the
last packet received with error. The routes-summary parameter displays the routes summary.

The jp-address parameter is the neighbor IP address. The following sub-parameters are available for the jp-address parameter:
[advertised routes} [flap-statistics] [last-packet-with-error] [received] [received-routes] [rib-out-routes] [routes][routes-summary]

The advertised-routes parameter displays routes advertised to a neighbor. The flap-statistics parameter displays flap statistics for a
neighbor. The last-packet-with-error parameter displays the last packet received with error. The received parameter displays the
received ORF from neighbor. The received-routes parameter displays the received routes from neighbor. The rib-out-routes parameter
displays RIB-out routes for a neighbor.The routes parameter displays routes learned from neighbor. The routes-summary parameter
displays routes summary for a neighbor.

To display IPv6 multicast route information with respect to IPv4 neighbors, enter the show ip mbgp ipv6 neighbors command.
Syntax: show ip mbgp ipv6 neighbors [summary] [last-packet-with-error] [routes-summiary] [jp-address]

The summary parameter displays a summary of BGP neighbor status. The last-packet-with-error parameter displays the last packet
received with error. The routes-summary parameter displays the routes summary for a neighbor.

The jp-address parameter is the neighbor IP address. Use the following sub-parameters to display details on TCP and BGP neighbor
connections.

The advertised-routes parameter displays routes advertised to a neighbor. The flap-statistics parameter displays flap statistics for a
neighbor. The last-packet-with-error parameter displays the last packet received with error. The received parameter displays the
received ORF from neighbor. The received-routes parameter displays the received routes from neighbor. The rib-out-routes parameter
displays RIB-out routes for a neighbor.The routes parameter displays routes learned from neighbor. The routes-summary parameter
displays routes summary for a neighbor.

Clearing IPv6 route information
To clear IPv6 unicast route information with respect to IPv4 neighbors, enter the clear ip bgp ipv6 neighbor command.

Syntax: clear ip bgp ipv6 [6pe] [dampening] [flap-statistics] [I2vpn] [local] [routes] [traffic] [ipv6] [vpnv4] [vrf] [neighbor] [as-number |
ipaddress | peer-group-name | all]

The 6pe parameter clears information for 6pe address family.
The dampening parameter clears route flap dampening information. The flap-statistics parameter clears route flap statistics.
The I2vpn parameter clears information for I2vpn address family.

The local parameter clears local information. The routes parameter clears BGP routes. The traffic parameter clears BGP traffic counters.
The ipv6 parameter clears information for ipv6 address family. The vpnv4 parameter clears information for VPNV4 address family. The
vrf parameter clears information for a VRF instance.

The neighbor parameter has the following sub-parameters:

as-number identifies neighbors with the specified AS number, 1-4294967295. jpaddress identifies the neighbor IP address. peer-
group-name clears the peer group name identified using ASCII string. all clears all BGP neighbors.

To clear IPv6 multicast route information with respect to IPv4 neighbor, enter the clear ip mbgp ipv6 neighbor command.
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Syntax: clear ip mbgp ipv6 [neighbor ] [as-number | ipaddress | peer-group-name | all]

as-number identifies neighbors with the specified AS number, 1-4294967295. ipaddress identifies the neighbor IP address. peer-
group-name clears the peer group name identified using ASCII string. all clears all BGP neighbors.

Adding a BGP4 peer group

A peer group is a set of BGP4 neighbors that share common parameters. The benefits of peer groups are:

Simplified neighbor configuration - You can configure a set of neighbor parameters and then apply them to multiple neighbors.
You do not need to configure the common parameters individually on each neighbor.

+  Flash memory conservation - Using peer groups instead of individually configuring all the parameters for each neighbor
requires fewer configuration commands in the startup configuration file.
You can perform the following tasks on a peer-group basis:
+  Reset neighbor sessions

«  Perform soft-outbound resets (the device updates outgoing route information to neighbors but does not entirely reset the
sessions with those neighbors)

Clear BGP4 message statistics

«  Clear error buffers

Peer group parameters

You can set all neighbor parameters in a peer group. When you add a neighbor to the peer group, the neighbor receives all the parameter
settings you set in the group, except parameter values you have explicitly configured for the neighbor. If you do not set a neighbor
parameter in the peer group and the parameter also is not set for the individual neighbor, the neighbor uses the default value.

Peer group configuration rules
The following rules apply to peer group configuration:
+  You must configure a peer group before you can add neighbors to the peer group.

If you remove a parameter from a peer group, the value for that parameter is reset to the default for all the neighbors within the
peer group, unless you have explicitly set that parameter on individual neighbors. In this case, the value you set on the individual
neighbors applies to those neighbors, while the default value applies to neighbors for which you have not explicitly set the value.

NOTE

If you enter a command to remove the remote AS parameter from a peer group, the software makes sure that the peer group
does not contain any neighbors. If the peer group contains neighbors, the software does not allow you to remove the remote
AS so that the neighbors in the peer group that are using the remote AS do not lose connectivity to the device.

You can override neighbor parameters that do not affect outbound policy on an individual neighbor basis:
+  If you do not specify a parameter for an individual neighbor, the neighbor uses the value in the peer group.
«  If you set the parameter for the individual neighbor, that value overrides the value you set in the peer group.

If you add a parameter to a peer group that already contains neighbors, the parameter value is applied to neighbors that do not
already have the parameter explicitly set. If a neighbor has the parameter explicitly set, the explicitly set value overrides the value
you set for the peer group.

If you remove the setting for a parameter from a peer group, the value for that parameter changes to the default value for all the
neighbors in the peer group that do not have that parameter individually set.
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To configure a peer group, enter commands such as the following at the BGP4 configuration level.
device (config-bgp) # neighbor PeerGroupl peer-group
device (config-bgp) # neighbor PeerGroupl description "EastCoast Neighbors"
device (config-bgp)# neighbor PeerGroupl remote-as 100
( ) #
( ) #

device (config-bgp neighbor PeerGroupl distribute-list out 1
device (config-bgp neighbor PeerGroupl capability as4 enable|disable

The commands in this example configure a peer group called "PeerGroupl” and set the following parameters for the peer group:
A description, "EastCoast Neighbors"
+  Aremote AS number, 100
+  Adistribute list for outbound traffic
The capability of PeerGroup1l to utilize a four-byte AS number
The software applies these parameters to each neighbor you add to the peer group. You can override the description parameter for
individual neighbors. If you set the description parameter for an individual neighbor, the description overrides the description configured
for the peer group.
Syntax: neighbor peer-group-name peer-group

The peer-group-name parameter specifies the name of the group and can be up to 80 characters long. The name can contain special
characters and internal blanks. If you use internal blanks, you must use quotation marks around the name. For example, the command
neighbor "My Three Peers" peer-group is valid, but the command neighbor My Three Peers peer-group is not valid.

Syntax: [no] neighbor ip-addr | peer-group-name [ advertisement-interval num ] [ default-originate [ route-map map-name ]

[ description string ] [ distribute-list { in | out } num,num... | ACL-num in | out ] [ ebgp-multihop [ num ]] [ filter-list in | out num,num.... |
acl-num | out | weight ] [ maxas-limit in [ num | disable ] [ maximum-prefix num [ threshold ] [ teardown ]] [ next-hop-self ] [ password
string ] [ prefix-list string in | out ] remote-as as-number ] [ remove-private-as ] [ route-map-in | out map-name ][ route-reflector-
client ] [ send-community ] [ soft-reconfiguration inbound ] [ shutdown ] [ timers keep-alive num hold-time num ] [ update-source
loopback num ethernet slot/portnum | loopback num | ve num ][ weight num ][ local-as as-num ]

The ip-addr and peer-group-name parameters indicate whether you are configuring a peer group or an individual neighbor. You can
specify a peer group name or IP address with the neighbor command. If you specify a peer group name, you are configuring a peer
group. If you specify a neighbor IP address, you are configuring that individual neighbor. Use the jp-addr parameter if you are configuring
an individual neighbor instead of a peer group.

The remaining parameters are the same ones supported for individual neighbors.

Applying a peer group to a neighbor

After you configure a peer group, you can add neighbors to the group. When you add a neighbor to a peer group, you are applying all the
neighbor attributes specified in the peer group to the neighbor.
To add neighbors to a peer group, enter commands such as the following.

device (config-bgp-router)# neighbor 192.168.1.12 peer-group PeerGroupl

device (config-bgp-router) # neighbor 192.168.2.45 peer-group PeerGroupl

device (config-bgp-router)# neighbor 192.168.3.69 peer-group PeerGroupl

The commands in this example add three neighbors to the peer group "PeerGroupl”. As members of the peer group, the neighbors
automatically receive the neighbor parameter values configured for the peer group. You also can override the parameters on an individual
neighbor basis. For neighbor parameters not specified for the peer group, the neighbors use the default values.

Syntax: [no] neighbor jp-addr peer-group peer-group-name

The ip-addr parameter specifies the IP address of the neighbor.

Multi-Service IronWare Routing
53-1003203-04 53



Optional BGP4 configuration tasks

The peer-group-name parameter specifies the peer group name.

NOTE
You must add the peer group before you can add neighbors to it.

Administratively shutting down a session with a BGP4 neighbor

You can prevent the device from starting a BGP4 session with a neighbor by administratively shutting down the neighbor. This option is
very useful for situations in which you want to configure parameters for a neighbor, but are not ready to use the neighbor. You can shut
the neighbor down as soon as you have added it to the device, configure the neighbor parameters, then allow the device to reestablish a
session with the neighbor by removing the shutdown option from the neighbor.

When you apply the option to shut down a neighbor, the option takes place immediately and remains in effect until you remove it. If you
save the configuration to the startup configuration file, the shutdown option remains in effect even after a software reload.

The software also contains an option to end the session with a BGP4 neighbor and clear the routes learned from the neighbor. Unlike
this clear option, the option for shutting down the neighbor can be saved in the startup configuration file and can prevent the device from
establishing a BGP4 session with the neighbor even after reloading the software.

NOTE

If you notice that a particular BGP4 neighbor never establishes a session with the device, check the running configuration and
startup configuration files for that device to see whether the configuration contains a command that is shutting down the
neighbor. The neighbor may have been shut down previously by an administrator.

To shut down a BGP4 neighbor, enter commands such as the following.
device (config)# router bgp
device (config-bgp-router)# neighbor 10.157.22.26 shutdown

device (config-bgp-router)# write memory

Syntax: [no] neighbor jp-addr shutdown [ generate-rib-out ]
The ip-addr parameter specifies the IP address of the neighbor.

Optional BGP4 configuration tasks

The following sections describe how to perform optional BGP4 configuration tasks.

Changing the Keep Alive Time and Hold Time

The Keep Alive Time specifies how frequently the device will send KEEPALIVE messages to its BGP4 neighbors. The Hold Time
specifies how long the device will wait for a KEEPALIVE or UPDATE message from a neighbor before concluding that the neighbor is
dead. When the device concludes that a BGP4 neighbor is dead, the device ends the BGP4 session and closes the TCP connection to
the neighbor.

The default Keep Alive time is 60 seconds. The default Hold Time is 180 seconds.

NOTE
Generally, you should set the Hold Time to three times the value of the Keep Alive Time.

NOTE
You can override the global Keep Alive Time and Hold Time on individual neighbors.
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To change the Keep Alive Time to 30 and Hold Time to 90, enter the following command.
device (config-bgp-router)# timers keep-alive 30 hold-time 90
Syntax: [no] timers keep-alive num hold-time num

For each keyword, num indicates the number of seconds. The Keep Alive Time can be O - 65535. The Hold Time can be O or 3 -
65535 (1 and 2 are not allowed). If you set the Hold Time to O, the device waits indefinitely for messages from a neighbor without
concluding that the neighbor is dead.

Changing the BGP4 next-hop update timer

By default, the device updates the BGP4 next-hop tables and affected BGP4 routes five seconds after IGP route changes. You can
change the update timer to a value from 1 through 30 seconds.

To change the BGP4 update timer value to 15 seconds, for example, enter the update-time command at the BGP configuration level of
the CLLI.

device (config-bgp-router) # update-time 15
Syntax: [no] update-time secs

The secs parameter specifies the number of seconds and can be from O through 30. The default is 5. The value of O permits fast BGP4
convergence for situations such as link-failure or IGP route changes. Setting the value to O starts the BGP4 route calculation in sub-
second time. All other values from 1 through 30 are still calculated in seconds.

Enabling fast external fallover

BGP4 devices rely on KEEPALIVE and UPDATE messages from neighbors to signify that the neighbors are alive. For BGP4 neighbors
that are two or more hops away, such messages are the only indication that the BGP4 protocol has concerning the alive state of the
neighbors. As a result, if a neighbor becomes non-operational, the device waits until the Hold Time expires or the TCP connection fails
before concluding that the neighbor is not operational and closing its BGP4 session and TCP connection with the neighbor.

The device waits for the Hold Time to expire before ending the connection to a directly-attached BGP4 neighbor that becomes non-
operational.

For directly-attached neighbors, the device immediately senses loss of a connection to the neighbor from a change of state of the port or
interface that connects the device to the neighbor. For directly-attached EBGP neighbors, the device uses this information to
immediately close the BGP4 session and TCP connection to locally attached neighbors that become non-operational.

NOTE
The fast external failover feature applies only to directly attached EBGP neighbors. The feature does not apply to IBGP
neighbors.

To enable fast external fallover, enter the following command.
device (config-bgp-router)# fast-external-fallover

To disable fast external fallover again, enter the following command.
device (config-bgp-router)# no fast-external-fallover

Syntax: [no] fast-external-fallover
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Changing the maximum number of paths for BGP4 Multipath load sharing

Multipath load sharing enables the device to balance traffic to a route across multiple equal-cost paths of the same route type (EBGP or
IBGP).

To configure the device to perform BGP4 Multipath load sharing:
Enable IP load sharing if it is disabled.
Set the maximum number of BGP4 load sharing paths. The default maximum number is 1, which means no BGP4 load

sharing takes place by default.

NOTE
The maximum number of BGP4 load sharing paths cannot be greater than the maximum number of IP load sharing paths.

How Multipath load sharing affects route selection

During evaluation of multiple paths to select the best path to a given destination (for installment in the IP route table), the device performs
a final comparison of the internal paths. The following events occur when load sharing is enabled or disabled:

When load sharing is disabled, the device prefers the path with the lower device ID if the compare-routerid command is
enabled.

When load sharing and BGP4 Multipath load sharing are enabled, the device balances the traffic across multiple paths instead
of choosing just one path based on device ID.

Refer to How BGP4 selects a path for a route (BGP best path selection algorithm) on page 30 for a description of the BGP4 algorithm.

When you enable IP load sharing, the device can load-balance BGP4 or OSPF routes across up to four equal paths by default. You can
change the number load sharing paths to a value from 2 through 32.

Changing the maximum number of shared BGP4 paths

To change the maximum number of BGP4 shared paths, enter commands such as the following.
device (config) # router bgp
device (config-bgp-router) # maximum-paths 4

device (config-bgp-router)# write memory

Syntax: [no] maximum-paths num | use-load-sharing

The number parameter specifies the maximum number of paths across which the device can balance traffic to a given BGP4 destination.
The number value range is 2 through 32 and the default is 1.

NOTE
The maximum number of paths supported by the BR-MLX-10Gx24-DM module is 16.

When the use-load-sharing option is used in place of the number variable, the maximum IP ECMP path value is determined solely by
the value configured using theip load-sharing command.

Customizing BGP4 Multipath load sharing

By default, when BGP4 Multipath load sharing is enabled, both IBGP and EBGP paths are eligible for load sharing, while paths from
different neighboring autonomous systems are not eligible. You can change load sharing to apply only to IBGP or EBGP paths, or to
support load sharing among paths from different neighboring autonomous systems.
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To enable load sharing of IBGP paths only, enter the following command at the BGP4 configuration level of the CLI.
device (config-bgp-router) # multipath ibgp

To enable load sharing of EBGP paths only, enter the following command at the BGP4 configuration level of the CLI.
device (config-bgp-router) # multipath ebgp

To enable load sharing of paths from different neighboring autonomous systems, enter the following command at the BGP4
configuration level of the CLI.

device (config-bgp)# multipath multi-as
Syntax: [no] multipath ebgp | ibgp | multi-as

The ebgp, bgp, and multi-as parameters specify the change you are making to load sharing:
ebgp - Multipath load sharing applies only to EBGP paths. Multipath load sharing is disabled for IBGP paths.
ibgp - Multipath load sharing applies only to IBGP paths. Multipath load sharing is disabled for EBGP paths.

multi-as - Multipath load sharing is enabled for paths from different autonomous systems.

By default, load sharing applies to EBGP and IBGP paths, and does not apply to paths from different neighboring autonomous systems.

Enhancements to BGP4 Multipath load sharing

Enhancements to BGP4 Multipath load sharing allows support for load sharing of BGP4 routes in IP ECMP even if the BGP4 Multipath
load sharing feature is not enabled through the use-load-sharing option to the maximum-paths command. Using the following
commands, you can also set separate values for IBGP and EBGP multipath load sharing.

To set the number of equal-cost multipath IBGP routes or paths that will be selected, enter commands such as the following.

device (config)# router bgp
device (config-bgp) # maximum-paths ibgp

Syntax: [no] maximum-paths ibgp number

The number variable specifies the number of equal-cost multipath IBGP routes that will be selected. The range is 2 to 32. If the value is
set to 1, BGP4 level equal-cost multipath is disabled for IBGP routes.

To set the number of equal-cost multipath EBGP routes or paths that will be selected, enter commands such as the following.

device (config) # router bgp
device (config-bgp) # maximum-paths ebgp

Syntax: [no] maximum-paths ebgp num

The number variable specifies the number of equal-cost multipath EBGP routes that will be selected. The range is 2 to 32. If the value is
set to 1, BGP4 level equal-cost multipath is disabled for EBGP routes.

Specifying a list of networks to advertise

By default, the device sends BGP4 routes only for the networks you either identify with the network command or are redistributed into
BGP4 from OSPF, IS-IS, RIP, or connected routes.

NOTE
The exact route must exist in the IP route table before the device can create a local BGP4 route.

To configure the device to advertise network 10.157.22.0/24, enter the following command.

device (config-bgp-router)# network 10.157.22.0 255.255.255.0
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Syntax: [no] network jp-addr ip-mask [route-map map-name] | [weight num] | [backdoor]
The ip-addr is the network number and the ip-mask specifies the network mask.

The route-map map-name parameter specifies the name of the route map you want to use to set or change BGP4 attributes for the
network you are advertising. The route map must already be configured. If it is not, the default action is to deny redistribution.

The weight num parameter specifies a weight to be added to routes to this network.

The backdoor parameter changes the administrative distance of the route to this network from the EBGP administrative distance (20 by
default) to the Local BGP4 weight (200 by default), tagging the route as a backdoor route. Use this parameter when you want the device
to prefer IGP routes such as RIP or OSPF routes over the EBGP route for the network.

Specifying a route map when configuring BGP4 network advertising

You can specify a route map when you configure a BGP4 network to be advertised. The device uses the route map to set or change
BGP4 attributes when creating a local BGP4 route.

NOTE
You must configure the route map before you can specify the route map name in a BGP4 network configuration; otherwise, the
route is not imported into BGP4.

To configure a route map, and use it to set or change route attributes for a network you define for BGP4 to advertise, enter commands
such as the following.

device (config) # route-map set net permit 1

device (config-routemap set net)# set community no-export
device (config-routemap set net)# exit
(
(

device (config)# router bgp
device (config-bgp) # network 10.100.1.0/24 route-map set net

The first two commands in this example create a route map named "set_net" that sets the community attribute for routes that use the
route map to "NO_EXPORT". The next two commands change the CLI to the BGP4 configuration level. The last command configures a
network for advertising from BGP4, and associates the "set_net" route map with the network. When BGP4 originates the
10.100.1.0/24 network, BGP4 also sets the community attribute for the network to "NO_EXPORT".

Changing the default local preference

When the device uses the BGP4 algorithm to select a route to send to the IP route table, one of the parameters the algorithm uses is the
local preference. Local preference indicates a degree of preference for a route relative to other routes. BGP4 neighbors can send the local
preference value as an attribute of a route in an UPDATE message.

Local preference applies only to routes within the local AS. BGP4 devices can exchange local preference information with neighbors who
also are in the local AS, but BGP4 devices do not exchange local preference information with neighbors in remote autonomous systems.

The default local preference is 100. For routes learned from EBGP neighbors, the default local preference is assigned to learned routes.
For routes learned from IBGP neighbors, the local preference value is not changed for the route.

When the BGP4 algorithm compares routes on the basis of local preferences, the route with the higher local preference is chosen.

NOTE
To set the local preference for individual routes, use route maps.

To change the default local preference to 200, enter the following command.

device (config-bgp) # default-local-preference 200

Multi-Service IronWare Routing
58 53-1003203-04



Optional BGP4 configuration tasks

Syntax: [no] default-local-preference num

The num parameter indicates the preference and can be a value from O - 4294967295.

Using the IP default route as a valid next-hop for a BGP4 route

By default, the device does not use a default route to resolve a BGP4 next-hop route. If the IP route lookup for the BGP4 next-hop does
not result in a valid IGP route (including static or direct routes), the BGP4 next-hop is considered to be unreachable and the BGP4 route
is not used.

In some cases, such as when the device is acting as an edge device, you can allow the device to use the default route as a valid next-hop.
To do so, enter the following command at the BGP4 configuration level of the CLI.

device (config-bgp)# next-hop-enable-default

Syntax: [no] next-hop-enable-default

Changing the default MED (Metric) used for route redistribution

The Brocade device can redistribute directly connected routes, static IP routes, RIP routes, IS-IS routes, and OSPF routes into BGP4. By
default, BGP4 uses zero (0) for direct connected routes and the metric (MED) value of IGP routes in the IP route table. The MED is a
global parameter that specifies the cost that will be applied to all routes, if assigned, when they are redistributed into BGP4. When routes
are selected, lower metric values are preferred over higher metric values. The default, the BGP4 MED value is not assigned.

NOTE
RIP, IS-IS, and OSPF also have default metric parameters. The parameters are set independently for each protocol and have
different ranges.

To change the default metric to 40, enter the following command.
device (config-bgp-router) #default-metric 40

Syntax: default-metric num

The num indicates the metric and can be a value from O through 4294967295.

Enabling next-hop recursion

For each BGP4 route learned, the device performs a route lookup to obtain the IP address of the next-hop for the route. A BGP4 route is
eligible for addition in the IP route table only if the following conditions are true:

The lookup succeeds in obtaining a valid next-hop IP address for the route.

The path to the next-hop IP address is an IGP path or a static route path.

By default, the software performs only one lookup for the next-hop IP address for the BGP4 route. If the next-hop lookup does not result
in a valid next-hop IP address, or the path to the next-hop IP address is a BGP4 path, the software considers the BGP4 route destination
to be unreachable. The route is not eligible to be added to the IP route table.

The BGP4 route table can contain a route with a next-hop IP address that is not reachable through an IGP route, even though the device
can reach a hop farther away through an IGP route. This can occur when the IGPs do not learn a complete set of IGP routes, so the
device learns about an internal route through IBGP instead of through an IGP. In this case, the IP route table will not contain a route that
can be used to reach the BGP4 route destination.

To enable the device to find the IGP route to the next-hop gateway for a BGP4 route, enable recursive next-hop lookups. With this
feature enabled, if the first lookup for a BGP4 route results in an IBGP path that originated within the same AS, rather than an IGP path or
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static route path, the device performs a lookup on the next-hop IP address for the next-hop gateway. If this second lookup results in an
IGP path, the software considers the BGP4 route to be valid and adds it to the IP route table. Otherwise, the device performs another
lookup on the next-hop IP address of the next-hop for the next-hop gateway, and so on, until one of the lookups results in an IGP route.

NOTE
You must configure a static route or use an IGP to learn the route to the EBGP multihop
peer.

Enabling recursive next-hop lookups

The recursive next-hop lookups feature is disabled by default. To enable recursive next-hop lookups, enter the following command at the
BGP4 configuration level of the CLI.

device (config-bgp-router) # next-hop-recursion

Syntax: [no] next-hop-recursion

Example when recursive route lookups are disabled

The output here shows the results of an unsuccessful next-hop lookup for a BGP4 route. In this case, next-hop recursive lookups are
disabled. This example is for the BGP4 route to network 10.0.0.0/24.

device# show ip bgp route

Total number of BGP Routes: 5

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED

Prefix Next Hop MED LocPrf Weight Status

1 0.0.0.0/0 10.1.0.2 0 100 0 BI

AS PATH: 65001 4355 701 80
2 10.10.0.0/24 10.0.0.1 1 100 0 BI

AS PATH: 65001 4355 1
3 10.40.0.0/24 10.1.0.2 0 100 0 BI

AS PATH: 65001 4355 701 1 189
4 10.0.0.0/24 10.0.0.1 1 100 0 I

AS PATH: 65001 4355 3356 7170 1455
5 10.25.0.0/24 10.157.24.1 1 100 0 I

AS PATH: 65001 4355 701

In this example, the device cannot reach 10.0.0.0/24, because the next-hop IP address for the route is an IBGP route instead of an IGP
route, and is considered unreachable by the device. The IP route table entry for the next-hop gateway for the BGP4 route’s next-hop
gateway (10.0.0.1/24) is shown here.

device#show ip route 10.0.0.1

Total number of IP routes: 37
Network Address Gateway Port Cost Type
10.0.0.0 10.0.0.1 1/1 1 B

Since the route to the next-hop gateway is a BGP4 route, and not an IGP route, it cannot be used to reach 10.0.0.0/24. In this case, the
device tries to use the default route, if present, to reach the subnet that contains the BGP4 route next-hop gateway.

device#show ip route 10.0.0.0/24

Total number of IP routes: 37
Network Address Gateway Port Cost Type
0.0.0.0 10.0.0.202 1/1 1 S
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Example when recursive route lookups are enabled

When recursive next-hop lookups are enabled, the device continues to look up the next-hop gateways along the route until the device
finds an IGP route to the BGP4 route destination.

device# show ip bgp route

Total number of BGP Routes: 5

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED

Prefix Next Hop MED LocPrf Weight Status

1 0.0.0.0/0 10.1.0.2 0 100 0 BI

AS PATH: 65001 4355 701 80
2 10.10.0.0/24 10.0.0.1 1 100 0 BI

AS PATH: 65001 4355 1
3 10.40.0.0/24 10.1.0.2 0 100 0 BI

AS PATH: 65001 4355 701 1 189
4 10.0.0.0/24 10.0.0.1 1 100 0 BI

AS PATH: 65001 4355 3356 7170 1455
5 10.25.0.0/24 10.157.24.1 1 100 0 I

AS PATH: 65001 4355 701
The first lookup results in an IBGP route, to network 10.0.0.0/24.

device# show ip route 10.0.0.1
Total number of IP routes: 38
Network Address Gateway Port Cost Type
10.0.0.0 10.0.0.1 1/1 1 B
AS PATH: 65001 4355 1

Since the route to 10.0.0.1/24 is not an IGP route, the device cannot reach the next hop through IP, and so cannot use the BGP4 route.
In this case, since recursive next-hop lookups are enabled, the device next performs a lookup for the next-hop gateway to 10.0.0.1’s
next-hop gateway, 10.0.0.1.

device# show ip bgp route 10.0.0.0
Number of BGP Routes matching display condition : 1
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED_EBGP D:DAMPED
H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED
Prefix Next Hop MED LocPrf Weight Status
1 10.0.0.0/24 10.0.0.1 1 100 0 BI
AS PATH: 65001 4355 1

The next-hop IP address for 10.0.0.1 is not an IGP route, which means the BGP4 route destination still cannot be reached through IP.
The recursive next-hop lookup feature performs a lookup on the next-hop gateway for 10.0.0.1

device# show ip route 10.0.0.1

Total number of IP routes: 38

Network Address Gateway Port Cost Type
10.0.0.0 0.0.0.0 1/1 1 D

AS PATH: 65001 4355 1 1

This lookup results in an IGP route that is a directly-connected route. As a result, the BGP4 route destination is now reachable through
IGP, which means the BGP4 route can be added to the IP route table. The IP route table with the BGP4 route is shown here.

device# show ip route 10.0.0.0/24
Total number of IP routes: 38
Network Address Gateway Port Cost Type
10.0.0.0 10.0.0.1 1/1 1 B
AS PATH: 65001 4355 1

The device can use this route because it has an IP route to the next-hop gateway. Without recursive next-hop lookups, this route would
not be in the IP route table.
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Changing administrative distances

BGP4 devices can learn about networks from various protocols, including the EBGP portion of BGP4, and IGPs such as OSPF, IS-IS,
and RIP, the routes to a network may differ depending on the protocol from which the routes were learned.

To select one route over another based on the source of the route information, the device can use the administrative distances assigned
to the sources. The administrative distance is a protocol-independent metric that IP devices use to compare routes from different
sources.

The device re-advertises a learned best BGP4 route to neighbors even when the route table manager does not also select that route for
installation in the IP route table. The best BGP4 route is the BGP4 path that BGP4 selects based on comparison of the paths’ BGP4
route parameters.

When selecting a route from among different sources (BGP4, OSPF, RIP, IS-IS, static routes, and so on), the software compares the
routes on the basis of the administrative distance for each route. If the administrative distance of the paths is lower than the administrative
distance of paths from other sources (such as static IP routes, RIP, or OSPF), the BGP4 paths are installed in the IP route table.

The default administrative distances on the device are:
Directly connected - O (this value is not configurable)
Static - 1 is the default and applies to all static routes, including default routes. This can be assigned a different value.
EBGP - 20
OSPF - 110
IS-IS - 115
RIP - 120
IBGP - 200
Local BGP4 - 200

Unknown - 255 (the device will not use this route)

Lower administrative distances are preferred over higher distances. For example, if the device receives routes for the same network from
OSPF and from RIP, the device will prefer the OSPF route by default. The administrative distances are configured in different places in
the software. The device re-advertises a learned best BGP4 route to neighbors by default, regardless of whether the administrative
distance for the route is lower than the administrative distances of other routes from different route sources to the same destination:

To change the EBGP, IBGP, and Local BGP4 default administrative distances, refer to the instructions in this section.
To change the default administrative distance for OSPF, RIP, IS-IS, refer to Configuring a static BGP4 network on page 112.

To change the default administrative distances for EBGP, IBGP, and Local BGP4, enter a command such as the following.
device (config-bgp-router) # distance 200 200 200

Syntax: [no] distance external-distance internal-distance local-distance

The external-distance sets the EBGP distance and can be a value from 1 through 255.

The internal-distance sets the IBGP distance and can be a value from 1 through 255.

The local-distance sets the Local BGP4 distance and can be a value from 1 through 255.
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Requiring the first AS to be the neighbor AS

By default, the Brocade device does not require the first AS listed in the AS_SEQUENCE field of an AS path update message from
EBGP neighbors to be the AS of the neighbor that sent the update. However, you can enable the Brocade device to have this
requirement. You can enable this requirement globally for the device, or for a specific neighbor or peer group. This section describes how
to enable this requirement.

When you configure the device to require that the AS an EBGP neighbor is in be the same as the first AS in the AS_SEQUENCE field of
an update from the neighbor, the device accepts the update only if the AS numbers match. If the AS numbers do not match, the Brocade
device sends a notification message to the neighbor and closes the session. The requirement applies to all updates received from EBGP
neighbors.

The hierarchy for enforcement of this feature is: a neighbor will try to use the enforce-first-as value if one is configured; if none is
configured, the neighbor will try to use the configured value for a peer group. If neither configuration exists, enforcement is simply that of
the global configuration (which is disabled by default).

To enable this feature globally, enter the enforce-first-as command at the BGP4 configuration level of the CLI.
device (config-bgp) # enforce-first-as

Syntax: [no] enforce-first-as

To enable this feature for a specific neighbor, enter the following command at the BGP4 configuration level.
device (config-bgp) # neighbor 10.1.1.1 enforce-first-as enable

Syntax: [no] neighbor jp-address enforce-first-as [ enable | disable ]
The ip-address value is the IP address of the neighbor.

When the first-as requirement is enabled, its status appears in the output of the show running configuration command. The optional last
keyword choice of enable or disable lets you specify whether the output of the show running configuration command includes the
configuration of the first-as requirement. This option allows the show running configuration command output to show what is actually
configured.

To enable this feature for a peer group, enter the following command at the BGP4 configuration level.
device (config-bgp) # neighbor Peergroupl enforce-first-as enable

Syntax: [no] neighbor peer-group-name enforce-first-as [ enable | disable ]

The peer-group-name value is the name of the peer group.

When the first-as requirement is enabled, its status appears in the output of the show running configuration command. The optional last
keyword choice, that of enable or disable , lets you specify whether the output of the show running configuration command includes the
configuration of the first-as requirement: this option helps the show running command output to show what you have actually configured.

The following example shows a running configuration with the first-as enforcement items (for global, peer group, and neighbor) in bold.
device (config) # router bgp

BGP4: Please configure 'local-as' parameter in order to enable BGP4.
device (config-bgp) # local-as 1

device (config-bgp)# enforce-first-as

device (config-bgp)# neighbor abc peer-group

device (config-bgp) # neighbor abc remote-as 2

device (config-bgp)# neighbor abc enforce-first-as disable

device (config-bgp)# neighbor 192.168.1.2 peer—-group abc

device (config-bgp) # neighbor 192.168.1.2 enforce-first-as enable
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Disabling or re-enabling comparison of the AS-Path length

AS-Path comparison is Step 5 in the algorithm that BGP4 uses to select the next path for a route. Comparison of the AS-Path length is
enabled by default. To disable it, enter the following command at the BGP4 configuration level of the CLI.

device (config-bgp) # as-path-ignore
Syntax: [no] as-path-ignore

This command disables comparison of the AS-Path lengths of otherwise equal paths. When you disable AS-Path length comparison, the
BGP4 algorithm shown in How BGP4 selects a path for a route (BGP best path selection algorithm) on page 30 skips from Step 4 to
Step 6.

Enabling or disabling comparison of device IDs

Device ID comparison is Step 11 in the algorithm BGP4 uses to select the next path for a route.

NOTE
Comparison of device IDs is applicable only when BGP4 load sharing is disabled.

When device ID comparison is enabled, the path comparison algorithm compares the device IDs of the neighbors that sent the otherwise
equal paths:

If BGP4 load sharing is disabled (maximum-paths 1), the instructions in this section selects the path that came from the
neighbor with the lower device ID.

If BGP4 load sharing is enabled, the device load shares among the remaining paths. In this case, the device ID is not used to
select a path.

NOTE
Device ID comparison is disabled by default.

To enable device ID comparison, enter the compare-routerid command at the BGP4 configuration level of the CLI.
device (config-bgp-router)# compare-routerid

Syntax: [no] compare-routerid

Configuring the device to always compare Multi-Exit Discriminators

A Multi-Exit Discriminator (MED) is a value that the BGP4 algorithm uses when it compares multiple paths received from different BGP4
neighbors in the same AS for the same route. In BGP4, a MED for a route is equivalent to its metric.

BGP4 compares the MEDs of two otherwise equivalent paths if and only if the routes were learned from the same neighboring AS. This
behavior is called deterministic MED. Deterministic MED is always enabled and cannot be disabled.

You can enable the device to always compare the MEDs, regardless of the AS information in the paths. For example, if the device
receives UPDATES for the same route from neighbors in three autonomous systems, the device can compare the MEDs of all the paths
together instead of comparing the MEDs for the paths in each autonomous system individually.

To enable this comparison, enter the always-compare-med command at the BGP4 configuration level of the CLI. This option is disabled
by default.
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NOTE

By default, value O (most favorable) is used in MED comparison when the MED attribute is not present. The default MED
comparison results in the device favoring route paths that do not have their MEDs. Use the med-missing-as-worst command
to force the device to regard a BGP4 route with a missing MED attribute as the least favorable route, when comparing the
MEDs of the routes.

NOTE
MED comparison is not performed for internal routes originated within the local AS or confederation unless the compare-med-
empty-aspath command is configured.

To configure the device to always compare MEDs, enter the following command.
device (config-bgp-router) # always-compare-med
Syntax: [no] always-compare-med
The following BGP4 command directs BGP4 to take the MED value into consideration even if the route has an empty as-path path
attribute.

device (config) # router bgp
device (config-bgp-router) # compare-med-empty-aspath

Syntax: [no] compare-med-empty-aspath

Treating missing MEDs as the worst MEDs

By default, the device favors a lower MED over a higher MED during MED comparison. Since the device assigns the value O to a route
path MED if the MED value is missing, the default MED comparison results in the device favoring the route paths that are missing their
MEDs.

To change this behavior so that the device favors a route that has a MED over a route that is missing its MED, enter the following
command at the BGP4 configuration level of the CLI.

device (config-bgp-router) #med-missing-as-worst
Syntax: [no] med-missing-as-worst

NOTE

This command affects route selection only when route paths are selected based on MED comparison. It is still possible for a
route path that is missing its MED to be selected based on other criteria. For example, a route path with no MED can be
selected if its weight is larger than the weights of the other route paths.

Configuring route reflection parameters

Normally, all the BGP4 devices within an AS are fully meshed. Since each device has an IBGP session with each of the other BGP4
devices in the AS, each IBGP device has a route for each IBGP neighbor. For large autonomous systems containing many IBGP devices,
the IBGP route information in each fully-meshed IBGP device may introduce too much administrative overhead.

To avoid this overhead, you can organize your IGP devices into clusters:

A cluster is a group of IGP devices organized into route reflectors and route reflector clients. You configure the cluster by
assigning a cluster ID on the route reflector and identifying the IGP neighbors that are members of that cluster. All configuration
for route reflection takes place on the route reflectors. Clients are unaware that they are members of a route reflection cluster. All
members of the cluster must be in the same AS. The cluster ID can be any number from 1 - 4294967295, or an IP address.
The default is the device ID expressed as a 32-bit number.
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NOTE
If the cluster contains more than one route reflector, you need to configure the same cluster ID on all the route reflectors in the
cluster. The cluster ID helps route reflectors avoid loops within the cluster.

A route reflector is an IGP device configured to send BGP4 route information to all the clients (other BGP4 devices) within the
cluster. Route reflection is enabled on all BGP4 devices by default but does not take effect unless you add route reflector clients
to the device.

A route reflector client is an IGP device identified as a member of a cluster. You identify a device as a route reflector client on the
device that is the route reflector, not on the client. The client itself requires no additional configuration. In fact, the client does not
know that it is a route reflector client. The client just knows that it receives updates from its neighbors and does not know
whether one or more of those neighbors are route reflectors.

NOTE
Route reflection applies only among IBGP devices within the same AS. You cannot configure a cluster that spans multiple
autonomous systems.

This is an example of a route reflector configuration. In this example, two devices are configured as route reflectors for the same cluster,
which provides redundancy in case one of the reflectors becomes unavailable. Without redundancy, if a route reflector becomes
unavailable, the clients for that device are cut off from BGP4 updates.

AS1 contains a cluster with two route reflectors and two clients. The route reflectors are fully meshed with other BGP4 devices, but the
clients are not fully meshed and rely on the route reflectors to propagate BGP4 route updates.

FIGURE 5 A route reflector configuration
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Support for RFC 4456

Route reflection on Brocade devices is based on RFC 4456. This updated RFC helps eliminate routing loops that are possible in some
implementations of the older specification, RFC 1966. These instances include:

The device adds the route reflection attributes only if it is a route reflector, and only when advertising IBGP route information to
other IBGP neighbors. The attributes are not used when communicating with EBGP neighbors.

A device configured as a route reflector sets the ORIGINATOR_ID attribute to the device ID of the device that originated the
route. The route reflector sets this attribute only if this is the first time the route is being reflected (sent by a route reflector).

If a device receives a route with an ORIGINATOR_ID attribute value that is the same as the ID of the device, the device discards
the route and does not advertise it. By discarding the route, the device prevents a routing loop.

The first time a route is reflected by a device configured as a route reflector, the route reflector adds the CLUSTER_LIST
attribute to the route. Other route reflectors that receive the route from an IBGP neighbor add their cluster IDs to the front of the
routes CLUSTER_LIST. If the route reflector does not have a cluster ID configured, the device adds its device ID to the front of
the CLUSTER_LIST.

If a device configured as a route reflector receives a route with a CLUSTER_LIST that contains the cluster ID of the route
reflector, the route reflector discards the route.

Configuration procedures for BGP4 route reflector

To configure a Brocade device to be a BGP4 route reflector, use either of the following methods.

NOTE
All configuration for route reflection takes place on the route reflectors, not on the
clients.

Enter the following commands to configure a Brocade device as route reflector 1. To configure route reflector 2, enter the same
commands on the device that will be route reflector 2. The clients require no configuration for route reflection.

device (config-bgp)# cluster-id 1
Syntax: [no] cluster-id num | ip-addr

The num and ip-addr parameters specify the cluster ID and can be a number from 1 - 4294967295, or an IP address. The default is
the device ID. You can configure one cluster ID on the device. All route-reflector clients for the device are members of the cluster.

NOTE
If the cluster contains more than one route reflector, you need to configure the same cluster ID on all the route reflectors in the
cluster. The cluster ID helps route reflectors avoid loops within the cluster.

To add an IBGP neighbor to the cluster, enter the following command:
device (config-bgp) # neighbor 10.0.1.0 route-reflector-client

Syntax: [no] neighbor jp-addr route-reflector-client

Disabling or re-enabling client-to-client route reflection

By default, the clients of a route reflector are not required to be fully meshed. Routes from a client are reflected to other clients. However,
if the clients are fully meshed, route reflection is not required between clients.
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If you need to disable route reflection between clients, enter the no client-to-client-reflection command. When this feature is disabled,
route reflection does not occur between clients does still occur between clients and non-clients.

device (config-bgp)# no client-to-client-reflection
Enter the following command to re-enable the feature.
device (config-bgp) # client-to-client-reflection

Syntax: [no] client-to-client-reflection

Configuring confederations

A confederation is a BGP4 Autonomous System (AS) that has been subdivided into multiple, smaller autonomous systems. Subdividing
an AS into smaller autonomous systems simplifies administration and reduces BGP4-related traffic, which in turn reduces the complexity
of the Interior Border Gateway Protocol (IBGP) mesh among the BGP4 devices in the AS.

The Brocade implementation of this feature is based on RFC 3065.

Normally, all BGP4 devices within an AS must be fully meshed, so that each BGP4 device has BGP4 sessions to all the other BGP4
devices within the AS. This is feasible in smaller autonomous systems, but becomes unmanageable in autonomous systems containing
many BGP4 devices.

When you configure BGP4 devices into a confederation, all the devices within a sub-AS (a subdivision of the AS) use IBGP and must be
fully meshed. However, devices use EBGP to communicate between different sub-autonomous systems.

NOTE
Another way to reduce the complexity of an IBGP mesh is to use route reflection. However, if you want to run different Interior
Gateway Protocols (IGPs) within an AS, you must configure a confederation. You can run a separate IGP within each sub-AS.

To configure a confederation, configure groups of BGP4 devices into sub-autonomous systems. A sub-AS is simply an AS. The term
"sub-AS" distinguishes autonomous systems within a confederation from autonomous systems that are not in a confederation. For the
viewpoint of remote autonomous systems, the confederation ID is the AS ID. Remote autonomous systems do not know that the AS
represents multiple sub-autonomous systems with unique AS IDs.

NOTE

You can use any valid AS numbers for the sub-autonomous systems. If your AS is connected to the Internet, Brocade
recommends that you use numbers from within the private AS range (64512 through 65535). These are private autonomous
system numbers and BGP4 devices do not propagate these AS numbers to the Internet.
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FIGURE 6 Example BGP4 confederation

Confederation 10 AS 20

Sub-AS 64512
IBGP
Router A Router B
EBGP
EBGP
Sub-AS 64513
This BGP4 router sees all
traffic from Confederation 10
IBGP as traffic from AS 10,
Routers cutside the confederation
do not know or care that the routers
Router C Router D are subdivided into sub-ASs within a
confaderation,

In this example, four devices are configured into two sub-autonomous systems, each containing two of the devices. The sub-
autonomous systems are members of confederation 10. Devices within a sub-AS must be fully meshed and communicate using IBGP.
In this example, devices A and B use IBGP to communicate. devices C and D also use IBGP. However, the sub-autonomous systems
communicate with one another using EBGP. For example, device A communicates with device C using EBGP. The devices in the
confederation communicate with other autonomous systems using EBGP.

Devices in other autonomous systems are unaware that devices A through D are configured in a confederation. In fact, when devices in
confederation 10 send traffic to devices in other autonomous systems, the confederation ID is the same as the AS number for the
devices in the confederation. Thus, devices in other autonomous systems see traffic as coming from AS 10 and are unaware that the
devices in AS 10 are subdivided into sub-autonomous systems within a confederation.

Configuring a BGP4 confederation

To configure a BGP4 configuration, perform these configuration tasks on each BGP4 device within the confederation:
Configure the local AS number. The local AS number indicates membership in a sub-AS. All BGP4 devices with the same local
AS number are members of the same sub-AS. BGP4 devices use the local AS number when communicating with other BGP4
devices in the confederation.
Configure the confederation ID. The confederation ID is the AS number by which BGP4 devices outside the confederation
recognize the confederation. A BGP4 device outside the confederation is not aware of, and does not care that BGP4 devices
are in multiple sub-autonomous systems. A BGP4 device uses the confederation ID to communicate with devices outside the
confederation. The confederation ID must differ from the sub-AS numbers.
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+  Configure the list of the sub-AS numbers that are members of the confederation. All devices within the same sub-AS use IBGP
to exchange device information. Devices in different sub-autonomous systems within the confederation use EBGP to exchange
device information.

To configure four devices to be members of confederation 10 (consisting of sub-autonomous systems 64512 and 64513), enter
commands such as the following.

Commands for device A

deviceA (config) # router bgp

deviceA (config-bgp) # local-as 64512

deviceA (config-bgp) # confederation identifier 10
deviceA (config-bgp) # confederation peers 64512 64513
deviceA (config-bgp) # write memory

Syntax: [no] local-as num

The num parameter with the local-as command indicates the AS number for the BGP4 devices within the sub-AS. You can specify a
number in the range 1 - 4294967295. | Brocade recommends that you use a number within the range of well-known private
autonomous systems, 64512 through 65535.

Syntax: [no] confederation identifier num

The num parameter with the confederation identifier command indicates the confederation number. The confederation ID is the AS
number by which BGP4 devices outside the confederation recognize the confederation. A BGP4 device outside the confederation is not
aware of, and does not care that your BGP4 devices are in multiple sub-autonomous systems. BGP4 devices use the confederation ID
when communicating with devices outside the confederation. The confederation ID must be different from the sub-AS numbers. For the
num parameter, you can specify a number in the range 1 - 4294967295.

Syntax: [no] confederation peers num [num ...]

The num parameter with the confederation peers command indicates the sub-AS numbers for the sub-autonomous systems in the
confederation. You can list all sub-autonomous systems in the confederation. You must specify all the sub-autonomous systems with
which this device has peer sessions in the confederation. All the devices within the same sub-AS use IBGP to exchange device
information. Devices in different sub-autonomous systems within the confederation use EBGP to exchange device information. The num
is @ number in the range 1 - 4294967295.

Commands for device B

deviceB (config)# router bgp

deviceB (config-bgp)# local-as 64512

deviceB (config-bgp)# confederation identifier 10
deviceB (config-bgp) # confederation peers 64512 64513
deviceB (config-bgp) # write memory

Commands for device C

deviceC (config)# router bgp

deviceC (config-bgp)# local-as 64513

deviceC (config-bgp) # confederation identifier 10
deviceC (config-bgp) # confederation peers 64512 64513
deviceC(config-bgp) # write memory

Commands for device D

deviceD (config)# router bgp
deviceD (config-bgp)# local-as 64513
deviceD (config-bgp) # confederation identifier 10
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deviceD (config-bgp) # confederation peers 64512 64513
deviceD (config-bgp) # write memory

Aggregating routes advertised to BGP4 neighbors

By default, the device advertises individual routes for all networks. The aggregation feature allows you to configure the device to
aggregate routes from a range of networks into a single network prefix. For example, without aggregation, the device will individually
advertise routes for networks 10.95.1.0/24, 10.95.2.0/24, and 10.95.3.0/24. You can configure the device to end a single, aggregate
route for the networks instead. The aggregate route can be advertised as 10.95.0.0/16.

To aggregate routes for 10.157.22.0/24, 10.157.23.0/24, and 10.157.24.0/24, enter the following command.
device (config-bgp) # aggregate-address 10.157.0.0 255.255.0.0

Syntax: [no] aggregate-address jp-addr ip-mask [ as-set ] [ summary-only ] [ suppress-map map-name ] [ advertise-map map-
name ] [ attribute-map map-name |

The ip-addr and ip-mask parameters specify the aggregate value for the networks. Specify O for the host portion and for the network
portion that differs among the networks in the aggregate. For example, to aggregate 10.0.1.0/24, 10.0.2.0/24, and 10.0.3.0/24, enter
the IP address 10.0.0.0 and the network mask 255.255.0.0.

The as-set parameter causes the device to aggregate AS-path information for all the routes in the aggregate address into a single AS-
path.

The summary-only parameter prevents the device from advertising more specific routes contained within the aggregate route.
The suppress-map map-name parameter prevents the more specific routes contained in the specified route map from being advertised.
The advertise-map map-name parameter configures the device to advertise the more specific routes in the specified route map.

The attribute-map map-name parameter configures the device to set attributes for the aggregate routes based on the specified route
map.

NOTE
For the suppress-map , advertise-map , and attribute-map parameters, the route map must already be
defined.

Configuring BGP4 restart

BGP4 restart can be configured for a global routing instance or for a specified Virtual Routing and Forwarding (VRF) instance. The
following sections describe how to enable the BGP4 restart feature.

Configuring BGP4 Restart for the global routing instance
Use the following command to enable the BGP4 Restart feature globally on a device.

device (config) # router bgp
device (config-bgp-router)# graceful-restart

Syntax: [no] graceful-restart
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Configuring BGP4 Restart for a VRF

Use the following command to enable the BGP4 Restart feature for a specified VRF.
device (config) # router bgp
device (config-bgp-router)# address-family ipv4 unicast vrf blue

device (config-bgp-ipv4u-vrf) # graceful-restart

Syntax: [no] graceful-restart

Configuring timers for BGP4 Restart (optional)

You can optionally configure the following timers to change their values from the default values:
*  Restart Timer
+  Stale Routes Timer

Purge Timer

The seconds variable sets the maximum restart wait time advertised to neighbors. Possible values are 1- 3600 seconds. The default
value is 120 seconds.

Configuring the restart timer for BGP4 Restart

Use the following command to specify the maximum amount of time a device will maintain routes from and forward traffic to a restarting
device.

device (config-bgp) # graceful-restart restart-time 150
Syntax: [no] graceful-restart restart-time seconds

The seconds variable sets the maximum restart wait time advertised to neighbors. Possible values are 1 through 3600 seconds. The
default value is 120 seconds.

Configuring BGP4 Restart stale routes timer

Use the following command to specify the maximum amount of time a helper device will wait for an end-of-RIB message from a peer
before deleting routes from that peer.

device (config-bgp) # graceful-restart stale-routes-time 120
Syntax: [no] graceful-restart stale-routes-time seconds

The seconds variable sets the maximum time before a helper device cleans up stale routes. Possible values are 1 through 3600
seconds. The default value is 360 seconds.

Configuring BGP4 Restart purge timer

Use the following command to specify the maximum amount of time a device will maintain stale routes in its routing table before purging
them.

device (config-bgp) # graceful-restart purge-time 900
Syntax: [no] graceful-restart purge-time seconds

The seconds variable sets the maximum time before a restarting device cleans up stale routes. Possible values are 1 - 3600 seconds.
The default value is 600 seconds.
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BGP4 nullO routing

BGP4 considers the nullO route in the routing table (for example, static route) as a valid route, and can use the nullO route to resolve the
next hop. If the next hop for BGP4 resolves into a nullO route, the BGP4 route is also installed as a nullO route in the routing table.

The nullO routing feature allows network administrators to block certain network prefixes using nullO routes and route-maps, directing a
remote device to drop all traffic for a network prefix by redistributing a nullO route into BGP4.

This example shows a topology for a nullO routing application example.

FIGURE 7 SAMPLE nullO routing application

Configuring BGP4 nullO routing
The following example configures a nullO routing application to stop denial of service attacks from remote hosts on the Internet.
1. Select a device, for example, device 6, to distribute nullO routes throughout the BGP4 network.

2. To configure a route-map perform the following step.
Configure a route-map to match a particular tag (50) and set the next-hop address to an unused network address
(192.168.0.1).
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Set the local-preference to a value higher than any possible internal or external local-preference (50).
Complete the route map by setting origin to IGP.

On device 6, redistribute the static routes into BGP4, using route-map route-map-name (redistribute static route-map block
user).

To configure a route-map perform the following step.

+ Ondevice 1, (the device facing the Internet), configure a nullO route matching the next-hop address in the route-map (ip
route 192.168.0.1/32 nullO).

Repeat step 3 for all devices interfacing with the Internet (edge corporate devices). In this case, device 2 has the same nullO
route as device 1.

On device 6, configure the network prefixes associated with the traffic you want to drop. The static route IP address references a
destination address. You must point the static route to the egress port, (for example, Ethernet 3/7), and specify the tag 50,

matching the route-map configuration.

Configuration examples

Device 6

The following configuration defines specific prefixes to filter:

device (config)# ip route 10.0.0.40/29 ethernet 3/7 tag 50
device (config)# ip route 10.0.0.192/27 ethernet 3/7 tag 50
device (config)# ip route 10.014.0/23 ethernet 3/7 tag 50

The following configuration redistributes routes into BGP4.

device (config) # router

bgp

(
device (config-bgp-router)# local-as 100
device (config-bgp-router) # neighbor routerl int ip address remote-as 100
device (config-bgp-router) # neighbor router2 int ip address remote-as 100
device (config-bgp-router) # neighbor router3 int ip address remote-as 100
device (config-bgp-router) # neighbor router4 int ip address remote-as 100
device (config-bgp-router) # neighbor router5 int ip address remote-as 100
device (config-bgp-router) # neighbor router7 int ip address remote-as 100
device (config-bgp-router)# redistribute static route-map blockuser
device (config-bgp-router) # exit

The following configuration defines the specific next hop address and sets the local preference to preferred.

device (config) # route-map blockuser permit 10

(
device (config-routemap blockuser)# match tag 50
device (config-routemap blockuser)# set ip next-hop 192.168.0.1
device (config-routemap blockuser)# set local-preference 1000000
device (config-routemap blockuser)# set origin igp
device (config-routemap blockuser)# exit

NOTE

A match tag can take up to 16 tags. During the execution of a route-map, a match on any tag value in the list is considered a

successful match.

Device 1

The following configuration defines the nullO route to the specific next hop address. The next hop address 192.168.0.1 points to

10.178.1.101, which gets blocked.

device (config)# ip route 192.168.0.1/32 null0

device (config) # router

bgp

device (config-bgp-router) # neighbor router2 int ip address remote-as 100

(
(
device (config-bgp-router) #local-as 100
(
(

device (config-bgp-router)# neighbor routerB:intiip address remote-as 100
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device (config-bgp-router)# neighbor
device (config-bgp-router)# neighbor
config-bgp-router)# neighbor
device (config-bgp-router)# neighbor

(
(
device (
(

Device 2

routerd4 int ip
router5 int ip
router6_int ip
router7 _int ip

address remote-as
address remote-as
address remote-as
address remote-as

100
100
100
100

Configuring BGP4 restart

The following configuration defines a nullO route to the specific next hop address. The next hop address 192.168.0.1 points to
10.178.1.101, which gets blocked.

device (config)# ip route 192.168.0.1/32 null0
device (config) # router bgp

config-bgp-router)# local-as
device (config-bgp-router) # neighbor
config-bgp-router)# neighbor
device (config-bgp-router)# neighbor
device (config-bgp-router) # neighbor
device (config-bgp-router)# neighbor
device (config-bgp-router)# neighbor

device

(
(
(
(
device (
(
(
(
(

100

routerl int_ ip
router3 int ip
routerd4 int ip
router5 int ip
router6_int ip
router7 _int_ ip

Show commands for BGP4 null O routing

address remote-as
address remote-as
address remote-as
address remote-as
address remote-as
address remote-as

100
100
100
100
100
100

After configuring the nullO application, you can display the output using show commands.

Device 6

Show ip route static output for device 6.

device# show ip route static

Type Co

1
2
3
device#

des - B:BGP

Destination

10.0.0.40/29

10.0.0.192/27

10.0.14.0/23

Device 1 and 2

Show ip route static output for device 1 and device 2.

device# show ip route static

Type C

1
device#

Device 6

odes - B:BGP

Destination
192.168.0.1/32

The following is the show ip bgp route output for Device-6

device#show ip bgp route

Total number of BGP Routes: 126

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED

10
11
36

37

D:Connected S:Static R:RIP O0:0SPF;
Gateway Port Cost
DIRECT eth 3/7 1/1
DIRECT eth 3/7 1/1
DIRECT eth 3/7 1/1

D:Connected S:Static R:RIP 0:0SPF;
Gateway Port Cost
DIRECT drop 1/1

Cost - Dist/Metric

Type
S
S
S

Cost - Dist/Metric

Type
S

E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED s:STALE

Prefix
10.0.1.0/24
AS_PATH:

10.0.0.16/30
AS_PATH: 85

10.0.0.40/29
AS PATH:

10.0.0.80/28

10.0.0.96/28
AS PATH: 50
10.0.0.192/27
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Next Hop

10.4.1.3

10.9.1.3

192.168.0.1

10.9.1.3

10.3.1.3

192.168.0.1

MED LocPrf Weight Status
0 100 0 BI
100 0 I
1 1000000 32768 BL
100 0 I
100 0 I
10000000 32768 BL
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AS_PATH:

64 10.0.7.0/24 10.7.1.3 100 0 I
AS_PATH: 10

65 10.0.14.0/23 192.168.0.1/ 1000000 32768 BL
AS_PATH: . .

Device 1 and 2

The show ip route output for device 1 and device 2 shows "drop” under the Port column for the network prefixes you configured with
nullO routing
device#show ip route

Brocade#show ip route
Total number of IP routes: 133

Type Codes - B:BGP D:Connected S:Static R:RIP 0:0SPF; Cost - Dist/Metric
Destination Gateway Port Cost Type
1 10.9.1.24/32 DIRECT loopback 1 0/0 D
2 10.30.1.0/24 DIRECT eth 2/7 0/0 D
3 10.40.1.0/24 DIRECT eth 2/1 0/0 D
13 10.110.0.6/31 10.90.1.3 eth 2/2 20/1 B
14 10.110.0.16/30 10.90.1.3 eth 2/2 20/1 B
15 10.110.0.40/29 DIRECT drop 200/0 B
42 10.115.0.192/27 DIRECT drop 200/0 B
43 10.115.1.128/26 10.30.1.3 eth 2/7 20/1 B
69 10.120.7.0/24 10.70.1.3 eth 2/10 20/1 B
70 10.120.14.0/23 DIRECT drop 200/0 B
131 10.144.0.0/12 10.80.1.3 eth 3/4 20/1 B
132 12.168.0.1/32 DIRECT drop 1/1 S

Modifying redistribution parameters

By default, the route information between BGP4 and the IP IGPs (RIP, IS-IS, and OSPF) is not redistributed. You can configure the
device to redistribute OSPF, IS-IS, or RIP routes, directly connected routes, or static routes into BGP4.
To enable redistribution of all OSPF routes and directly attached routes into BGP4, enter the following commands.
device (config)# router bgp
device (config-bgp) # redistribute ospf
device (config-bgp) # redistribute connected
device (config-bgp) # write memory
Syntax: [no] redistribute connected | ospf | rip | isis | static
The connected parameter indicates that you are redistributing routes to directly attached devices into BGP4.

The ospf parameter indicates that you are redistributing OSPF routes into BGP4.

NOTE
Entering redistribute ospf simply redistributes internal OSPF routes. To redistribute external OSPF routes also, use the
redistribute ospf match external command.

The rip parameter indicates that you are redistributing RIP routes into BGP4.
The isis parameter indicates that you are redistributing IS-IS routes into BGP4.

The static parameter indicates that you are redistributing static routes into BGP4.
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Redistributing connected routes
To configure BGP4 to redistribute directly connected routes, enter the following command.
device (config-bgp) # redistribute connected
Syntax: [no] redistribute connected [metric num] [route-map map-name]
The connected parameter indicates that you are redistributing routes to directly attached devices into BGP4.
The metric num parameter changes the metric. You can specify a value from O through 4294967295. The default is not assigned.

The route-map map-name parameter specifies a route map to be consulted before adding the RIP route to the BGP4 route table.

NOTE
The route map you specify must already be configured on the
device.

Redistributing RIP routes

To configure BGP4 to redistribute RIP routes and add a metric of 10 to the redistributed routes, enter the following command.
device (config-bgp) # redistribute rip metric 10

Syntax: [no] redistribute rip [metric num] [route-map map-namel

The rip parameter indicates that you are redistributing RIP routes into BGP4.

The metric num parameter changes the metric. You can specify a value from O - 4294967295. The default is not assigned.

The route-map map-name parameter specifies a route map to be consulted before adding the RIP route to the BGP4 route table.

NOTE
The route map you specify must already be configured on the
device.

Redistributing OSPF external routes
To configure the device to redistribute OSPF external type 1 routes, enter the following command.
device (config-bgp) # redistribute ospf match externall
Syntax: [no] redistribute ospf [match internal | externall | external2] [metric num] [route-map map-name]
The ospf parameter indicates that you are redistributing OSPF routes into BGP4.

The match internal, externall, and external2 parameters apply only to OSPF. These parameters specify the types of OSPF routes to be
redistributed into BGP4. The default is internal.

NOTE
If you do not enter a value for the match parameter, (for example, you enter redistribute ospf only) then only internal OSPF
routes will be redistributed.

The metric num parameter changes the metric. You can specify a value from O through 4294967295. The default is not assigned.

The route-map map-name parameter specifies a route map to be consulted before adding the OSPF route to the BGP4 route table.
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NOTE
The route map you specify must already be configured on the
device.

NOTE
If you use both the redistribute ospf route-map command and the redistribute ospf match internal command, the software
uses only the route map for filtering.

Redistributing static routes
To configure the device to redistribute static routes, enter the following command.
device (config-bgp) # redistribute static
Syntax: [no] redistribute static [ metric num ] [ route-map map-name ]
The static parameter indicates that you are redistributing static routes into BGP4.
The metrichum parameter changes the metric. You can specify a value from O - 4294967295. The default is O.
The route-map map-name parameter specifies a route map to be consulted before adding the static route to the BGP4 route table.
NOTE

The route map you specify must already be configured on the
device.

Redistributing IBGP routes

By default, the device does not allow redistribute IBGP routes from BGP4 into RIP, OSPF, or IS-IS. This behavior helps eliminate routing
loops. In non-default VRF instances, by default, the device does allow redistribution IBGP routes from BGP4 into RIP, OSPF.

To enable the device to redistribute BGP4 routes into OSPF, RIP, or IS-IS enter the following command.
device (config-bgp) # bgp-redistribute-internal

Syntax: [no] bgp-redistribute-internal
To disable redistribution of IBGP routes into RIP, IS-IS, and OSPF, enter the bgp-redistribute-internal command.

Filtering

This section describes the following:
AS-path filtering
Route-map continue clauses for BGP4 routes
Defining and applying IP prefix lists
Defining neighbor distribute lists
Defining route maps
Router-map continue clauses for BGP4 routes

Configuring cooperative BGP4 route filtering
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AS-path filtering

You can filter updates received from BGP4 neighbors based on the contents of the AS-path list accompanying the updates. For
example, to deny routes that have the AS 10.3.2.1 in the AS-path from entering the BGP4 route table, you can define a filter.

The device provides the following methods for filtering on AS-path information:
AS-path filters
AS-path ACLs

NOTE
The device cannot support AS-path filters and AS-path ACLs at the same time. Use one method or the other, but do not mix
methods.

NOTE
Once you define a filter or ACL, the default action for updates that do not match a filter is deny . To change the default action to
permit , configure the last filter or ACL as permit any any .

AS-path filters or AS-path ACLs can be referred to by the filter list number of a BGP4 neighbor as well as by match clauses in a route
map.

Defining an AS-path ACL
To configure an AS-path list that uses "acl 1", enter a command such as the following.
device (config)# ip as-path access-list acll permit 100

device (config) # router bgp
device (config-bgp) # neighbor 10.10.10.1 filter-list acll in

Syntax: [no] ip as-path access-list string [ seq s eg-value ] deny | permit regular-expression

The ip as-path command configures an AS-path ACL that permits routes containing AS number 100 in their AS paths. The neighbor
command then applies the AS-path ACL to advertisements and updates received from neighbor 10.10.10.1. In this example, the only
routes the device permits from neighbor 10.10.10.1 are those whose AS-paths contain AS-path number 100.

The string parameter specifies the ACL name. (If you enter a number, the CLI interprets the number as a text string.)

The seqseqg-value parameter is optional and specifies the sequence number for the AS-path list. If you do not specify a sequence
number, the software numbers in increments of 5, beginning with number 5. The software interprets the entries in an AS-path list in
numerical order, beginning with the lowest sequence number.

The deny and permit parameters specify the action the software takes if the AS-path list for a route matches a match clause in this ACL.
To configure the AS-path match clauses in a route map, use the match as-path command.

The regular-expression parameter specifies the AS path information you want to permit or deny to routes that match any of the match
clauses within the ACL. You can enter a specific AS number or use a regular expression.

The neighbor command uses the filter-list parameter to apply the AS-path ACL to the neighbor.

Using regular expressions

Use a regular expression for the as-path parameter to specify a single character or multiple characters as a filter pattern. If the AS-path
matches the pattern specified in the regular expression, the filter evaluation is true; otherwise, the evaluation is false.

You can also include special characters that influence the way the software matches the AS-path against the filter value.
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To filter on a specific single-character value, enter the character for the as-path parameter. For example, to filter on AS-paths that contain
the letter "z", enter the following command:

device (config-bgp)# ip as-path access-list acll permit z

To filter on a string of multiple characters, enter the characters in brackets. For example, to filter on AS-paths that contain "x", "y", or "z",
enter the following command.

device (config-bgp)# ip as-path access-list acll permit [xyz]

BGP4 Special characters

When you enter a single-character expression or a list of characters, you also can use the special characters listed in "Using regular
expressions.” The description for each character includes an example. Some special characters must be placed in front of the characters
they control and others must be placed after the characters they control. The examples show where to place the special character.

TABLE 2 BGP4 special characters for regular expressions
Character Operation

The period matches on any single character, including a blank space. For
example, the following regular expression matches for "aa", "ab”, "ac’, and
so on, but not just "a".

a.

The asterisk matches on zero or more sequences of a pattern. For
example, the following regular expression matches on an AS-path that
contains the string "1111" followed by any value:

1111

+ The plus sign matches on one or more sequences of a pattern. For
example, the following regular expression matches on an AS-path that
contains a sequence of "g"s, such as "deg", "degg", "deggg", and so on:
deg+

? The question mark matches on zero occurrences or one occurrence of a
pattern. For example, the following regular expression matches on an AS-
path that contains "dg" or "deg":
de?g

n A caret (when not used within brackets) matches on the beginning of an
input string. For example, the following regular expression matches on an
AS-path that begins with "3"
"3
$ A dollar sign matches on the end of an input string. For example, the
following regular expression matches on an AS-path that ends with "deg":
deg$
An underscore matches on one or more of the following:
, (comma)
{ (left curly brace)
} (right curly brace)
((left parenthesis)
) (right parenthesis)
The beginning of the input string
The end of the input string
A blank space
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TABLE 2 BGP4 special characters for regular expressions (continued)

Character Operation

For example, the following regular expression matches on "100" but not
on "1002" "2100" and so on.

_100_

[ Square brackets enclose a range of single-character patterns. For
example, the following regular expression matches on an AS-path that
contains "1", 2", "3","4", or "5"
[1-5]
You can use the following expression symbols within the brackets. These
symbols are allowed only inside the brackets:

~ - The caret matches on any characters except the ones in the
brackets. For example, the following regular expression matches
on an AS-path that does not contain "1", "2", "3", "4", or "5"
(*1-5]

- The hyphen separates the beginning and ending of a range of
characters. A match occurs if any of the characters within the
range is present. Refer to the example above.

A vertical bar (sometimes called a pipe or a "logical or") separates two
alternative values or sets of values. The AS-path can match one or the
other value. For example, the following regular expression matches on an
AS-path that contains either "abc” or "defg":

(abc)|(defg)

NOTE

The parentheses group multiple characters to be treated as
one value. Refer to the following row for more information
about parentheses.

0 Parentheses allow you to create complex expressions. For example, the
following complex expression matches on "abc”, "abcabc’, or
"abcabcabcdefg’, but not on "abcdefgdefg™:

(@bc)+l(defg)?)

To filter for a special character instead of using the special character as described in "Using regular expressions,” enter "\" (backslash) in
front of the character. For example, to filter on AS-path strings containing an asterisk, enter the asterisk portion of the regular expression
as "\

device (config-bgp-router)# ip as-path access-list acl2 deny \*

To use the backslash as a string character, enter two slashes. For example, to filter on AS-path strings containing a backslash, enter the
backslash portion of the regular expression as "\".

device (config-bgp-router)# ip as-path access-list acl2 deny \\

BGP4 filtering communities

You can filter routes received from BGP4 neighbors based on community names.

A community is an optional attribute that identifies the route as a member of a user-defined class of routes. Community names are
arbitrary values made of two five-digit integers joined by a colon. You determine what the name means when you create the community
name as a route attribute. Each string in the community name can be a number from O through 65535.
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This format allows you to easily classify community names. For example, a common convention used in community naming is to
configure the first string as the local AS and the second string as the unique community within that AS. Using this convention,
communities 1:10, 1:20, and 1:30 can be easily identified as member communities of AS 1.

The device provides the following methods for filtering on community information.
« Community filters
Community list ACLs
NOTE

The device cannot actively support community filters and community list ACLs at the same time. Use one method or the other
but do not mix methods.

NOTE
Once you define a filter or ACL, the default action for communities that do not match a filter or ACL is deny . To change the
default action to permit, configure the last filter or ACL entry as permit any any .

Community filters or ACLs can be referred to by match clauses in a route map.

Defining a community ACL

To configure community ACL 1, enter a command such as the following. This command configures a community ACL that permits
routes that contain community 123:2.

device (config)# ip community-list 1 permit 123:2
Syntax: no ip community-list standard string [ seq seq-value ] deny | permit community-num
Syntax: no ip community-list standard string [ seq seq-value ] deny | permit community-num | regular-expression
The string parameter specifies the ACL name. (If you enter a number, the CLI interprets the number as a text string.)

The standard or extended parameter specifies whether you are configuring a standard or extended community ACL. The difference
between standard and extended communities is that a standard community ACL does not support regular expressions and an extended
one does.

The seq seqg-value parameter is optional and specifies the sequence number for the community list. You can configure up to 199 entries
in a community list. If you do not specify a sequence number, the software numbers the entries in increments of 5, beginning with
number 5. The software interprets the entries in a community list in numerical order, beginning with the lowest sequence number.

The deny and permit parameters specify the action the software takes if a route community list matches a match clause in this ACL. To
configure the community-list match clauses in a route map, use the match community command.

The community-num parameter specifies the community type or community number. This parameter can have the following values:
num:num - A specific community number
+ internet - The Internet community

no-export - The community of sub-autonomous systems within a confederation. Routes with this community can be exported
to other sub-autonomous systems within the same confederation but cannot be exported outside the confederation to other
autonomous systems or otherwise sent to EBGP neighbors.

local-as - The local sub-AS within the confederation. Routes with this community can be advertised only within the local subAS.

no-advertise - Routes with this community cannot be advertised to any other BGP4 devices at all.
The regular-expression parameter specifies a regular expression for matching on community names.

To use a community-list filter, use route maps with the match community parameter.
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Defining and applying IP prefix lists

An [P prefix list specifies a list of networks. When you apply an IP prefix list to a neighbor, the device sends or receives only a route
whose destination is in the IP prefix list. The software interprets the prefix lists in order, beginning with the lowest sequence number.

To configure an IP prefix list and apply it to a neighbor, enter commmands such as the following.
device (config)# ip prefix-list Routesfor20 permit 10.20.0.0/24

device (config) # router bgp
device (config-bgp) # neighbor 10.10.10.1 prefix-list Routesfor20 out

These commands configure an IP prefix list named Routesfor20, which permits routes to network 10.20.0.0/24. The neighbor
command configures the device to use IP prefix list Routesfor20 to determine which routes to send to neighbor 10.10.10.1. The device
sends routes that go to 10.20.x.x to neighbor 10.10.10.1 because the IP prefix list explicitly permits these routes to be sent to the
neighbor.

Syntax: [no] ip prefix-list name [ seq seq-value ] [ description string ] deny | permit network-addr / mask-bits [ ge ge-value ] [ le le-
value ]

The name parameter specifies the prefix list name. Use this name when applying the prefix list to a neighbor.
The description string parameter is a text string describing the prefix list.

The seq seq-value parameter is optional and specifies the sequence number of the IP prefix list. If you do not specify a sequence
number, the software numbers the entries in increments of 5, beginning with prefix list entry 5. The software interprets the prefix list
entries in numerical order, beginning with the lowest sequence number.

The deny and permit parameters specify the action the software takes if a neighbor route is in this prefix list.
The network-addr and mask-bits parameters specify the network number and the number of bits in the network mask.
You can specify a range of prefix length for prefixes that are more specific than network-addr and mask-bits .

The prefix-list matches only on this network unless you use the ge ge-value or le le-value parameters.
If you specify only ge ge-value, the mask-length range is from ge-value to 32.

If you specify only le le-value, the mask-length range is from length to le-value .
The ge-value or le-value you specify must meet the following condition:
length < ge-value <= le-value <= 32

If you do not specify ge ge-value or le le-value , the prefix list matches only on the exact network prefix you specified with the network-
addr and mask-bits parameters.

In the following example, only default routes are allowed:
device (config)# ip prefix-list match-default-routes permit 0.0.0.0/0
In the following example, only default routes are denied:
device (config)# ip prefix-list match-default-routes deny 0.0.0.0/0
In the following example, all routes are allowed, including all subnet masks and all prefixes:
device (config)# ip prefix-list match-all-routes permit 0.0.0.0/0 le 32

NOTE
Be careful to determine exactly which routes you want to allow using a prefix
list.
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Defining neighbor distribute lists
A neighbor distribute list is a list of BGP4 address filters or ACLs that filter the traffic to or from a neighbor.
To configure a distribute list that uses ACL 1, enter a command such as the following.
device (config-bgp) # neighbor 10.10.10.1 distribute-list 1 in
This command configures the device to use ACL 1 to select the routes that the device will accept from neighbor 10.10.10.1.
Syntax: [no] neighbor jp-addr distribute-list name-or-num in | out
The ip-addr parameter specifies the neighbor.
The name-or-num parameter specifies the name or number of a standard or named ACL.

The in and out parameters specify whether the distribute list applies to inbound or outbound routes:
+ in - controls the routes the device will accept from the neighbor.

+  out - controls the routes sent to the neighbor.

Defining route maps

A route map is a named set of match conditions and parameter settings that the device can use to modify route attributes and to control
redistribution of the routes into other protocols. A route map consists of a sequence of instances . If you think of a route map as a table,

an instance is a row in that table. The device evaluates a route according to route map instances in ascending numerical order. The route
is first compared against instance 1, then against instance 2, and so on. When a match is found, the device stops evaluating the route.

Route maps can contain match clauses and set statements. Each route map contains a permit or deny action for routes that match the
match clauses:
«  If the route map contains a permit action, a route that matches a match statement is permitted; otherwise, the route is denied.
If the route map contains a deny action, a route that matches a match statement is denied.

«  If aroute does not match any match statements in the route map, the route is denied. This is the default action. To change the
default action, configure the last match statement in the last instance of the route map to permit any any .

+  If there is no match statement, the software considers the route to be a match.
+  For route maps that contain address filters, AS-path filters, or community filters, if the action specified by a filter conflicts with

the action specified by the route map, the route map action takes precedence over the filter action.

If the route map contains set clauses, routes that are permitted by the route map match statements are modified according to the set
clauses.
Match statements compare the route against one or more of the following:
+  The route BGP4 MED (metric)
A sequence of AS-path filters
+ A sequence of community filters
+ A sequence of address filters
The IP address of the next hop device
+  The route tag
«  For OSPF routes only, the route type (internal, external type-1, or external type-2)
An AS-path ACL
+ A community ACL
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« An P prefix list
An IP ACL

For routes that match all of the match statements, the route map set clauses can perform one or more of the following modifications to
the route attributes:

Prepend AS numbers to the front of the route AS-path. By adding AS numbers to the AS-path, you can cause the route to be
less preferred when compared to other routes based on the length of the AS-path.

+  Add a user-defined tag an automatically calculated tag to the route.
+  Set the community attributes.
Set the local preference.
+  Setthe MED (metric).
«  Set the IP address of the next-hop device.
Set the origin to IGP or INCOMPLETE.
+  Set the weight.
+  Seta BGP4 static network route.

When you configure parameters for redistributing routes into BGP4, one of the optional parameters is a route map. If you specify a route
map as one of the redistribution parameters, the device matches the route against the match statements in the route map. If a match is
found and if the route map contains set clauses, the device sets the attributes in the route according to the set clauses.

To create a route map, you define instances of the map by a sequence number.

To define a route map, use the procedures in the following sections.

Entering the route map into the software
To add instance 1 of a route map named "GET_ONE" with a permit action, enter the following command.

device (config) # route-map GET ONE permit 1
device (config-routemap GET ONE) #

Syntax: [no] route-map map-name permit | deny num
As shown in this example, the command prompt changes to the route map level. You can enter the match and set clauses at this level.
The map-name is a string of characters that names the map. Map names can be up to 80 characters in length.

The permit and deny parameters specify the action the device will take if a route matches a match statement:
If you specify deny, the device does not advertise or learn the route.

+  If you specify permit, the device applies the match and set clauses associated with this route map instance.
The num parameter specifies the instance of the route map you are defining.

To delete a route map, enter a command such as the following. When you delete a route map, all the permit and deny entries in the route
map are deleted.

device (config)# no route-map Mapl

This command deletes a route map named Map1. All entries in the route map are deleted.

To delete a specific instance of a route map without deleting the rest of the route map, enter a command such as the following.
device (config) # no route-map Mapl permit 10

This command deletes the specified instance from the route map but leaves the other instances of the route map intact.
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Specifying the match conditions

Use the following command to define the match conditions for instance 1 of the route map GET_ONE. This instance compares the route
updates against BGP4 address filter 11.

device (config-routemap GET ONE) # match address-filters 11

Syntax: [no] match [ as-path name ] [ community ac/ exact-match ] | [ extcommunity ac/] | [ ip address ac/| prfix-list string ] | [ ip
route-source ac/ | prefix name ] [ metric num ] ]| [ next-hop address-filter-list ] | [ route-type internal | external-typel | external-type2 ]
| [ level-1 | level-2 | level-1-2] [ tag tag-value ] | interface interface interface interface .. protocol bgp static-networkprotocol bgp
externalprotocol bgp internal

The as-pathnum parameter specifies an AS-path ACL. You can specify up to five AS-path ACLs. To configure an AS-path ACL, use the
ip as-path access-list command.

The community num parameter specifies a community ACL.

NOTE
The ACL must already be
configured.

The communityaclexact-match parameter matches a route if (and only if) the route community attributes field contains the same
community numbers specified in the match statement.

The extcommunity ac/ parameter identifies a set of sites and VRFs that may receive routes that are tagged with the configured route
target and site of origin.

The ip address, next-hop acl-num, prefix-list, and string parameters specify an ACL or IP prefix list. Use this parameter to match based
on the destination network or next-hop gateway. To configure an IP ACL for use with this command, use the ip access-list command. To
configure an IP prefix list, use the ip prefix-list command.

The ip route-sourceac/ and prefixname parameters match based on the source of a route (the IP address of the neighbor from which
the device learned the route).

The metricnum parameter compares the route MED (metric) to the specified value.

The next-hop address-filter-list parameter compares the IP address of the route next-hop to the specified IP address filters. The filters
must already be configured.

The route-type internal, external-typel, and external-type2 parameters apply only to OSPF routes. These parameters compare the
route type to the specified value.

The level-1 parameter compares IS-IS routes only with routes within the same area. The level-2 parameter compares IS-IS routes only
with routes in different areas, but within a domain. The level-1-2 parameter compares IS-IS routes with routes in the same area and in
different areas, but within a domain.

The tagtag-value parameter compares the route tag to the specified tag value.
The protocol bgp static-network parameter matches on BGP4 static network routes.
The protocol bgp external parameter matches on eBGP (external) routes.

The protocol bgp internal parameter matches on iBGP (internal) routes.

Match examples using ACLs

The following sections contain examples of how to configure route maps that include match statements that match on ACLs.
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Matching based on AS-path ACL
To construct a route map that matches based on AS-path ACL 1, enter the following commands.

device (config) # route-map PathMap permit 1
device (config-routemap PathMap)# match as-path 1

Syntax: [no] match as-path string

The string parameter specifies an AS-path ACL and can be a number from 1 through 199. You can specify up to five AS-path ACLs.

Matching based on community ACL

To construct a route map that matches based on community ACL 1, enter the following commands.
device (config) # ip community-list 1 permit 123:2
device (config) # route-map CommMap permit 1

device (config-routemap CommMap)# match community 1

Syntax: [no] match community string

The string parameter specifies a community list ACL. To configure a community list ACL, use the ip community-list command.

Matching based on extcommunity ACL

To construct a route map that matches based on BGP Extended Community attributes in the incoming BGP routes, enter the following
commands.

device (config)# ip extcommunity-list 1 permit rt 1:3 soo 1:1

device (config) # route-map ExtCommMap permit 20

device (config-routemap CommMap) # match community 1

Syntax: [no] match extcommunity string

The string parameter specifies a community list ACL. To configure a community list ACL, use the ip community-list command.

Matching based on destination network
You can use the results of an IP ACL or an IP prefix list as the match condition.
To construct a route map that matches based on destination network, enter commands such as the following.

device (config)# route-map NetMap permit 1
device (config-routemap NetMap) # match ip address 1

Syntax: [no] match ip address ACL-name-or-num
Syntax: [no] match ip address prefix-list name

The ACL-name-or-num parameter with the first command specifies an IP ACL and can be a number from 1 through 199 or the ACL
name if it is a named ACL. Multiple ACLs may be added when seperated by spaces. To configure an IP ACL, use the ip access-list or
access-list command.

The name parameter with the second command specifies an IP prefix list name.

Matching based on next-hop device

You can use the results of an IP ACL or an IP prefix list as the match condition.
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To construct a route map that matches based on the next-hop device, enter commands such as the following.

device (config) # route-map HopMap permit 1
device (config-routemap HopMap)# match ip next-hop 2

Syntax: [no] match ip next-hop string
Syntax: [no] match ip next-hop prefix-list name

The string parameter with the first command specifies an IP ACL and can be a number from 1 through 199 or the ACL name if itis a
named ACL. To configure an IP ACL, use the ip access-list or access-list command.

The name parameter with the second command specifies an IP prefix list name.

Matching based on the route source
To match a BGP4 route based on its source, use the match ip route-source command.

device (config)# access-1list 10 permit 192.168.6.0 0.0.0.255
device (config) # route-map bgpl permit 1
device (config-routemap bgpl)# match ip route-source 10

The first command configures an IP ACL that matches on routes received from 192.168.6.0/24. The remaining commands configure a
route map that matches on all BGP4 routes advertised by the BGP4 neighbors whose addresses match addresses in the IP prefix list.
You can add a set clause to change a route attribute in the routes that match. You also can use the route map as input for other
commands, such as the neighbor and network commands and some show commands.

Syntax: [no] match ip route-source ACL | prefix-list name

The acl and prefix-list name parameters specify the name or ID of an IP ACL, or an IP prefix list.

Matching on routes containing a specific set of communities

The device can match routes based on the presence of a community name or number in a route. To match based on a set of
communities, configure a community ACL that lists the communities, then compare routes against the ACL.
device (config)# ip community-list standard std 1 permit 12:34 no-export

device (config) # route-map bgp2 permit 1
device (config-routemap bgp2)# match community std 1 exact-match

The first command configures a community ACL that contains community number 12:34 and community name no-export. The

remaining commands configure a route map that matches the community attributes field in BGP4 routes against the set of communities
in the ACL. A route matches the route map only if the route contains all the communities in the ACL and no other communities.

Syntax: [no] match community ACL exact-match

The ACL parameter specifies the name of a community list ACL. You can specify up to five ACLs. Separate the ACL names or IDs with
spaces.

Here is another example.

device (config)# ip community-list standard std 2 permit 23:45 56:78
device (config) # route-map bgp3 permit 1
device (config-routemap bgp3)# match community std 1 std 2 exact-match

These commands configure an additional community ACL, std_2, that contains community numbers 23:45 and 57:68. Route map
bgp3 compares each BGP4 route against the sets of communities in ACLs std_1 and std_2. A BGP4 route that contains either but not

both sets of communities matches the route map. For example, a route containing communities 23:45 and 57:68 matches. However, a
route containing communities 23:45, 57:68 and 12:34, or communities 23:45, 57:68, 12:34, and no-export does not match. To
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match, the route communities must be the same as those in exactly one of the community ACLs used by the match community
statement.

Matching based on BGP4 static network

Thematch option has been added to the route-map command that allows you to match on a BGP4 static network. In the following
example, the route-map is configured to match on the BGP4 static network. The device is then configured to advertise to the core BGP4
peer (IP address 192.168.6.0) only the BGP4 static routes and nothing else.

device (config) # route-map policygroup3 permit 10

device (config-routemap policygroup3)# match protocol bgp static-network
device (config-routemap policygroup3)# set local-preference 150

device (config-routemap policygroup3)# set community no-export

device (config-routemap policygroup3)# exit

device (config) # router bgp

device (config-bgp) # neighbor 192.168.6.0 route-map out policymap3

Syntax: [no] match protocol bgp [ external | internal | static-network ]
The match protocol bgp external option will match the eBGP routes.
The match protocol bgp internal option will match the iBGP routes.

The match protocol bgp static-network option will match the static-network BGP4 route, applicable at BGP4 outbound policy only.

Matching based on interface

The match option has been added to the route-map command that distributes any routes that have their next hop out one of the
interfaces specified. This feature operates with the following conditions:

The match interface option can only use the interface name (for example ethernet 1/2) and not the IP address as an argument.

+  The match interface option is only effective during redistribution and does not apply for other route map usage such as: bgp
outbound route update policy.

+  The match interface option can be applied to other types of redistribution such as redistributing OSPF routes to BGP4, or
filtering out all OSPF routes that point to a specific interface.

To configure the match-interface option, use the following command.

device (config) # route-map test-route permit 99
device (config-routemap test-route)# match interface ethernet 1/1 eth 3/2
device (config-routemap test-route)# exit

Syntax: [no] match interface interface interface ...
The interface variable specifies the interface that you want to use with the match interface command. Up to 5 interfaces of the following
types can be specified:
+  ethernet slot/port
loopback loopback-number
«  nullo
+  tunnel tunnel-ID

ve ve-ID
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Setting parameters in the routes

Use the following command to define a set clause that prepends an AS number to the AS path on each route that matches the
corresponding match statement.

device (config-routemap GET ONE) # set as-path prepend 65535

Syntax: [no] set [ as-path [ prepend as-num,as-num,... ] ]| [ automatic-tag ] | [ comm-list ac/ delete ] | [ community num : num | num |
additive | local-as | no-advertise | no-export ] | [ dampening [ half-life reuse suppress max-suppress-time 11 [ ip next hop ip-addr] [ ip
next-hop peer-address ] | [ local-preference num ]| [ metric [ +| - ] num | none ] | [ metric-type type-1 | type-2 ] | external [ metric-
type internal ] | [ next-hop ip-addr]| [ origin igp | incomplete ] | [ tag ] | [ weight num ]

The as-path prependnum,num.,... parameter adds the specified AS numbers to the front of the AS-path list for the route. The range of
num values is 1 - 65535 for two-byte ASNs and 1 - 4294967295 if AS4s have been enabled.

The automatic-tag parameter calculates and sets an automatic tag value for the route.

NOTE
This parameter applies only to routes redistributed into OSPF.

The comm-list parameter deletes a community from the community attributes field for a BGP4 route.
The community parameter sets the community attribute for the route to the number or well-known type you specify.

The dampening [half-life reuse suppress max-suppress-time | parameter sets route dampening parameters for the route. The half-life
parameter specifies the number of minutes after which the route penalty becomes half its value. The reuse parameter specifies how low a
route penalty must become before the route becomes eligible for use again after being suppressed. The suppress parameter specifies
how high a route penalty can become before the device suppresses the route. The max-suppress-time parameter specifies the
maximum number of minutes that a route can be suppressed regardless of how unstable it is.

The ip next hop jp-addr parameter sets the next-hop IP address for route that matches a match statement in the route map.
The ip next-hop peer-address parameter sets the BGP4 next hop for a route to the neighbor address.

The local-preference num parameter sets the local preference for the route. You can set the preference to a value from O through
4294967295,

The metric [+ |-]num | none parameter sets the MED (metric) value for the route. The default MED value is O. You can set the preference
to a value from O through 4294967295.

set metric num - Sets the metric for the route to the number you specify.
set metric + num - Increases route metric by the number you specify.
set metric - num - Decreases route metric by the number you specify.

set metric none - Removes the metric from the route (removes the MED attribute from the BGP4 route).
The metric-type type-1 and type-2 parameters change the metric type of a route redistributed into OSPF.

The metric-type internal parameter sets the route MED to the same value as the IGP metric of the BGP4 next-hop route. The parameter
does this when advertising a BGP4 route to an EBGP neighbor.

The next-hop ip-addr parameter sets the IP address of the route next-hop device.
The origin igp incomplete parameter sets the route origin to IGP or INCOMPLETE.
The tagtag-value parameter sets the route tag. You can specify a tag value from O through 4294967295.

NOTE
This parameter applies only to routes redistributed into OSPF.
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NOTE
You also can set the tag value using a table map. The table map changes the value only when the device places the route in the
IP route table instead of changing the value in the BGP4 route table.

The weight num parameter sets the weight for the route. The range for the weight value is O through 4294967295.

Setting a BGP4 route MED to equal the next-hop route IGP metric

To set a route’s MED to the same value as the IGP metric of the BGP4 next-hop route, when advertising the route to a neighbor, enter
commands such as the following.

device (config)# access-list 1 permit 192.168.9.0 0.0.0.255

device (config) # route-map bgp4 permit 1

device (config-routemap bgp4) # match ip address 1

device (config-routemap bgp4) # set metric-type internal
The first command configures an ACL that matches on routes with destination network 192.168.9.0. The remaining commands
configure a route map that matches on the destination network in ACL 1, then sets the metric type for those routes to the same value as
the IGP metric of the BGP4 next-hop route.

Syntax: no set metric-type internal

Setting the next-hop of a BGP4 route
To set the next-hop address of a BGP4 route to a neighbor address, enter commands such as the following.

device (config) # route-map bgp5 permit 1

device (config-routemap bgp5)# match ip address 1

device (config-routemap bgp5)# set ip next-hop peer-address
These commands configure a route map that matches on routes whose destination network is specified in ACL 1, and sets the next hop
in the routes to the neighbor address (inbound filtering) or the local IP address of the BGP4 session (outbound filtering).

Syntax: [no] set ip next-hop peer-address
The value that the software substitutes for peer-address depends on whether the route map is used for inbound filtering or outbound
filtering:
When you use the set ip next-hop peer-address command in an inbound route map filter, peer-address substitutes for the
neighbor IP address.

+ When you use the set ip next-hop peer-address command in an outbound route map filter, peer-address substitutes for the
local IP address of the BGP4 session.

NOTE
You can use this command for a peer group
configuration.

Deleting a community from a BGP4 route
To delete a community from a BGP4 route’'s community attributes field, enter commands such as the following.

device (config)# ip community-list standard std 3 permit 12:99 12:86
device (config) # route-map bgp6 permit 1

device (config-routemap bgp6)# match ip address 1

device (config-routemap bgp6)# set comm-list std 3 delete

The first command configures a community ACL containing community numbers 12:99 and 12:86. The remaining commands
configure a route map that matches on routes whose destination network is specified in ACL 1, and deletes communities 12:99 and
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12:86 from those routes. The route does not need to contain all the specified communities in order for them to be deleted. For example,
if a route contains communities 12:86, 33:44, and 66:77, community 12:86 is deleted.

Syntax: [no] set comm-list ACL delete

The ACL parameter specifies the name of a community list ACL.

Using a table map to set the tag value

Route maps that contain set statements change values in routes when the routes are accepted by the route map. For inbound route
maps (route maps that filter routes received from neighbors), the routes are changed before they enter the BGP4 route table.

For tag values, if you do not want the value to change until a route enters the IP route table, you can use a table map to change the value.
A table map is a route map that you have associated with the IP routing table. The device applies the set statements for tag values in the
table map to routes before adding them to the route table.

To configure a table map, you first configure the route map, then identify it as a table map. The table map does not require separate
configuration. You can have one table map.

NOTE
Use table maps only for setting the tag value. Do not use table maps to set other attributes. To set other route attributes, use
route maps or filters.

To create a route map and identify it as a table map, enter commands such as following. These commands create a route map that uses
an address filter. For routes that match the IP prefix list filter, the route map changes the tag value to 100 and is then considered as a
table map. This route map is applied only to routes the device places in the IP route table. The route map is not applied to all routes. This
example assumes that IP prefix list p11 has already been configured.

device (config) # route-map TAG IP permit 1

device (config-routemap TAG IP)# match ip address prefix-list pll

( _
( )
device (config-routemap TAG IP)# set tag 100
device (config-routemap TAG IP)# router bgp

device(config-bgp)# table-map TAG_IP

Configuring cooperative BGP4 route filtering

By default, the device performs all filtering of incoming routes locally, on the device itself. You can use cooperative BGP4 route filtering
to cause the filtering to be performed by a neighbor before it sends the routes to the device. Cooperative filtering conserves resources by
eliminating unnecessary route updates and filter processing. For example, the device can send a deny filter to a neighbor, which the
neighbor uses to filter out updates before sending them to the device. The neighbor saves the resources it would otherwise use to
generate the route updates, and the device saves the resources it would use to filter out the routes.

When you enable cooperative filtering, the device advertises this capability in its Open message to the neighbor when initiating the
neighbor session. The Open message also indicates whether the device is configured to send filters, receive filters, or both, and the types
of filters it can send or receive. The device sends the filters as Outbound Route Filters (ORFs) in route refresh messages.

To configure cooperative filtering, perform the following tasks on the device and on the BGP4 neighbor:

Configure the filter.

NOTE
Cooperative filtering is currently supported only for filters configured using IP prefix
lists.

Apply the filter as an inbound filter to the neighbor.
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Enable the cooperative route filtering feature on the device. You can enable the device to send ORFs to the neighbor, to receive
ORFs from the neighbor, or both. The neighbor uses the ORFs you send as outbound filters when it sends routes to the device.
Likewise, the device uses the ORFs it receives from the neighbor as outbound filters when sending routes to the neighbor.

Reset the BGP4 neighbor session to send and receive ORFs.

Perform these steps on the other device.

NOTE
If the device has inbound filters, the filters are still processed even if equivalent filters have been sent as ORFs to the
neighbor.

Enabling cooperative filtering
To configure cooperative filtering, enter commands such as the following.

device (config)# ip prefix-list Routesfroml0234 deny 10.20.0.0/24
device (config)# ip prefix-list Routesfroml0234 permit 0.0.0.0/0 le 32
device (config) # router bgp

device (config-bgp) # neighbor 10.2.3.4 prefix-list Routesfroml234 in
device (config-bgp) # neighbor 10.2.3.4 capability orf prefixlist send

The first two commands configure statements for the IP prefix list Routesfrom1234. The first command configures a statement that
denies routes to 10.20.20./24. The second command configures a statement that permits all other routes. Once you configure an IP
prefix list statement, all routes not explicitly permitted by statements in the prefix list are denied.

The next two commands change the CLI to the BGP4 configuration level, then apply the IP prefix list to neighbor 10.2.3.4. The last
command enables the device to send the IP prefix list as an ORF to neighbor 10.2.3.4. When the device sends the IP prefix list to the
neighbor, the neighbor filters out the 10.20.0.x routes from its updates to the device. This assumes that the neighbor is also configured
for cooperative filtering.

Syntax: [no] neighbor ip-addr | peer-group-name capability orf prefixlist [ send | receive ]
The ip-addr | peer-group-name parameters specify the IP address of a neighbor or the name of a peer group of neighbors.

The send and receive parameters specify the support you are enabling:
send - The device sends the IP prefix lists to the neighbor.

receive - The device accepts filters from the neighbor.
If you do not specify the capability, both capabilities are enabled.

The prefixlist parameter specifies the type of filter you want to send to the neighbor.

NOTE
The current release supports cooperative filtering only for filters configured using IP prefix
lists.

Sending and receiving ORFs

Cooperative filtering affects neighbor sessions that start after the filtering is enabled, but do not affect sessions that are already
established.

To activate cooperative filtering, reset the session with the neighbor. This is required because the cooperative filtering information is
exchanged in Open messages during the start of a session.

To place a prefix-list change into effect after activating cooperative filtering, perform a soft reset of the neighbor session. A soft reset
does not end the current session, but sends the prefix list to the neighbor in the next route refresh message.
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NOTE
Make sure cooperative filtering is enabled on the device and on the neighbor before you send the
filters.

To reset a neighbor session and send ORFs to the neighbor, enter a command such as the following.

device# clear ip bgp neighbor 10.2.3.4

This command resets the BGP4 session with neighbor 10.2.3.4 and sends the ORFs to the neighbor. If the neighbor sends ORFs to the
device, the device accepts them if the send capability is enabled.

To perform a soft reset of a neighbor session and send ORFs to the neighbor, enter a command such as the following.
device# clear ip bgp neighbor 10.2.3.4 soft in prefix-list

Syntax: clear ip bgp neighbor ip-addr [ soft in prefix-filter | soft in prefix-list ]

If you use the soft in prefix-filter parameter, the device sends the updated IP prefix list to the neighbor as part of its route refresh
message to the neighbor.

NOTE
If the device or the neighbor is not configured for cooperative filtering, the command sends a normal route refresh
message.

Displaying cooperative filtering information
You can display the following cooperative filtering information:
+  The cooperative filtering configuration on the device.

+  The ORFs received from neighbors.
To display the cooperative filtering configuration on the device, enter a command such as the following.

device# show ip bgp neighbor 10.10.10.1
1 IP Address: 10.10.10.1, AS: 65200 (IBGP), RouterID: 10.10.10.1
State: ESTABLISHED, Time: OhOm7s, KeepAliveTime: 60, HoldTime: 180
RefreshCapability: Received
CooperativeFilteringCapability: Received

Messages: Open Update KeepAlive Notification Refresh-Reqg
Sent : 1 0 1 0 1
Received: 1 0 1 0 1
Last Update Time: NLRI Withdraw NLRI Withdraw
Tx: ---— -—= Rx: --- -—=
Last Connection Reset Reason:Unknown
Notification Sent: Unspecified

Notification Received: Unspecified

TCP Connection state: ESTABLISHED
Byte Sent: 110, Received: 110
Local host: 10.10.10.2, Local Port: 8138
Remote host: 10.10.10.1, Remote Port: 179

ISentSeq: 460 SendNext: 571 TotUnAck: 0
TotSent: 111 ReTrans: 0 UnAckSeq: 571
IRcvSeq: 7349 RcvNext: 7460 SendWnd: 16384
TotalRcv: 111 DupliRcv: 0 RcvWnd: 16384
SendQue: 0 RcvQue: 0 CngstWnd: 5325

Syntax: show ip bgp neighbor jp-addr
To display the ORFs received from a neighbor, enter a command such as the following:

device# show ip bgp neighbor 10.10.10.1 received prefix-filter
ip prefix-list 10.10.10.1: 4 entries

seq 5 permit 10.10.0.0/16 ge 18 le 28

seq 10 permit 10.20.10.0/24
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seq 15 permit 10.0.0.0/8 le 32
seq 20 permit 10.10.0.0/16 ge 18

Syntax: show ip bgp neighbor jp-addr received prefix-filter

Four-byte Autonomous System Numbers (AS4)

This section describes the reasons for enabling four-byte autonomous system numbers (AS4s). AS4s are supported by default. You can
specify and view AS4s by default and using the enable facility described in this section. However, not all devices in a network are always
capable of utilizing AS4s. The act of enabling them on the local device initiates a facility for announcing the capability and negotiating its
use with neighbors. If you do not enable AS4s on a device, other devices do not know that this device is sending them.

The system uses a hierarchy to prioritize the utilization of the AS4 capability. The prioritization depends on the CLI configuration
commands. AS4s can be enabled and configured at the level of a neighbor, a peer group, or globally for the entire device, according to
the following bottom-up hierarchy:
If a neighbor has no configuration for AS4s but it belongs to a peer group, the neighbor uses the configuration from the peer
group. For example, if you configure a neighbor but do not include a specification for AS4s, one of the following applies:
- The neighbor uses the AS4 configuration for a peer group if it belongs to a peer group.
- The neighbor uses the device configuration if it does not belong to a peer group or the peer group has no AS4
configuration.
If a peer group has no configuration for AS4s, it can use the global configuration of the device. If the device has no configuration
for AS4s, then a neighbor or peer group without a configuration for AS4s use the device default--no announcement or
negotiation of AS4s.
If a neighbor belongs to peer group with an AS4 configuration but you want that neighbor to be disabled or have a different AS4
configuration, the neighbor AS4 configuration overrides the peer group configuration. For example, you can ensure that
neighbor has no AS4 announcement and negotiation activity even though the peer group is enabled for AS4 capability.

NOTE
The configuration for AS4 can be enabled, disabled, or can have no explicit
configuration.

CLI commands allow you to disable AS4s on an entity whose larger context has AS4s enabled. For example, you can use a CLI
command to disable AS4s on a neighbor that is a member of a peer group that is enabled for AS4s.

Normally, AS4s are sent only to a device, peer group, or neighbor that is similarly configured for AS4s. If a AS4 is configured for a local-
autonomous systemsS, the system signals this configuration by sending AS_TRANS in the My Autonomous System field of the OPEN
message. However, if the AS4 capability for a neighbor is disabled, the local device does not send the four-byte Autonomous System
number capability to the neighbor.

Enabling AS4 numbers

This section describes how to enable the announcement and negotiation of AS4s and describes the different types of notation that you
can use to represent a AS4.

You can enable AS4s on a device, a peer group, and a neighbor. For global configuration, the capability command in the BGP4
configuration context enables or disables AS4 support. For a peer group or a neighbor, capability is a keyword for the neighbor
command. In addition to enabling AS4s for a neighbor or a peer group, you can also use the combination of the capability keyword and
the optional enable or disable keyword to disable this feature in a specific case where the AS4s are enabled for a larger context. The
Neighbor configuration of AS4s section illustrates this capability.
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Global AS4 configuration

To enable AS4s globally, use the capability command in the BGP4 configuration context as shown.
device (config-bgp) # capability asd enable

Syntax: [no] capability as4 enable | disable

The no form of the capability command deletes the announcement and negotiation configuration of AS4s (if it has been enabled) at the
global level. Using the regular form of the command with the disable keyword has the same effect on the global configuration. Disabling
or using the no form of the command does not affect the configuration at the level of a peer or neighbor.

The consequences of choosing between the enable or disable keyword are reflected in the output of the show running configuration
command.

Peer group configuration of AS4s

To enable AS4s for a peer group, use the capability keyword with the neighbor command in the BGP4 configuration context, as the
following example for the Peergroup_1 peer group illustrates.

device (config-bgp) # neighbor Peergroup 1 capability as4 enable
Syntax: [no] neighbor peer-group-name capability as4 enable | disable

The no form of the neighbor command along with the capability and as4 keywords disables the announcement and negotiation of AS4s
in the named peer group. Using the regular form of the command with the disable keyword has the same effect on the neighbor
configuration.

The consequences using the enable or disable keywords are reflected in the output of the show running configuration command.
However, if the peer group configuration omits an explicit AS4 argument, the show running configuration output will not contain AS4
information.

Neighbor configuration of AS4s

To enable AS4s for a neighbor, use the capability and as4 keywords with the neighbor command in the BGP4 configuration context, as
the following example for IP address 1.1.1.1 illustrates.

device (config-bgp) # neighbor 1.1.1.1 capability as4 enable
Syntax: [no] neighbor /Paddress capability as4 enable | disable
The no form of the neighbor command with the capability and as4 keywords deletes the neighbor-enable for AS4s.

The consequences of using the enable or disable keywords are reflected in the output of the show running configuration command.
However, if the neighbor configuration omits an explicit AS4 argument, the show running configuration output will not contain AS4
information.

To disable AS4s on a particular neighbor within a peer group that is enabled for AS4s, enter a command similar to the following.

device (config-bgp) # neighbor 1.1.1.1 capability as4 disable

Specifying the local AS number
The local autonomous system number (ASN) identifies the autonomous system where the BGP4 device resides.

Normally, AS4s are sent only to a device, peer group, or neighbor that is similarly configured for AS4s. Typically, if you try to set up a
connection from an AS4-enabled device to a device that processes only two-byte ASNs, the connection fails to come up unless you
specify the reserved ASN 23456 as the local ASN to send to the far-end device.
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To set the local autonomous system number, enter commands such as the following.
device (config) # router bgp
BGP4: Please configure 'local-as' parameter in order to enable BGP4.

device (config-bgp)# local-as 100000
device (config-bgp) # write memory

Syntax: [no] local-as num

The num parameter specifies a local ASN in the range 1 - 4294967295. No default exists for num . ASNs 64512 - 65535 are the
well-known private BGP4 autonomous system numbers and are not advertised to the Internet community.

Route-map set commands and AS4s

You can prepend an AS4 number to an autonomous system path or make the autonomous system number a tag attribute for a route
map as shown here.

device (config-routemap test)# set as-path prepend 7701000
Syntax: [no] set as-path prepend num,num, ... | tag

Use the no form of this command to remove the configuration.

NOTE

If the autononous system path for a route map has prepended ASNs and you want to use the no form of the command to
delete the configuration, you must include the prepended ASNs in the no set as-path entry. For example, if 70000 and
70001 have been prepended to a route map, enter no set as-path prepend 70000 70001 . As a shortcut, in the
configuration context of a particular route map, you can also copy and paste ASNs from the output of show commands, such
as show route-map or show ip bgp route .

Use the prepend keyword to prepend one or more ASNs. The maximum number of ASNs that you can prepend is 16. The range for
each ASN is 1 - 4294967295.

Entering the tag keyword sets the tag as an AS-path attribute.
You can specify a route target (rt) or a site of origin (soo) for an extended community, as shown in the following example.
device (config-routemap test)# set extcommunity rt 7701000:10

Syntax: [no] set extcommunity rt asn:nn | jp-address:nn |soo asn:nn | ip-address:nn

The rt keyword specifies a route target in the form of a route ID. The route ID can be an ASN or IP address. The second part of the route
ID is a user-specific numeric variable nn. The ASN can be a maximum of 4 bytes (in the range 1 - 4294967295). If you specify an AS4
or IP address, the nn variable is limited to a maximum length of 2 bytes. If the feature for announcing and negotiating AS4 is disabled, nn
can be 4 bytes.

The soo keyword specifies a site or origin in the form of a route ID. The route ID can be an ASN4 or IP address. The second part of the
route ID is a user-specific numeric variable nn. The AS4 can be a maximum of 4 bytes (in the range 1 - 4294967295). If you specify
an AS4 or IP address, the nn variable is limited to a maximum length of 2 bytes. If the feature for announcing and negotiating AS4 is
disabled, nn can be 4 bytes.

Clearing BGP4 routes to neighbors

You can clear BGP4 connections using the AS4 as an argument with the clear ip bgp neighbor command in the configuration context
level of the CLI. as shown.

device (config)# clear ip bgp neighbor 80000
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Syntax: clear ip bgp neighbor all | ip-addr | peer-group-name | as-num [ last-packet-with-error | notification-errors | [ soft [ in | out ] |
soft-outbound ]

The neighbor specification is either all, jp-addr, peer-group-name , or as-num . The all parameter specifies all neighbors. The jp-addr
parameter specifies a neighbor by its IP interface with the device. The peer-group-name specifies all neighbors in a specific peer group.
The as-num parameter specifies all neighbors within the specified AS. After choosing one mandatory parameter, you can choose an
optional parameter.

The soft in and soft out parameters determine whether to refresh the routes received from the neighbor or the routes sent to the
neighbor. If you do not specify in or out , the device performs a soft refresh in both options:

soft in performs one of the following actions on inbound routes, according to other configuration settings:

- If you enabled soft reconfiguration for the neighbor or peer group, soft in updates the routes by comparing the route
policies against the route updates that the device has stored. Soft reconfiguration does not request additional updates from
the neighbor or otherwise affect the session with the neighbor.

- If you did not enable soft reconfiguration, soft in requests the entire BGP4 route table on the neighbor (Adj-RIB-Out), then
applies the filters to add, change, or exclude routes.

- Ifa neighbor does not support dynamic refresh, soft in resets the neighbor session.

soft out updates all outbound routes and then sends the entire BGP4 route table for the device (Adj-RIB-Out) to the neighbor
after the device changes or excludes the routes affected by the filters.

The soft-outbound parameter updates all outbound routes by applying the new or changed filters, but sends only the existing
routes affected by the new or changed filters to the neighbor.

NOTE

Use soft-outbound only if the outbound policy is changed. The soft-outbound parameter updates all outbound routes by
applying the new or changed filters. However, the device sends to the neighbor only the existing routes that are affected by the
new or changed filters.The soft out parameter updates all outbound routes and then sends the entire BGP4 route table on the
device to the neighbor after the device changes or excludes the routes affected by the filters.

AS4 notation

A AS4 can appear in either a plain or a dot notation format in the output of show commands. To select one of these formats, specify the
format before entering the show command. This section defines these formats and describes how to select a format. The following
notations are currently supported:

With the default asplain , the ASN is a decimal integer in the range 1 - 4294967295.

With asdot +, all ASNs are two integer values joined by a period character in the following format:
<high order 16-bit value in decimal>.<low order 16-bit value in decimal>
Using the asdot+ notation, an autonomous system number of value 65526 is represented as the string "0.65526," and an autonomous
system number of value 65546 is represented as the string "1.10."

With asdot, an ASN less than 65536 uses the asplain notation (and represents autonomous system number values equal to or
greater than 65536 using the asdot+ notation). Using the asdot notation, ASN 65526 is represented as the string "65526,"
and ASN 65546 is represented as the string "1.10"

NOTE
You can enter autonomous system numbers in any format. However, if you want the asdot or the asdot+ format to appear in
the output of a show command, you must specify these in the CLI.
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NOTE
Remember that autonomous system path matching that uses regular expression is based on the configured autonomous
system format.

The following command sequences show how to enable the different notations for AS4s and how these notations appear in the output
display.
To see ASNs in asplain, use the show ip bgp command.

device (config) # show ip bgp

Total number of BGP Routes: 1
Status codes:s suppressed, d damped, h history, * valid, > best, i internal, S stale

Origin codes: i - IGP, e - EGP,? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 47.1.1.0/24 192.168.1.5 1 100 0 90000 100 200 65535 65536 65537 65538 65539 75000 2

To specify asdot notation before displaying IP BGP4 information, use the as-format command.

device (config) # as-format asdot

device (config) # show ip bgp

Total number of BGP Routes: 1

Status codes: s suppressed, d damped, h history, * valid, > best, i internal, S stale

Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 10.1.1.0/24 192.168.1.5 1 100 0 1.24464 100 200 65535

1.0 1.1 1.2 1.3 1.9464 2
Syntax: [no] as-format asplain | asdot | asdot+
The default is asplain and can be restored using the no version of the command, if the CLI is currently using asdot or asdot+ .
To activate asdot+ notation, enter as-format asdot+ in the CLI.

device (config) # as-format asdot+

device (config) # show ip bgp

Total number of BGP Routes: 1
Status codes: s suppressed, d damped, h history, * valid, > best, i internal, S stale

Origin codes: i - IGP, e - EGP,? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 10.1.1.0/24 192.168.1.5 1 100 0 1.24464 0.100 0.200

0.65535 1.0 1.1 1.2 1.3 1.9464 2

BGP4 AS4 attribute errors

This section describes the handling of the confederation path segments in the AS4_PATH attribute, and also specifies the error handling
for the new attributes.

To support AS4, the following attributes: AS4_PATH and AS4_Aggregator were specified in RFC 4893. Confederation path segments
in an AS4_PATH are discarded and if there are any other errors such as: attribute length , flag , confederation segments after AS_SEQ/
AS_SET, Invalid segment types and More than one AS4_PATH in these new attributes, the attribute is discarded and the error is logged.

Error logs
The device generates a log when it encounters attribute errors in AS4_PATH and AS4_AGGREGATOR.

NOTE
Logging of errors is rate-limited to not more than one message for every two minutes. Some errors may be lost due to this
rate-limiting.

Sample log messages for various attribute errors are shown here.
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Attribute length error (ignore the AS4_PATH)

SYSLOG: Sep 9 19:02:03:<11>mu2, BGP: From Peer 192.168.1.1 received invalid AS4 PATH attribute length (3)
- entire AS4 PATH ignored

Attribute flag error (ignore the AS4_PATH)

SYSLOG: Sep 9 19:02:03:<11>mu2, BGP: From Peer 192.168.1.1 received invalid AS4 PATH attribute flag (0x40)
- entire AS4 PATH ignored

Confederation segments after AS_SEQ/AS_SET (ignore the AS4_PATH)

SYSLOG: Sep 9 19:02:03:<11>mu2, BGP: From Peer 192.168.1.1 received invalid Confed info in AS4 PATH (Qbyte
43) - entire AS4 PATH not ignored

Invalid segment types (ignore the AS4_ PATH)

SYSLOG: Sep 9 19:02:03:<11>mu2, BGP: From Peer 192.168.1.1 received incorrect Seq type/len in AS4 PATH
(Bbyte 41) - entire AS4 PATH ignored

More than one AS4_PATH (Use the first one and ignore the others)

SYSLOG: Sep 9 19:02:03:<11>mu2, BGP: From Peer 192.168.1.1 received multiple AS4_PATH attributes - used first AS4_PATH
attribute only

Configuring route flap dampening

A route flap is a change in the state of a route, from up to down or down to up. A route state change causes changes in the route tables
of the devices that support the route. Frequent route state changes can cause Internet instability and add processing overhead to the
devices that support the route.

Route flap dampening helps reduce the impact of route flap by changing the way a BGP4 device responds to route state changes. When
route flap dampening is configured, the device suppresses unstable routes until the number of route state changes drops enough to
meet an acceptable degree of stability. The Brocade implementation of route flap dampening is based on RFC 2439.

Route flap dampening is disabled by default. You can enable the feature globally or on an individual route basis using route maps.

NOTE
The device applies route flap dampening only to routes learned from EBGP
neighbors.

The route flap dampening mechanism is based on penalties. When a route exceeds a configured penalty value, the device stops using
that route and stops advertising it to other devices. The mechanism also allows route penalties to reduce over time if route stability
improves.

The route flap dampening mechanism uses the following parameters:

Suppression threshold - Specifies the penalty value at which the device stops using the route. Each time a route becomes
unreachable or is withdrawn by a BGP4 UPDATE from a neighbor, the route receives a penalty of 2000. By default, when a
route penalty is greater than 2000, the device stops using the route. By default, if a route goes down more than twice, the
device stops using the route. You can set the suppression threshold to a value from 1 through 20000. The default is 2000.

Half-life - Once a route has been assigned a penalty, the penalty decreases exponentially and decreases by half after the half-
life period. The default half-life period is 15 minutes. The software reduces route penalties every five seconds. For example, if a
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route has a penalty of 2000 and does not receive any more penalties during the half-life, the penalty is reduced to 1000 after
the half-life expires. You can configure the half-life to be from 1 - 45 minutes. The default is 15 minutes.

Reuse threshold - Specifies the minimum penalty a route can have and still be suppressed by the device. If the route penalty
falls below this value, the device un-suppresses the route and can use it again. The software evaluates the dampened routes
every ten seconds and un-suppresses the routes that have penalties below the reuse threshold. You can set the reuse threshold
to a value from 1 through 20000. The default is 750.

Maximum suppression time - Specifies the maximum number of minutes a route can be suppressed regardless of how
unstable the route has been before this time. You can set the parameter to a value from 1 through 20000 minutes. The default
is four times the half-life. When the half-life value is set to its default (15 minutes), the maximum suppression time defaults to
60 minutes.

You can configure route flap dampening globally or for individual routes using route maps. If you configure route flap dampening
parameters globally and also use route maps, the settings in the route maps override the global values.

Globally configuring route flap dampening

Route flap dampening reduces the amount of route state changes propagated by BGP4 due to unstable routes. This in turn reduces
processing requirements.

To enable route flap dampening using the default values, enter the following command.
device (config-bgp) # dampening
Syntax: [no] dampening [ half-life reuse suppress max-suppress-time ]

The half-life parameter specifies the number of minutes after which the penalty for a route becomes half its value. The route penalty
allows routes that have remained stable for a period despite earlier instability to eventually become eligible for use again. The decay rate
of the penalty is proportional to the value of the penalty. After the half-life expires, the penalty decays to half its value. A dampened route
that is no longer unstable can eventually again become eligible for use. You can configure the half-life to be from 1 through 45 minutes.
The defaultis 15 minutes.

The reuse parameter specifies how low a penalty for a route must be before the route becomes eligible for use again, after being
suppressed. You can set the reuse threshold to a value from 1 through 20000. The default is 750 (0.75, or three-fourths, of the penalty
assessed for a one flap).

The suppress parameter specifies how high the penalty for a route can be before the device suppresses the route. You can set the
suppression threshold to a value from 1 through 20000. The default is 2000 (more than two flaps).

The max-suppress-time parameter specifies the maximum number of minutes that a route can be suppressed regardless of how
unstable it is. You can set the maximum suppression time to a value from 1 through 255 minutes. The default is 40 minutes.

This example shows how to change the dampening parameters.
device (config-bgp) # dampening 20 200 2500 40

This command changes the half-life to 20 minutes, the reuse threshold to 200, the suppression threshold to 2500, and the maximum
number of minutes a route can be dampened to 40.

NOTE
To change any of the parameters, you must specify all the parameters with the command. To want to leave any parameters
unchanged, enter their default values.
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Using a route map to configure route flap dampening for specific routes

Route maps enable you to fine tune route flap dampening parameters for individual routes. To configure route flap dampening
parameters using route maps, configure BGP4 address filters for each route you want to set the dampening parameters for, then
configure route entries that set the dampening parameters for those routes.

Using a route map to configure route flap dampening for a specific
neighbor

You can use a route map to configure route flap dampening for a specific neighbor by performing the following tasks:

Configure an empty route map with no match or set clauses. This route map does not specify particular routes for dampening
but does allow you to enable dampening globally when you refer to this route map from within the BGP4 configuration level.

Configure another route map that explicitly enables dampening. Use a set clause within the route map to enable dampening.
When you associate this route map with a specific neighbor, the route map enables dampening for all routes associated with the
neighbor. You also can use match clauses within the route map to selectively perform dampening on some routes from the
neighbor.

NOTE
You still need to configure the first route map to enable dampening globally. The second route map does not enable
dampening by itself; it just applies dampening to a neighbor.

Apply the route map to the neighbor.
To enable route flap dampening for a specific BGP4 neighbor, enter commands such as the following.

device
device
device
device
device
device
device
device

config) # route-map DAMPENING MAP ENABLE permit 1

config-routemap DAMPENING MAP ENABLE) # exit

config)# route-map DAMPENING MAP NEIGHBOR A permit 1

config-routemap DAMPENING MAP NEIGHBOR A)# set dampening
config-routemap DAMPENING MAP NEIGHBOR A)# exit

config)# router bgp

config-bgp)# dampening route-map DAMPENING MAP ENABLE

config-bgp) # neighbor 10.10.10.1 route-map in DAMPENING MAP NEIGHBOR A

In this example, the first command globally enables route flap dampening. This route map does not contain any match or set clauses. At
the BGP4 configuration level, the dampening route-map command refers to the DAMPENING_MAP_ENABLE route map created by
the first command, thus enabling dampening globally.

The third and fourth commands configure a second route map that explicitly enables dampening. Notice that the route map does not
contain a match clause. The route map implicitly applies to all routes. Since the route map will be applied to a neighbor at the BGP4
configuration level, the route map will apply to all routes associated with the neighbor.

Although the second route map enables dampening, the first route map is still required. The second route map enables dampening for
the neighbors to which the route map is applied. However, unless dampening is already enabled globally by the first route map, the
second route map has no effect.

The last two commands apply the route maps. The dampening route-map command applies the first route map, which enables
dampening globally. The neighbor command applies the second route map to neighbor 10.10.10.1. Since the second route map does
not contain match clauses for specific routes, the route map enables dampening for all routes received from the neighbor.

Removing route dampening from a route

You can un-suppress routes by removing route flap dampening from the routes. The device allows you to un-suppress all routes at once
or un-suppress individual routes.
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To un-suppress all the suppressed routes, enter the following command at the Privileged EXEC level of the CLI.
device# clear ip bgp dampening

Syntax: clear ip bgp dampening [ ip-addr jp-mask ]

The ip-addr parameter specifies a particular network.

The ip-mask parameter specifies the network mask.

To un-suppress a specific route, enter a command such as the following.

device# clear ip bgp dampening 10.157.22.0 255.255.255.0

This command un-suppresses only the routes for network 10.157.22.0/24.

Displaying and clearing route flap dampening statistics

The software provides many options for displaying and clearing route flap statistics.

Displaying route flap dampening statistics
To display route dampening statistics or all the dampened routes, enter the following command at any CLI level.
device# show ip bgp flap-statistics

Total number of flapping routes: 414
Status Code >:best d:damped h:history *:valid

Network From Flaps Since Reuse Path
h> 10.50.206.0/23 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 701
h> 10.255.192.0/20 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 7018
h> 10.252.165.0/24 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 7018
h> 10.50.208.0/23 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 701
h> 10.33.0.0/16 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 701
*> 10.17.220.0/24 10.90.213.77 1 0 :1 :4 0 :0 :0 65001 4355 701 62

Syntax: show ip bgp flap-statistics [ regular-expression regular-expression | address mask [ longer-prefixes ]| neighbor jpo-addr ] as-
path-filter num

The regular-expression regular-expression parameter is a regular expression. Regular expressions are the same ones supported for
BGP4 AS-path filters.

The address mask parameters specify a particular route. If you also use the optional longer-prefixes parameter, all statistics for routes
that match the specified route or have a longer prefix than the specified route are displayed. For example, if you specify 10.157.0.0
longer , all routes with the prefix 10.157. or longer (such as 10.157.22.) are displayed.

The neighborip-addr parameter displays route flap dampening statistics only for routes learned from the specified neighbor. You also
can display route flap statistics for routes learned from a neighbor by entering the following command: show ip bgp neighbor flap-
statistics .

The as-path-filternum parameter specifies one or more filters. Only the routes that have been dampened and that match the specified
filter or filters are displayed.

TABLE 3 show ip bgp flap-statistics output descriptions
This field Displays

Total number of flapping routes The total number of routes in the BGP4 route table that have changed
state and have been marked as flapping routes.
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TABLE 3 show ip bgp flap-statistics output descriptions (continued)

This field Displays
Status code Indicates the dampening status of the route, which can be one of the
following:

> - This is the best route among those in the BGP4 route table
to the route destination.

d - This route is currently dampened, and unusable.
h - The route has a history of flapping and is unreachable now.
* - The route has a history of flapping but is currently usable.

Network The destination network of the route.

From The neighbor that sent the route to the device.

Flaps The number of flaps the route has experienced.

Since The amount of time since the first flap of this route.

Reuse The amount of time remaining until this route will be un-suppressed and

can be used again.

Path Shows the AS-path information for the route.

You also can display all dampened routes by entering the show ip bgp dampened-paths command.

Clearing route flap dampening statistics

Clearing the dampening statistics for a route does not change the dampening status of the route. To clear all the route dampening
statistics, enter the following command at any level of the CLI.

device# clear ip bgp flap-statistics

Syntax: clear ip bgp flap-statistics [ regular-expression regular-expression | address mask | neighbor jp-addr ]

The parameters are the same as those for the show ip bgp flap-statistics commmand (except the longer-prefixes option is not
supported).

NOTE
The clear ip bgp dampening command not only clears statistics but also un-suppresses the routes.

Generating traps for BGP4

You can enable and disable SNMP traps for BGP4. BGP4 traps are enabled by default.
To enable BGP4 traps after they have been disabled, enter the following command.
device (config) # snmp-server enable traps bgp

Syntax: [no] snmp-server enable traps bgp

Use the no form of the command to disable BGP4 traps.

Configuring BGP4

Once you activate BGP4, you can configure the BGP4 options. There are two configuration levels: global and address family.

At the global level , all BGP4 configurations apply to IPv4 and IPv6. Enter this layer using the device BGP4 command

Multi-Service IronWare Routing
104 53-1003203-04



Configuring BGP4

Under the global level, you specify an address family . Address families separate IPv4 and IPv6 BGP4 configurations. Go to this level by
entering the address-family command at the device BGP4 level. The command requires you to specify the IPv4 or IPv6 network

protocol.

The address-family command also requires you to select a sub-address family, which is the type of routes for the configuration. Specify

unicast routes.

TABLE 4 IPv4 BGP4 commands for different configuration levels

Command Global (iPv4 and IPv6) IPv4 address family unicast IPv4 address family multicast
address-family X X X
aggregate-address X X
always-compare-med X

always-propagate X

as-path-ignore X

bfd X

bfd-enable X

bgp-redistribute-internal X

client-to-client-reflection X X X
cluster-id X

compare-med-empty-aspath X

compare-routerid X

confederation X

dampening X X
default-information-originate X X
default-local-preference X

default-metric X X
distance X

enforce-first-as X

exit-address-family X X X
fast-external-fallover X

graceful-restart X

install-igp-cost X

local-as X

log-dampening-debug X

maxas-limit X

maximum-paths X

med-missing-as-worst X

multipath X

neighbor X X X
network X X
next-hop-enable-default X

next-hop-mpls X

next-hop-recursion X

redistribute X X

rib-route-limit
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TABLE 4 IPv4 BGP4 commands for different configuration levels (continued)
Command Global (iPv4 and IPv6) IPv4 address family unicast IPv4 address family multicast

show X X X

static-network

table-map X X
timers X
update-time X X

Entering and exiting the address family configuration
level

The BGP4 address family contains a unicast or multicast sub-level.
To go to the IPv4 BGP4 unicast address family configuration level, enter the following command.

device (config-bgp) # address-family ipv4 unicast
device (config-bgp) #

NOTE
The CLI prompt for the global BGP4 level and the BGP4 address-family IPv4 unicast level is the same.

To go to the IPv4 BGP4 multicast address family configuration level, enter the following command.

device (config-bgp) # address-family ipv4 multicast
device (config-bgp-ipvim) #

Syntax: [no] address-family ipv4 unicast [ vrf vi--name ] | ipv4 multicast

The default is the IPv4 unicast address family level.

The vrf option allows you to configure a unicast instance for the VRF specified by the vrf-name variable.
To exit an address family configuration level, enter the following command.

device (config-bgp) # exit-address-family
device (config-bgp) #

Syntax: [no] exit-address-family

BGP route reflector

A BGP device selects a preferred BGP4 route for a specific prefix learned from multiple peers by using the BGP best path selection
algorithm, and installs the BGP4 route in the Routing Table Manager (RTM). The BGP device marks the preferred BGP4 route as the
best route, and advertises the route to other BGP4 neighbors. Generally, the RTM route table size is larger than the number of unique
BGP4 routes in the BGP4 route table. All preferred BGP4 routes are installed in RTM and are marked as the best BGP4 routes.

However, in certain configurations it is possible that the total number of preferred BGP4 routes may exceed the RTM route table size
limit. Therefore, some preferred BGP4 routes may not be installed in the RTM, and the BGP device is not able to forward traffic correctly
for those BGP4 routes. Those BGP4 routes are not considered as the best BGP4 routes, and are not advertised to other BGP4
neighbors because traffic miss-forwarding or packet drop can occur.

When a BGP device is configured as only a route reflector server, and is not placed directly in the forwarding path, it is possible to mark
all preferred BGP4 routes as the best routes to be advertised to other BGP4 neighbors even if the routes are not installed in the RTM. To
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support the behavior of a BGP device as a route reflector server in such a scenario, use the always-propagate command and the rib-
route-limit command.

NOTE
The always-propagate command and the rib-route-limit commmand are supported on Brocade MLX series, Brocade Netlron

XMR, Brocade Netlron CER, and Brocade Netlron CES devices.

Configuring BGP route reflector

The always-propagate command enables a device to mark a preferred BGP4 route not installed in the RTM as the best route, and
advertise the route to other BGP4 neighbors. The same process for outbound route policy continues to apply to all best BGP4 routes.
The rib-route-limit command limits the number of BGP4 Routing Information Base (RIB) routes that can be installed in the RTM. The
RTM must be able to reserve enough entries for Interior Gateway Protocol (IGP) routes because the IGP routes are required by BGP4 to
resolve BGP4 next-hop entries. If the RTM is not able to reserve enough entries for IGP routes, BGP4 RIB routes can fill the entire RTM
with only BGP4 route entries. The rib-route-limit command enables IGP and BGP4 route entries to be installed in the RTM.

NOTE
The always-propagate command and the rib-route-limit command are configurable in any order under the BGP4 address

family configuration level.

Perform the following steps to advertise a preferred BGP4 route not installed in the RTM.
1. Configure a BGP4 unicast route. Enter a command such as the following.
device (config-bgp) #address-family ipv4 unicast

Syntax: address-family ipv4 unicast [ vrf vif-name ] | ipv4 multicast| ipv6 unicast | ipv6 multicast

NOTE

To configure a BGP4 unicast route for a specified VRF instance, use the vrf vrf-name parameter. The vrfvrf-name
parameter allows you to create a VPN routing or forwarding instance specified by the vrf-name variable. The vrf-name
variable specifies the name of the VRF instance you want to create.

2. Enter the always-propagate command to enable a preferred BGP4 route (not installed in the RTM) to be advertised to other
BGP4 neighbors.
device (config-bgp) #always-propagate

Syntax: always-propagate
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3. Enter the rib-route-limit command to set the maximum number of BGP4 rib routes that can be installed in the RTM.
device (config-bgp) #rib-route-limit 500
Syntax: rib-route-limit decimal

The decimal variable specifies the maximum number of BGP4 rib routes that can be installed in the RTM. The user may enter
any number for the decimal variable for the rib-route-limit command. By default, there is no limit. If the rib-route-limit
command is set to O, no BGP4 routes are installed in the RTM. If a BGP4 route is not installed in the RTM because of the
configuration set by the rib-route-limit command, the always-propagate command must be enabled for preferred BGP4
routes to be advertised to the BGP4 neighbors.

If the rib-route-limit command is configured to a value that is below the number of BGP4 routes already installed in the RTM,
the following warning message is displayed on the console.

device (config-bgp) # rib-route-limit 250
The new limit is below the current bgp rib route count. Please use Clear ip bgp routes command to
remove bgp rib routes.

You can only use one of the following commands to clear all BGP4 routes in the RTM, and reset the routes for preferred BGP4
routes to be reinstalled in the RTM. Depending on the type of route the rib-route-limit command is used for, select from one of
the following commands:

+  clearip bgp routes command. This command is used to clear IPv4 BGP unicast routes.
+  clearipv6 bgp routes command. This command is used to clear IPv6 BGP unicast routes.
clear ip mbgp routes command. This command is used to clear IPv4 MBGP multicast routes.

+  clear ipv6 mbgp routes command. This command is used to clear IPv6 MBGP multicast routes.

NOTE
It is not guaranteed that the same number of preferred BGP4 routes will be reinstalled in the RTM.

4. Perform the following step to:

the BGP4 unicast or multicast address family configuration.
device(config-bgp-ipv4u)#exit-address-family
Syntax: exit-address-family

When you enter the exit-address-family command at the address family configuration level, you return to the BGP4 unicast
address family configuration level (the default BGP4 level).

Displaying configuration for BGP route reflector

To display the configuration for preferred BGP4 routes not installed in the RTM, use the show ip bgp route command as shown in the
following example.

device (config-bgp) # show ip bgp route

Total number of BGP Routes: 333422

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH m:NOT-INSTALLED-MULTIPATH
S:SUPPRESSED F:FILTERED s:STALE
Prefix Next Hop MED LocPrf Weight Status

..5 10.12.0.0/24 10.100.100.4 100 0 E
AS PATH:48 1994 65148 21948 6461 1239 4837 4808 17431 18245...

Syntax: show ip bgp route

In the previous output, BGP4 receives 333,422 routes and the rib-route-limit command is configured to 300,000 routes. The always-
propagate command has not been enabled. However, because the rib-route-limit command is configured to allow for 300,000 routes
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in the RTM, BGP4 installs only 300,000 routes of the 333,422 routes received in the RTM. When the always-propagate command is
enabled, a preferred BGP4 route not installed in the RTM is now considered as the best BGP4 route to be advertised to other peers. The
route is identified by the letter "b" (for NOT-INSTALLED-BEST) in the Status field. However, when the always-propagate command is
not enabled, the status field displays only the default letter "E", as displayed for BGP4 route 10.12.0.0/24. The letter "B" or "b" is missing
from the Status field.

NOTE

The description of the status "b: NOT-INSTALLED-BEST" has changed. The status description for "o: NOT-INSTALLED-
BEST" is now: The routes received from the neighbor are the best BGP4 routes to their destinations, but were nonetheless not
installed in the IP route table due to the rib-route-limit option (or RTM route table size limit), and the always-propagate option
to allow the propagating of those best BGP routes.

NOTE
Traffic loss on a BGP4 route occurs when a device is advertising preferred BGP4 routes not installed in the RTM as part of the
forwarding path.

Because the BGP4 route 10.12.0.0/24 is not considered as the best BGP4 route, the route is not advertised to other BGP4 neighbors.

device (config-bgp) # show ip bgp route 10.12.0.0/24
Number of BGP Routes matching display condition : 1
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH m:NOT-INSTALLED-MULTIPATH
S:SUPPRESSED F:FILTERED s:STALE
Prefix Next Hop MED LocPrf Weight Status
1 10.12.0.0/24 10.100.100.4 100 0 E
AS PATH: 48 1994 65148 21948 6461 1239 4837 4808 17431 18245
Last update to IP routing table: Ohlém2s
No path is selected as BEST route

Syntax: show ip bgp route jp-address/prefix

After enabling the always-propagate command, the BGP4 route is now considered the best BGP4 route, even though the route is not
installed in the RTM. Because the rib-route-limit command was configured to allow for only 300,000 routes in the RTM some preferred
BGP4 routes are not installed in the RTM, and are not advertised to other BGP4 neighbors. By enabling the always-propagate
command, the device is now able to advertise those preferred BGP4 routes to other BGP4 neighbors. In the following example, the
Status field displays "bE" indicating that the route is now considered the best BGP4 route for forwarding and will be advertised to other
BGP4 neighbors.

device (config-bgp) # show ip bgp route 10.12.0.0/24
Number of BGP Routes matching display condition : 1
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH m:NOT-INSTALLED-MULTIPATH
S:SUPPRESSED F:FILTERED s:STALE
Prefix Next Hop MED LocPrf Weight Status
1 10.12.0.0/24 10.100.100.4 100 0 bE
AS PATH: 48 1994 65148 21948 6461 1239 4837 4808 17431 18245
Last update to IP routing table: 0hl2mb53s
Route is to be sent to 1 peers:
10.0.0.14(6)

For an explanation of the fields displayed in the output of the show ip bgp route command, refer to Displaying information for a specific
route on page 134.

Specifying a maximum AS path length

You can use the maxas-limit in command to configure a device running BGP4 to discard routes that exceed a specified AS path limit.
This limit can be configured globally, for peer groups, and for BGP neighbors.
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When you configure maxas-limit in , the behavior of the device changes to first check the length of the AS paths in the UPDATE
messages and then to apply the inbound policy. If the AS path exceeds the configured length, then the device performs the following
actions:

Does not store the route in the RIB and does not forward the NLRIs and attributes contained in the UPDATE message for that
route

Logs an error

Processes the withdrawn NLRIs in the same update message

If a route from a peer exceeds the configured Maximum AS path limit, the device also removes the same route from that peer, if it exists,
from its own RIB.

After a maximum AS path length is configured, the maximum AS path limit applies to all new inbound routes. To update previously
stored routes, you must perform an inbound soft reset for all of the address families activated for that particular BGP neighbor session.

NOTE
If the neighbor soft-reconfiguration feature is enabled, you must perform a hard reset on the device to impose the maximum
length limit.

NOTE
maxas-limit in is checked against the received AS_PATH and AS4_PATH attributes.

BGP devices check for and, if configured, apply maxas-limit in in the following order:

Neighbor value
Peer group value

Global value

In a case where a neighbor has no maximum AS limit, a peer group has a value of 3 configured, and the system has a value of
9 configured, all of the devices in the peer group will only use the peer group value; the global value will never be used.

Setting a global maximum AS path limit
The syntax for the global maximum AS path limit command is:
Syntax: [no] maxas-limit in num

The maxas-limit keyword specifies the limit on the AS numbers in the as-path attribute. The in keyword allows the as-path attribute from
any neighbor imposing a limit on AS numbers received. The default maximum length for the global system is 300. The range is O - 300.
The no keyword removes the configuration at the global level.

NOTE
The device applies the BGP4 maximum AS path limit on a per virtual device basis.

To configure the global Maximum AS path limit to 15, enter the following command:

device (config-bgp) # maxas-limit in 15

Setting a maximum AS path limit for a peer group or neighbor
To set maximum AS path limit for a peer group or a neighbor, the syntax is:

Syntax: neighbor { ip-addr | peer-group-name } maxas-limit in [ num | disable ]
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By default, neighbors or peer groups have no configured maximum values. The range is O - 300. The disable keyword is used to stop a
neighbor from inheriting the configuration from the peer-group or global and to the use system default value.

To configure a peer group named "PeerGroupl” and set a maximum AS path value of 7, enter the following commands:

device (config-bgp) # neighbor PeerGroupl peer-group
device (config-bgp) # neighbor PeerGroupl maxas-limit in 7

BGP4 max-as error messages

This section lists error log messages that you might see when the device receives routes that exceed the configured AS segment limit or
the internal memory limit. The log messages can contain a maximum of 30 ASNs. If a message contains more than 30 ASNs, the
message is truncated and an ellipsis appears.

Maximum AS path limit error

SYSLOG: <11>Jan 1 00:00:00 mul, BGP: From Peer 192.168.1.2 received Long AS PAT H= AS CONFED SET(4) 1 2 3
AS_CONFED SEQUENCE (3) 4 AS SET(1) 5 6 7 AS SEQ(2) 8 9 attribute length (9) More than configured MAXAS-LIMIT
7

Memory limit error

SYSLOG: <11>Jan 1 00:00:00 mul, BGP: From Peer 192.168.1.2 received Long AS PAT H= AS CONFED SET(4) 1 2 3
AS_CONFED SEQUENCE(3) 4 AS SET(1) 5 6 7 AS SEQ(2) 8 9 attribute length (9) Exceeded internal memory limit

NOTE

The device generates a log message one time every two minutes. Because of this rate limit, it is possible that some errors
might not appear in the log. In this case, you can use the debug ip bgp events command to view errors pertaining to the
maxas-limit value and the actual AS path attributes received.

Originating the default route

By default, the device does not originate and advertise a default route using BGP4. A BGP4 default route is the IP address 0.0.0.0 and
the route prefix O or network mask 0.0.0.0. For example, 0.0.0.0/0 is a default route.

NOTE
The device checks for the existence of an IGP route for 0.0.0.0/0 in the IP route table before creating a local BGP4 route for
0.0.0.0/0.

To configure the device to originate and advertise a default BGP4 route, enter this command.
device (config-bgp) # default-information-originate

Syntax: [no] default-information-originate

Changing the default metric used for route cost

By default, BGP4 uses the BGP MED value as the route cost when adding the route to the RTM. However, you can configure BGP4 to
use the IGP cost instead.
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NOTE
It is recommended that you change the default to IGP cost only in mixed-vendor environments, and that you change it on all
Brocade devices in the environment.

To change the route cost default from BGP MED to IGP cost, enter a command such as the following:
device (config-bgp) # install-igp-cost
Syntax: [no] install-igp-cost

Use the no form of the command to revert to the default of BGP MED.

Configuring a static BGP4 network

This feature allows you to configure a static network in BGP4, creating a stable BGP4 network in the core. While a route configured with
this feature will never flap unless it is manually deleted, a "static” BGP4 network will not interrupt the normal BGP4 decision process on
other learned routes being installed into the RTM (Routing Table Manager). Consequently, when there is a route that can be resolved, it
will be installed into the RTM.

To configure a static BGP4 network, enter commands such as the following.

device (config) # router bgp
device (config-bgp) # static-network 10.157.22.26/16

Syntax: [no] static-network ipAddressPrefix/mask
The ipAddress and mask variables are the IPv4 address prefix and mask of the static BGP4 network you are creating.

Using the no option uninstalls a route (that was previously installed) from BGP4 RIB-IN and removes the corresponding drop route from
the RTM. If there is a new best route, it is advertised to peers if necessary. Otherwise, a withdraw message is sent.

NOTE
The BGP4 network route and the BGP4 static network route are mutually exclusive. They cannot be configured with the same
prefix and mask.

When you configure a route using the static-network command, BGP4 automatically generates a local route in BGP4 RIB-IN, and
installs a NULLO route in the RTM if there is no other valid route with the same prefix/mask learned from any peer. Otherwise, the
learned BGP4 route will be installed in the RTM. In either situation, the new locally generated route will be the best route in RIB-IN and
will be advertised to peers if it passes the per-peer outbound policies.

Setting an administrative distance for a static BGP4 network

When a static BGP4 network route is configured, its type is local BGP4 route and has a default administrative distance value of 200. To
change the administrative distance value, change the value of all local BGP4 routes using the distance command at the router bgp level
of the CLI, and set a new value for local routes. You can also assign a specific administrative distance value for each static network using
the distance option as shown.

device (config) # router bgp
device (config-bgp) # static-network 10.157.22.26/16 distance 100

Syntax: [no] static-network ipAddressPrefix/mask distance distance-value

The ipAddress and mask variables are the IPv4 address prefix and mask of the static BGP4 network for which you are setting an
administrative distance.

The distance-value sets the administrative distance of the static BGP4 network route. The range for this value is 1 - 255.
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Limiting advertisement of a static BGP4 network to selected neighbors

You can control the advertisement of a static BGP4 network to BGP4 neighbors that are configured as Service Edge Devices. When this
feature is configured for a BGP4 neighbor, static BGP4 network routes that are installed in the routing table as DROP routes are not
advertised to that neighbor. When this feature is configured, the route is only advertised to identified Service Edge devices if it is installed
as a forward route, such as the routes described in these steps.

1. Thereis a learned route from a customer BGP4 peering.

2. There is a valid learned route from another Services Edge device as a result of a customer route present on that device.

To configure a BGP4 neighbor to limit the advertisement of Static BGP4 Network routes, enter the static-network-edge
command as shown.

device (config) # router bgp
device (config-bgp) # neighbor 10.2.3.4 static-network-edge

Syntax: [no] neighbor jp-address | peer-group-name static-network-edge

The ip-addr and peer-group-name variables indicate whether you are configuring an individual neighbor or a peer group. If you
specify a neighbor IP address, you are configuring that individual neighbor. If you specify a peer group name, you are
configuring a peer group.

Route-map continue clauses for BGP4 routes

A continuation clause in a route-map directs program flow to skip over route-map instances to another, user-specified instance. If a
matched instance contains a continue clause, the system looks for the instance that is identified in the continue clause.

The continue clause in a matching instance initiates another traversal at the instance that you specify in the continue clause. The system
records all of the matched instances and, if no deny statements are encountered, proceeds to execute the set clauses of the matched
instances.

If the system scans all route map instances but finds no matches, or if a deny condition is encountered, then it does not update the
routes. Whenever a matched instance contains a deny parameter, the current traversal terminates, and none of the updates specified in
the set clauses of the matched instances in both current and previous traversals are applied to the routes.

This feature supports a more programmable route map configuration and route filtering scheme for BGP4 peering. It can also execute
additional instances in a route map after an instance is executed with successful match clauses. You can configure and organize more
modular policy definitions to reduce the number of instances that are repeated within the same route map.

This feature currently applies to BGP4 routes only. For protocols other than BGP4, continue statements are ignored.

Specifying route-map continuation clauses
This section describes the configuration of route-map continuation clauses. The following sequence of steps (with referenced items in the
screen output in bold) is described:

The configuration context for a route-map named test is entered.

Two route-map continue statements are added to route-map test.

The show route-map output displays the modified route-map test .

Subsequent neighbor commands identify the route map test in the inbound and outbound directions for the neighbor at
10.8.8.3.
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+  The show ip bgp config output shows inbound and outbound route-map test for the neighbor at 10.8.8.3.

device (config-bgp) # route-map

test permit 1

(
device (config-routemap test)# match metric 10
device (config-routemap test)# set weight 10
device (config-routemap test)# continue 2
device (config-routemap test)# route-map test permit 2
device (config-routemap test)# match tag 10
device (config-routemap test)# set weight 20
device (config-routemap test)# continue 3
device (config-routemap test)# router bgp
(

device (config-bgp) # exit

device (config-bgp) # show route-map test

route-map test permit 1

match metric 10

set weight 10

continue 2

route-map test permit 2

match tag 10

set weight 20

continue 3
device (config-bgp) # neighbor 10.8.8.3 route-map in test
device (config-bgp) # neighbor 10.8.8.3 route-map out test
device (config-bgp) # show ip bgp config
Current BGP configuration:
router bgp

local-as 100

neighbor 10.8.8.3 remote-as
address-family ipv4 unicast
neighbor 10.8.8.3 route-map
neighbor 10.8.8.3 route-map
exit-address-family
address-family ipv4 multicast
exit-address-family
address-family ipv6 unicast
exit-address-family
address-family ipv6 multicast
exit-address-family
address-family vpnv4 unicast
exit-address-family
end of BGP configuration

200

in test
out test

Syntax: [no] route-map map-name permit | deny num

The no form of the command deletes the route map. The map-name is a string of up to 80 characters that specifies the map.
The permit option means the device applies match and set clauses associated with this route map instance.

The deny option means that any match causes the device to ignore the route map.

The num parameter specifies the instance of the route map defined in the route-map context that the CLI enters. Routes are compared
to the instances in ascending numerical order. For example, a route is compared to instance 1, then instance 2, and so on.

Syntax: [no] continue [ instance-number ]

The continue command is entered in the context of a route-map instance. The no form of the command deletes the continue clause
specified by instance-number . The instance number range is O - 4294967295, and the occurrences of instance-number must be in
ascending numeric order. If you specify a continue clause without an instance number, it means "continue to the next route-map
instance.”

Syntax: [no] neighbor jp-addr | peer-group-name [ route-map in | out map-name |

This syntax shows only the neighbor parameters that apply to this example. The ip-addr or peer-group-name identifies the neighbor,
and the route-map in and outmap-name options let you specify a route map and direction to apply to the neighbor.
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Dynamic route filter update

Routing protocols use various route filters to control the distribution of routes. Route filters are used to filter routes received from and
advertised to other devices. Protocols also use route-map policies to control route redistribution from other routing protocols. In addition,
route filter policies are used to select routes to be installed in the routing tables, and used by forwarding engine to forward traffic.

There are currently 5 different types of route filters defined for use in a device:
+ Access List (ACL)
« Prefix-List
BGP4 as-path Access-list
+ BGP4 community-list
+  BGP4 extended community-list

Route-map

Not every protocol uses all of these route filters. A protocol will usually use two or three filter types.

TABLE 5 Route filters used by each protocol

Protocol Route map Prefix list Community- list Extended As-path access- ACL
community- list list
BGP4 X X BGP4 does not BGP4 does not X X
use Community- directly use
List filters directly. Extended

OSPF X
RIP

IS-1S

RIPng

OSPFv3

MSDP X
MCast

X | X | X X X

It does use them
indirectly through
route-map filters
that contain
Community-List
filters.

Community-List
filters, but indirectly
uses them through
route-map filters
that contain
Extended
Community-List
filters.

X
X
X

When a route filter is changed (created, modified or deleted) by a user, the filter change notification will be sent to all relevant protocols, so
that protocols can take appropriate actions. For example if BGP4 is using a route-map (say MapX) to control the routes advertised to a

particular peer, the change of route-map (MapX) will cause BGP4 to re-evaluate the advertised routes, and make the appropriate

advertisements or withdrawals according to the new route-map policy.

A route filter change action can happen in three ways.

1. A new filter is defined (created).

This filter name may be already referenced by an application. The application needs to be notified of the addition of the new

filter, and will bind to and use the new filter. In general, if a filter name is referenced by an application, but is not actually defined,
the application assumes the default deny action for the filter.
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2. An existing filter is undefined (removed).

If the deleted filter is already used and referenced by an application, the application will unbind itself from the deleted filter.

3. An existing filter is modified (updated).
If the filter is already used and referenced by an application, the application will be notified.

Protocols are automatically notified when a route filter is created, deleted or modified. In addition, when a protocol is notified of a
filter change, appropriate steps are taken to apply the new or updated filter to existing routes.

Commands for dynamic route filter updating

In order to allow multiple filter updates to be processed together by applications, the device waits 10 seconds by default before notifying
applications of the filter change. You can force an immediate update notification or modify the time delay from when a change is made to
a route filter to when the protocols are notified.

Route filter update delay settings can be configured using the commands shown here.

Setting a time delay for route filter update notification

Set the amount of time that the device waits before sending filter addition, deletion and modification notification to protocols using the
following command.

device (config)# filter-change-update-delay 100
Syntax: [no] filter-change-update-delay delay-time

The delay-time variable specifies the amount of time in seconds that the device waits before sending filter addition, deletion and
modification notification to protocols. The valid range is O to 600 seconds. If you set the value to O, filter change notifications will not be
automatically sent to protocols. The default value is 10 seconds.

NOTE
The filter-change-update-delay command also affects a route map that is being used in a PBR

policy.

Performing an immediate route filter update

To force an immediate filter update to the relevant protocols, use the following command.
device (config) # clear filter-change-update

Syntax: clear filter-change-update

This command forces an immediate filter update regardless of the filter-change-update-delay setting. It can also be used to
simultaneously submit multiple change notifications when the filter-change-update-delay is set to O. When changes are complete, run
the clear filter-change-update command to update protocols.

NOTE
There may be delays in sending route filter change notifications to applications, and delays in applying the new or updated filter
to all existing routes retroactively. However any new routes or changes to existing routes will be subject to the new filters.
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Filter update delay and BGP

The filter-changes-update-delay command applies (remove only) to changes of filters that are already used or referenced by
applications. If the content of a filter is changed, the new filter action takes effect after filter-changes-update-delay for existing routes.
The notification delay also applies to situations where the usage or reference of a filter is changed in BGP.

For example, the following BGP neighbor command sets or changes the route-map filter on a neighbor:
device (config-bgp) # neighbor x.x.x.x route-map map abc out
In this case, the device applies the route-map "map_abc" to the peer, and updates the neighbor out-bound routes after a delay.
If the delay-time is O, BGP does not start peer out-bound policy updates immediately.
Use the clear filter-change-update or clear ip bgp neighbor soft-out commands to trigger BGP policy updates.

Similarly, the filter-changes-update-delay command also applies to the neighbor in-bound policy change.
NOTE
The auto-update action for a BGP peer filter is newly introduced in release 5.2. In previous releases, a user needs to manually

issue the clear ip bgp neighbor soft out commmand to cause the device to apply the new route-map retroactively to existing
routes.

The general guideline is to define a policy first, then apply it to a BGP peer.

BGP4 policy processing order

The order of application of policies when processing inbound and outbound route advertisements on the device is:
lp prefix-list

Outbound Ip prefix-list ORF, if negotiated

Outbound extended-community ORF, if negotiated

Filter-list (using As-path access-list)

Distribute list (using IP ACL - IPv4 unicast only)

o g s WD

Route-map

Generalized TTL Security Mechanism support

The device supports the Generalized TTL Security Mechanism (GTSM) as defined in RFC 3682. GTSM protects the device from attacks
of invalid BGP4 control traffic that is sent to overload the CPU or hijack the BGP4 session. GTSM protection applies to EBGP neighbors
only.

When GTSM protection is enabled, BGP4 control packets sent by the device to a neighbor have a Time To Live (TTL) value of 255. In
addition, the device expects the BGP4 control packets received from the neighbor to have a TTL value of either 254 or 255. For
multihop peers (where the ebgp-multihop option is configured for the neighbor), the device expects the TTL for BGP4 control packets
received from the neighbor to be greater than or equal to 255, minus the configured number of hops to the neighbor. If the BGP4
control packets received from the neighbor do not have the anticipated value, the device drops them.

For more information on GTSM protection, see RFC 3682.

To enable GTSM protection for neighbor 192.168.9.210 (for example), enter the following command.
device (config-bgp-router) # neighbor 192.168.9.210 ebgp-btsh

Syntax: [no] neighbor jp-addr | peer-group-name ebgp-btsh
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NOTE
For GTSM protection to work properly, it must be enabled on both the device and the neighbor.

Displaying BGP4 information

You can display the following configuration information and statistics for BGP4 protocol:
Summary BGP4 configuration information for the device
+  Active BGP4 configuration information (the BGP4 information in the running configuration)
+  Neighbor information
Peer-group information
+ Information about the paths from which BGP4 selects routes
«  Summary BGP4 route information
Virtual Routing and Forwarding (VRF) instance information
+  The device's BGP4 route table
+  Route flap dampening statistics
Active route maps (the route map configuration information in the running configuration)
+ BGP4 graceful restart neighbor Information

+  AS4 support and asdot notation

Displaying summary BGP4 information

You can display the local AS number, the maximum number of routes and neighbors supported, and some BGP4 statistics. You can also
display BGP4 memory usage for:

BGP4 routes installed
+  Routes advertising to all neighbors (aggregated into peer groups)

+  Attribute entries installed

The show ip bgp summary command output has the following limitations:
If a BGP4 peer is not configured for an address-family, the peer information is not displayed.

«  If a BGP4 peer is configured for an address-family but not negotiated for an address-family after the BGP4 peer is in the
established state, the show ip bgp summary command output shows (NoNeg ) at the end of the line for this peer.

+  If a BGP4 peer is configured and negotiated for that address-family, its display is the same as in previous releases.
To view summary BGP4 information for the device, enter the following command at any CLI prompt

device# show ip bgp summary

BGP4 Summary

Router ID: 10.10.1.14 Local AS Number: 100

Confederation Identifier: not configured

Confederation Peers:

Maximum Number of IP ECMP Paths Supported for Load Sharing: 1

Number of Neighbors Configured: 67, UP: 67

Number of Routes Installed: 258088, Uses 22195568 bytes

Number of Routes Advertising to All Neighbors:17,035844(3,099146 entries),
Uses 192,147052 bytes

Number of Attribute Entries Installed: 612223, Uses 55100070 bytes

Neighbor Address AS# State Time Rt:Accepted Filtered Sent ToSend

10.0.100.2 100 ESTABp 0h28m24s 0 0 258087 0
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10.0.101.2 100 ESTAB 0h28m24s
10.2.3.4 200 ADMDN O0h44m56s

Syntax: show ip bgp summary

TABLE 6 show ip bgp summary output descriptions
This field
Router ID
Local AS Number
Confederation Identifier

Confederation Peers

Maximum Number of Paths Supported for Load Sharing

Number of Neighbors Configured
Number of Routes Installed

Number of Routes Advertising to All Neighbors

Number of Attribute Entries Installed

Neighbor Address
ASH
State
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0 258087 0
0 0 2
Displays

The device ID.

The BGP4 AS number for the device.
The AS number of the confederation in which the device resides.

The numbers of the local autonomous systems contained in the
confederation. This list matches the confederation peer list you configure
on the device.

The maximum number of route paths across which the device can balance
traffic to the same destination. The feature is enabled by default but the
default number of paths is 1. You can increase the number from 2 through
8 paths.

The number of BGP4 neighbors configured on this device, and currently
in established state.

The number of BGP4 routes in the device BGP4 route table and the route
or path memory usage.

The total of the RtSent and RfToSend columns for all neighbors, the total
number of unique ribout group entries, and the amount of memory used
by these groups.

The number of BGP4 route-attribute entries in the device route-attributes
table and the amount of memory used by these entries.

The IP addresses of the BGP4 neighbors for this device.
The AS number.

The state of device sessions with each neighbor. The states are from this
perspective of the device, not the neighbor. State values are based on the
BGP4 state machine values described in RFC 1771 and can be one of
the following for each device:
IDLE - The BGP4 process is waiting to be started. Usually,
enabling BGP4 or establishing a neighbor session starts the
BGP4 process. A minus sign (-) indicates that the session has
gone down and the software is clearing or removing routes.
ADMND - The neighbor has been administratively shut down.

CONNECT - BGP4 is waiting for the connection process for
the TCP neighbor session to be completed.

ACTIVE - BGP4 is waiting for a TCP connection from the
neighbor. Note : If the state frequently changes between
CONNECT and ACTIVE, there may be a problem with the TCP
connection.

OPEN SENT - BGP4 is waiting for an Open message from the
neighbor.

OPEN CONFIRM - BGP4 has received an Open message
from the neighbor and is now waiting for either a KEEPALIVE or
NOTIFICATION message. If the device receives a KEEPALIVE
message from the neighbor, the state changes to Established. If
the message is a NOTIFICATION, the state changes to Idle.

ESTABLISHED - BGP4 is ready to exchange UPDATE packets
with the neighbor.

Operational States:
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TABLE 6 show ip bgp summary output descriptions (continued)

This field

Time

Accepted

Filtered

Sent
ToSend

Displays

Additional information regarding the operational states of the BGP4 states
described above may be added as described in the following:
(+) - is displayed if there is more BGP4 data in the TCP receiver
queue. Note : If you display information for the neighbor using
the show ip bgp neighborip-addr command, the TCP receiver
queue value will be greater than O.
(-) - indicates that the session has gone down and the software
is clearing or removing routes.

(*) - indicates that the inbound or outbound policy is being
updated for the peer.

(s) - indicates that the peer has negotiated restart, and the
session is in a stale state.

(r) - indicates that the peer is restarting the BGP4 connection,
through restart.

(*) - on the standby MP indicates that the peer is in the
ESTABLISHED state and has received restart capability (in the
primary MP).

(<) - indicates that the device is waiting to receive the "End of
RIB" message the peer.

(p) - indicates that the neighbor ribout group membership
change is pending or in progress
The time that has passed since the state last changed.

The number of routes received from the neighbor that this device installed
in the BGP4 route table. Usually, this number is lower than the
RoutesRcvd number. The difference indicates that this device filtered out
some of the routes received in the UPDATE messages.

The routes or prefixes that have been filtered out:

If soft reconfiguration is enabled, this field shows how many
routes were filtered out (not placed in the BGP4 route table) but
retained in memory.

If soft reconfiguration is not enabled, this field shows the
number of BGP4 routes that have been filtered out.

The number of BGP4 routes the device has sent to the neighbor.

The number of routes the device has queued to advertise and withdraw to
a neighbor.

Displaying the active BGP4 configuration

To view the active BGP4 configuration information contained in the running configuration without displaying the entire running
configuration, enter the following command at any level of the CLI.

device# show ip bgp config
router bgp
local-as 200

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor

10.102.1.1 remote-as 200

10.102.1.1 ebgp-multihop

10.102.1.1 update-source loopback 1
192.168.2.1 remote-as 100
10.200.2.2 remote-as 400
2001:db8::1:1 remote-as 200
2001:db8::1:2 remote-as 400
2001:db8::1 remote-as 300

address-family ipv4 unicast
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no neighbor 2001:db8::1:1 activate
no neighbor 2001:db8::1:2 activate
no neighbor 2001:db8::1 activate
exit-address-family

address-family ipv4 multicast
exit-address-family

address-family ipv6 unicast
redistribute static

neighbor 2001:db8::1:1 activate
neighbor 2001:db8::1:2 activate
neighbor 2001:db8::1 activate
exit-address-family

end of BGP configuration

Syntax: show ip bgp config

Displaying summary neighbor information

The show ip bgp neighbor command output has the following limitations.

1. If BGP4 peer is not configured for an address-family, the peer information will NOT be displayed.
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2. If BGP4 peer is configured for an address-family, it will display the same as in previous releases.
To display summary neighbor information, enter a command such as the following at any level of the CLI.

device# show ip bgp neighbor 192.168.4.211 routes-summary
1 IP Address: 192.168.4.211
Routes Accepted/Installed:1, Filtered/Kept:11, Filtered:11
Routes Selected as BEST Routes:1
BEST Routes not Installed in IP Forwarding Table:0
Unreachable Routes (no IGP Route for NEXTHOP) :0
History Routes:0

NLRIs Received in Update Message:24, Withdraws:0 (0), Replacements:l1l
NLRIs Discarded due to
Maximum Prefix Limit:0, AS Loop:0
Invalid Nexthop:0, Invalid Nexthop Address:0.0.0.0
Duplicated Originator ID:0, Cluster ID:0

Routes Advertised:0, To be Sent:0, To be Withdrawn:0
NLRIs Sent in Update Message:0, Withdraws:0, Replacements:0

Peer Out of Memory Count for:
Receiving Update Messages:0, Accepting Routes (NLRI) :0
Attributes:0, Outbound Routes (RIB-out) :0

Syntax: show ip bgp neighbors [ ip-addr] | [ route-summary ]

TABLE 7 show ip bgp neighbors route-summary output descriptions

This field Displays
IP Address The IP address of the neighbor.
Routes Received How many routes the device has received from the neighbor during

the current BGP4 session:

. Accepted or Installed - Number of received routes the device
accepted and installed in the BGP4 route table.

. Filtered or Kept - Number of routes that were filtered out, but
were retained in memory for use by the soft reconfiguration
feature.

. Filtered - Number of received routes filtered out.

Routes Selected as BEST Routes The number of routes that the device selected as the best routes to
their destinations.

BEST Routes not Installed in IP Forwarding Table The number of routes received from the neighbor that are the best
BGP4 routes to their destinations, but were not installed in the IP
route table because the device received better routes from other
sources (such as OSPF, RIP, or static IP routes).

Unreachable Routes The number of routes received from the neighbor that are
unreachable because the device does not have a valid RIP, OSPF, or
static route to the next-hop.

History Routes The number of routes that are down but are being retained for route
flap dampening purposes.

NLRIs Received in Update Message The number of routes received in Network Layer Reachability (NLRI)
format in UPDATE messages:

. Withdraws - Number of withdrawn routes the device has

received.
. Replacements - Number of replacement routes the device has
received.
NLRIs Discarded due to Indicates the number of times the device discarded an NLRI for the

neighbor due to the following reasons:

. Maximum Prefix Limit - The configured maximum prefix
amount had been reached.
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TABLE 7 show ip bgp neighbors route-summary output descriptions (continued)
This field Displays

AS Loop - An AS loop occurred. An AS loop occurs when the
BGP4 AS-path attribute contains the local AS number.

maxas-limit aspath - The number of route entries discarded
because the AS path exceeded the configured maximum length
or exceeded the internal memory limits.

Invalid Nexthop - The next-hop value was not acceptable.

Duplicated Originator_ID - The originator ID was the same as
the local device ID.

Cluster_ID - The cluster list contained the local cluster ID, or the
local device ID (see above) if the cluster ID is not configured.

Routes Advertised The number of routes the device has advertised to this neighbor:

To be Sent - The number of routes queued to send to this
neighbor.

To be Withdrawn - The number of NLRIs for withdrawing routes
the device has queued to send to this neighbor in UPDATE
messages.

NLRIs Sent in Update Message The number of NLRIs for new routes the device has sent to this
neighbor in UPDATE messages:

Withdraws - Number of routes the device has sent to the
neighbor to withdraw.

Replacements - Number of routes the device has sent to the
neighbor to replace routes the neighbor already has.

Peer Out of Memory Count for Statistics for the times the device has run out of BGP4 memory for
the neighbor during the current BGP4 session:

Receiving Update Messages - The number of times UPDATE
messages were discarded because there was no memory for
attribute entries.

Accepting Routes (NLRI) - The number of NLRIs discarded

because there was no memory for NLRI entries. This count is
not included in the Receiving Update Messages count.

Attributes - The number of times there was no memory for
BGP4 attribute entries.
Outbound Routes (RIB-out) - The number of times there was

no memory to place a "best" route into the neighbor route
information base (Adj-RIB-Out) for routes to be advertised.

Displaying BGP4 neighbor information
You can display configuration information and statistics for BGP4 neighbors of the device.

To view BGP4 neighbor information, including the values for all the configured parameters, enter the following command.

NOTE
The display shows all the configured parameters for the neighbor. Only the parameters that have values different from their

defaults are shown.

device (config-bgp) # show ip bgp neighbor 10.4.0.2
Total number of BGP neighbors:
1 IP Address: 10.4.0.2, AS: 5 (EBGP), RouterID: 10.0.0.1
Description: neighbor 10.4.0.2
Local AS: 101
State: ESTABLISHED, Time: OhlmOs, KeepAliveTime: 0, HoldTime: O
PeerGroup: pgl
Multihop-EBGP: yes, ttl: 1
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RouteReflectorClient: yes
SendCommunity: yes
NextHopSelf: yes
DefaultOriginate: yes (default sent)
MaximumPrefixLimit: 90000
RemovePrivateAs: : yes
RefreshCapability: Received
Route Filter Policies:
Distribute-list: (out) 20
Filter-list: (in) 30
Prefix-list: (in) pfl

Route-map: (in) setnpl (out) setnp2
Messages: Open Update KeepAlive Notification Refresh-Req

Sent : 1 1 1 0 0

Received: 1 8 1 0 0
Last Update Time: NLRI Withdraw NLRI Withdraw

Tx: 0hOm59s -—= Rx: OhOm59s -—=

Last Connection Reset Reason:Unknown

Notification Sent: Unspecified

Notification Received: Unspecified
TCP Connection state: ESTABLISHED
Local host: 10.4.0.1, Local Port: 179
Remote host: 10.4.0.2, Remote Port: 8053

ISentSeq: 52837276 SendNext: 52837392 TotUnAck: 0
TotSent: 116 ReTrans: 0 UnAckSeq: 52837392
IRcvSeqg: 2155052043 RcvNext: 2155052536 SendWnd: 16384
TotalRcv: 493 DupliRcv: 0 RcvWnd: 16384
SendQue: 0 RcvQue: 0 CngstWnd: 1460

This example shows how to display information for a specific neighbor, by specifying the neighbor’s IP address with the command. Since
none of the other display options are used, all of the information is displayed for the neighbor. The number in the far left column indicates
the neighbor for which information is displayed. When you list information for multiple neighbors, this number makes the display easier
to read.

The TCP statistics at the end of the display show status for the TCP session with the neighbor. Most of the fields show information stored
in the Transmission Control Block (TCB) for the TCP session between the device and the neighbor. These fields are described in detail in
section 3.2 of RFC 793, "Transmission Control Protocol Functional Specification”.

Syntax: show ip bgp neighbors [ jp-addr [ advertised-routes [ detail [ ip-add [ / mask-bits 1111 [ attribute-entries [ detail ] ]| [ flap-
statistics | | [ last-packet-with-error ] | [ received prefix-filter ] | [ received-routes ] | [ routes [ best ] | [ detail [ best ] | [ not-installed-
best] | [ unreachable ] ]| [ rib-out-routes [ ip-addr/mask-bits | ip-addr net-mask | detail ] ] | [ routes-summary ] ]

The ip-addr option lets you narrow the scope of the command to a specific neighbor.

The advertised-routes option displays only the routes that the device has advertised to the neighbor during the current BGP4 session.
The attribute-entries option shows the attribute-entries associated with routes received from the neighbor.

The flap-statistics option shows the route flap statistics for routes received from or sent to the neighbor.

The last-packet-with-error option displays the last packet from the neighbor that contained an error. The packet contents are displayed
in decoded (human-readable) format.

The received prefix-filter option shows the Outbound Route Filters (ORFs) received from the neighbor. This option applies to
cooperative route filtering.

The received-routes option lists all the route information received in route updates from the neighbor since the soft reconfiguration
feature was enabled.

The routes option lists the routes received in UPDATE messages from the neighbor. You can specify the following additional options:

best - Displays the routes received from the neighbor that the device selected as the best routes to their destinations.
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not-installed-best - Displays the routes received from the neighbor that are the best BGP4 routes to their destinations, but
were not installed in the IP route table because the device received better routes from other sources (such as OSPF, RIP, or
static IP routes).

unreachable - Displays the routes that are unreachable because the device does not have a valid RIP, OSPF, or static route to
the next hop.

detail - Displays detailed information for the specified routes. You can refine your information request by also specifying one of
the options (best , not-installed-best , or unreachable ).

The rib-out-routes option lists the route information base (RIB) for outbound routes. You can display all routes or specify a network

address.

The routes-summary option displays a summary of the following information:

Number of routes received from the neighbor

Number of routes accepted by this device from the neighbor

Number of routes this device filtered out of the UPDATES received from the neighbor and did not accept
Number of routes advertised to the neighbor

Number of attribute entries associated with routes received from or advertised to the neighbor.

TABLE 8 show ip bgp neighbor output descriptions

This field Displays.
Total Number of BGP4 Neighbors The number of BGP4 neighbors configured.
IP Address The IP address of the neighbor.
AS The AS the neighbor is in.
EBGP or IBGP Whether the neighbor session is an IBGP session, an EBGP session, or a
confederation EBGP session:
EBGP - The neighbor is in another AS.
EBGP_Confed - The neighbor is a member of another sub-AS
in the same confederation.
IBGP - The neighbor is in the same AS.
RouterlD The neighbor device ID.
Description The description you gave the neighbor when you configured it on the
device.
Local AS The value (if any) of the Local AS configured.
State The state of the session with the neighbor. The states are from the device

perspective, not the neighbor perspective. The state values are based on

the BGP4 state machine values described in RFC 1771 and can be one

of the following for each device:
IDLE - The BGP4 process is waiting to be started. Usually,
enabling BGP4 or establishing a neighbor session starts the
BGP4 process. A minus sign (-) indicates that the session has
gone down and the software is clearing or removing routes.
ADMND - The neighbor has been administratively shut down.
Refer to Administratively shutting down a session with a BGP4
neighbor on page 54. A minus sign (-) indicates that the session
has gone down and the software is clearing or removing routes.

CONNECT - BGP4 is waiting for the connection process for
the TCP neighbor session to be completed.

ACTIVE - BGP4 is waiting for a TCP connection from the
neighbor.
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TABLE 8 show ip bgp neighbor output descriptions (continued)

This field

Time

KeepAliveTime

HoldTime

PeerGroup
Multihop-EBGP
RouteReflectorClient
SendCommunity
NextHopSelf
DefaultOriginate
MaximumPrefixLimit
RemovePrivateAs

RefreshCapability

CooperativeFilteringCapability
Distribute-list

Filter-list

Prefix-list

Route-map

Messages Sent

126

Displays.

NOTE
If the state frequently changes between CONNECT and
ACTIVE, there may be a problem with the TCP connection.

OPEN SENT - BGP4 is waiting for an Open message from the
neighbor.

OPEN CONFIRM - BGP4 has received an OPEN message
from the neighbor and is now waiting for either a KEEPALIVE or
NOTIFICATION message. If the device receives a KEEPALIVE
message from the neighbor, the state changes to Established. If
the message is a NOTIFICATION, the state changes to Idle.

ESTABLISHED - BGP4 is ready to exchange UPDATE
messages with the neighbor.

If there is more BGP4 data in the TCP receiver queue, a plus sign (+) is
also displayed.

NOTE

If you display information for the neighbor using the show ip
bgp neighborip-addr command, the TCP receiver queue
value will be greater than O.

The amount of time this session has been in the current state.

The keep alive time, which specifies how often this device sends keepalive
messages to the neighbor.

The hold time, which specifies how many seconds the device will wait for a
keepalive or update message from a BGP4 neighbor before deciding that
the neighbor is not operational.

The name of the peer group the neighbor is in, if applicable.

Whether this option is enabled for the neighbor.

Whether this option is enabled for the neighbor.

Whether this option is enabled for the neighbor.

Whether this option is enabled for the neighbor.

Whether this option is enabled for the neighbor.

Maximum number of prefixes the device will accept from this neighbor.
Whether this option is enabled for the neighbor.

Whether this device has received confirmation from the neighbor that the
neighbor supports the dynamic refresh capability.

Whether the neighbor is enabled for cooperative route filtering.
Lists the distribute list parameters, if configured.

Lists the filter list parameters, if configured.

Lists the prefix list parameters, if configured.

Lists the route map parameters, if configured.

The number of messages this device has sent to the neighbor. The display
shows statistics for the following message types:

Open
Update
KeepAlive
Notification

Refresh-Req
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This field

Messages Received

Last Update Time

Last Connection Reset Reason

Last Connection Reset Reason (cont.)
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The number of messages this device has received from the neighbor. The

message types are the same as for the Message Sent field.

Lists the last time updates were sent and received for the following:

NLRIs
Withdraws

be one of the following:

Reasons described in the BGP4 specifications:

Reasons specific to the Brocade implementation:

Message Header Error
Connection Not Synchronized
Bad Message Length

Bad Message Type

OPEN Message Error
Unsupported Version Number
Bad Peer AS Number

Bad BGP4 Identifier
Unsupported Optional Parameter
Authentication Failure
Unacceptable Hold Time
Unsupported Capability
UPDATE Message Error
Malformed Attribute List
Unrecognized Well-known Attribute
Missing Well-known Attribute
Attribute Flags Error

Attribute Length Error

Invalid ORIGIN Attribute
Invalid NEXT_HOP Attribute
Optional Attribute Error

Invalid Network Field
Malformed AS_PATH

Hold Timer Expired

Finite State Machine Error

Rcv Notification

Reset All Peer Sessions

User Reset Peer Session

Port State Down

Peer Removed

Peer Shutdown

Peer AS Number Change

Peer AS Confederation Change
TCP Connection KeepAlive Timeout
TCP Connection Closed by Remote
TCP Data Stream Error Detected

The reason the previous session with this neighbor ended. The reason can
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TABLE 8 show ip bgp neighbor output descriptions (continued)
This field

Notification Sent

Notification Received

TCP Connection state

128

Displays.

If the device receives a NOTIFICATION message from the neighbor, the
message contains an error code corresponding to one of the following
errors. Some errors have subcodes that clarify the reason for the error.
Where applicable, the subcode messages are listed underneath the error
code messages.

Message Header Error:

- Connection Not Synchronized
- Bad Message Length

- Bad Message Type

- Unspecified

Open Message Error:

- Unsupported Version

- BadPeer As

- Bad BGP4 Identifier

- Unsupported Optional Parameter
- Authentication Failure

- Unacceptable Hold Time

- Unspecified

Update Message Error:

- Malformed Attribute List
- Unrecognized Attribute
- Missing Attribute

- Attribute Flag Error

- Attribute Length Error

- Invalid Origin Attribute

- Invalid NextHop Attribute
- Optional Attribute Error
- Invalid Network Field

- Malformed AS Path

- Unspecified

Hold Timer Expired

Finite State Machine Error

Cease

Unspecified
See above.
The state of the connection with the neighbor. The connection can have
one of the following states:

LISTEN - Waiting for a connection request.

SYN-SENT - Waiting for a matching connection request after
having sent a connection request.

SYN-RECEIVED - Waiting for a confirming connection request
acknowledgment after having both received and sent a
connection request.

ESTABLISHED - Data can be sent and received over the

connection. This is the normal operational state of the
connection.

FIN-WAIT-1 - Waiting for a connection termination request
from the remote TCP, or an acknowledgment of the connection
termination request previously sent.

FIN-WAIT-2 - Waiting for a connection termination request
from the remote TCP.

CLOSE-WAIT - Waiting for a connection termination request
from the local user.
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TABLE 8 show ip bgp neighbor output descriptions (continued)

This field Displays.
CLOSING - Waiting for a connection termination request
acknowledgment from the remote TCP.
LAST-ACK - Waiting for an acknowledgment of the connection
termination request previously sent to the remote TCP (which
includes an acknowledgment of its connection termination
request).
TIME-WAIT - Waiting for enough time to pass to be sure the
remote TCP received the acknowledgment of its connection
termination request.
CLOSED - There is no connection state.
Byte Sent The number of bytes sent.
Byte Received The number of bytes received.
Local host The IP address of the device.
Local port The TCP port the device is using for the BGP4 TCP session with the
neighbor.
Remote host The IP address of the neighbor.
Remote port The TCP port the neighbor is using for the BGP4 TCP session with the
device.
ISentSeq The initial send sequence number for the session.
SendNext The next sequence number to be sent.
TotUnAck The number of sequence numbers sent by the device that have not been
acknowledged by the neighbor.
TotSent The number of sequence numbers sent to the neighbor.
ReTrans The number of sequence numbers that the device retransmitted because
they were not acknowledged.
UnAckSeq The current acknowledged sequence number.
IRcvSeq The initial receive sequence number for the session.
RcvNext The next sequence number expected from the neighbor.
SendWnd The size of the send window.
TotalRev The number of sequence numbers received from the neighbor.
DupliRcv The number of duplicate sequence numbers received from the neighbor.
RcvWnd The size of the receive window.
SendQue The number of sequence numbers in the send queue.
RcvQue The number of sequence numbers in the receive queue.
CngstWnd The number of times the window has changed.

Displaying route information for a neighbor
You can display routes based on the following criteria:
+ A summary of the routes for a specific neighbor.
+  Routes received from the neighbor that the device selected as the best routes to their destinations.

Routes received from the neighbor that are the best BGP4 routes to their destinations, but were not installed in the IP route
table because the device received better routes from other sources (such as OSPF, RIP, or static IP routes).

Routes that are unreachable because the device does not have a valid RIP, OSPF, or static route to the next hop.

+  Routes for a specific network advertised by the device to the neighbor.
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+  The Routing Information Base (RIB) for a specific network advertised to the neighbor. You can display the RIB regardless of
whether the device has already sent it to the neighbor.

Displaying advertised routes

To display the routes the device has advertised to a specific neighbor for a specific network, enter a command such as the following at
any level of the CLI.
device# show ip bgp neighbors 192.168.4.211 advertised-routes

There are 2 routes advertised to neighbor 192.168.4.211
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST I:IBGP L:LOCAL

Network Next Hop Metric LocPrf Weight Status
1 10.102.0.0/24 192.168.2.102 12 32768 BL
2 10.200.1.0/24 192.168.2.102 0 32768 BL

You also can enter a specific route.
device# show ip bgp neighbors 192.168.4.211 advertised 10.1.1.0/24
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST I:IBGP L:LOCAL

Network Next Hop Metric LocPrf Weight Status
1 10.200.1.0/24 192.168.2.102 O 32768 BL

Syntax: show ip bgp neighbor jp-addr advertised-routes [ jp-addr/prefix |

For information about the fields in this display, refer to Displaying summary route information on page 131. The fields in this display
also appear in the show ip bgp display.

Displaying the best routes

To display the routes received from a specific neighbor that are the "best" routes to their destinations, enter a command such as the
following at any level of the CLI.

device#show ip bgp neighbors 192.168.4.211 routes best
Syntax: show ip bgp neighbors ijp-addr routes best

For information about the fields in this display, refer to Displaying information for a specific route on page 134. The fields in this display
also appear in the show ip bgp display.

Displaying the routes with destinations that are unreachable

To display BGP4 routes with destinations that are unreachable using any of the BGP4 paths in the BGP4 route table, enter a commmand
such as the following at any level of the CLI:

device (config-bgp) # show ip bgp neighbor 192.168.4.211 routes unreachable
Syntax: show ip bgp neighbor ijp-addr routes unreachable

For information about the fields in this display, refer to Displaying summary route information on page 131. The fields in this display
also appear in the show ip bgp display.

Displaying the Adj-RIB-Out for a neighbor

To display the current BGP4 Routing Information Base (Adj-RIB-Out) for a specific neighbor and a specific destination network, enter a
command such as the following at any level of the CLI.

device# show ip bgp neighbor 192.168.4.211 rib-out-routes 192.168.1.0/24
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST I:IBGP L:LOCAL
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Prefix Next Hop Metric LocPrf Weight Status
1 10.200.1.0/24 0.0.0.0 0 101 32768 BL

The Adj-RIB-Out contains the routes that the device either has most recently sent to the neighbor or is about to send to the neighbor.
Syntax: show ip bgp neighbor jp-addr rib-out-routes [ jp-addr/prefix ]

For information about the fields in this display, refer to Displaying summary route information on page 131. The fields in this display
also appear in the show ip bgp display.

Displaying peer group information
To display peer-group information, enter a command such as the following at the Privileged EXEC level of the CLI.

device# show ip bgp peer-group pgl
1 BGP peer-group is pg
Description: peer group abc
SendCommunity: yes
NextHopSelf: yes
DefaultOriginate: yes
Members:
IP Address: 192.168.10.10, AS: 65111

Syntax: show ip bgp peer-group [ peer-group-name |

Only the parameters that have values different from their defaults are listed.

Displaying summary route information

To display summary statistics for all the routes in the device's BGP4 route table, enter a command such as the following at any level of
the CLL.

device# show ip bgp routes summary

Total number of BGP routes (NLRIs) Installed : 20
Distinct BGP destination networks : 20
Filtered BGP routes for soft reconfig : 100178
Routes originated by this router H
Routes selected as BEST routes : 19
BEST routes not installed in IP forwarding table : 1
Unreachable routes (no IGP route for NEXTHOP) : 1

IBGP routes selected as best routes : 0

EBGP routes selected as best routes : 17

Syntax: show ip bgp routes summary

TABLE 9 show ip bgp routes output descriptions

This field Displays

Total number of BGP4 routes (NLRIs) Installed Number of BGP4 routes the device has installed in the BGP4 route table.

Distinct BGP4 destination networks Number of destination networks the installed routes represent. The BGP4
route table can have multiple routes to the same network.

Filtered BGP4 routes for soft reconfig Number of route updates received from soft-reconfigured neighbors or
peer groups that have been filtered out but retained.

Routes originated by this device Number of routes in the BGP4 route table that this device originated.

Routes selected as BEST routes Number of routes in the BGP4 route table that this device has selected as
the best routes to the destinations.

BEST routes not installed in IP forwarding table Number of BGP4 routes that are the best BGP4 routes to their

destinations but were not installed in the IP route table because the device
received better routes from other sources (such as OSPF, RIP, or static IP
routes).
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TABLE 9 show ip bgp routes output descriptions (continued)

This field Displays

Unreachable routes (no IGP route for NEXTHOP) Number of routes in the BGP4 route table whose destinations are
unreachable because the next-hop is unreachable.

IBGP routes selected as best routes Number of "best" routes in the BGP4 route table that are IBGP routes.

EBGP routes selected as best routes Number of "best" routes in the BGP4 route table that are EBGP routes.

Displaying the BGP4 route table

BGP4 uses filters that you define as well as the algorithm described in How BGP4 selects a path for a route (BGP best path selection
algorithm) on page 30 to determine the preferred route to a destination. BGP4 sends only the preferred route to the IP table. To view all
the learned BGP4 routes, you can display the BGP4 table.

To view the BGP4 route table, enter the following command.

device# show ip bgp routes

Total number of BGP Routes: 97371

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED

Prefix Next Hop MED LocPrf Weight Status

1 10.3.0.0/8 192.168.4.106 100 0 BE
AS PATH: 65001 4355 701 80

2 10.4.0.0/8 192.168.4.106 100 0 BE
AS PATH: 65001 4355 1

3 10.60.212.0/22 192.168.4.106 100 0 BE
AS PATH: 65001 4355 701 1 189

4 10.6.0.0/8 192.168.4.106 100 0 BE
AS PATH: 65001 4355 3356 7170 1455

5 10.8.1.0/24 192.168.4.106 0 100 0 BE

AS PATH: 65001

Syntax: show ip bgp routes [ [ network ] ip-addr ]| num | [ age secs ] | [ as-path-access-list num ]| [ best]| [ cidr-only ] | [ community
num | no-export | no-advertise | internet | local-as ] | [ community-access-list num ] | [ community-list num | [ detail option ]| [ filter-
list num,num... 1| [ next-hop ip-addr]| [ no-best ]| [ not-installed-best ] | [ prefix-list string 1| [ regular-expression regular-expression |
| [ route-map map-name ]| [ summary ]| [ unreachable ]

The ip-addr option displays routes for a specific network. The network keyword is optional. You can enter the network address without
entering network in front of it.

The num option specifies the table entry with which you want the display to start. For example, if you want to list entries beginning with
table entry 100, specify 100.

The age secs parameter displays only the routes that have been received or updated more recently than the number of seconds you
specify.

The as-path-access-listhum parameter filters the display using the specified AS-path ACL.
The best parameter displays the routes received from the neighbor that the device selected as the best routes to their destinations.
The cidr-only option lists only the routes whose network masks do not match their class network length.

The community option lets you display routes for a specific community. You can specify local-as , no-export , no-advertise , internet ,
or a private community number. You can specify the community number as either two five-digit integer values of up to 1 through
65535, separated by a colon (for example, 12345:6789) or a single long integer value.

The community-access-list num parameter filters the display using the specified community ACL.

The community-list option lets you display routes that match a specific community filter.
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The detail option lets you display more details about the routes. You can refine your request by also specifying one of the other display
options after the detail keyword.

The filter-list option displays routes that match a specific address filter list.
The next-hop ip-addr option displays the routes for a given next-hop IP address.

The no-best option displays the routes for which none of the routes to a given prefix were selected as the best route. The IP route table
does not contain a BGP4 route for any of the routes listed by the command.

The not-installed-best option displays the routes received from the neighbor that are the best BGP4 routes to their destinations, but
were not installed in the IP route table because the device received better routes from other sources (such as OSPF, RIP, or static IP
routes).

The prefix-list string parameter filters the display using the specified IP prefix list.

The regular-expression regular-expression option filters the display based on a regular expression. Refer to Using regular expressions on
page 79.

The route-map map-name parameter filters the display by using the specified route map. The software displays only the routes that
match the match clauses in the route map. Software disregards the route map’s set clauses.

The summary option displays summary information for the routes.

The unreachable option displays the routes that are unreachable because the device does not have a valid RIP, OSPF, or static route to
the next-hop.

Displaying the best BGP4 routes

To display all the BGP4 routes in the device’'s BGP4 route table that are the best routes to their destinations, enter a command such as
the following at any level of the CLI

device# show ip bgp routes best

Searching for matching routes, use ~C to quit...

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTERED

Prefix Next Hop MED LocPrf Weight Status

1 10.3.0.0/8 192.168.4.106 100 0 BE
AS PATH: 65001 4355 701 80

2 10.4.0.0/8 192.168.4.106 100 0 BE
AS PATH: 65001 4355 1

3 10.60.212.0/22 192.168.4.106 100 0 BE
AS PATH: 65001 4355 701 1 189

4 10.6.0.0/8 192.168.4.106 100 0 BE
AS PATH: 65001 4355 3356 7170 1455

5 10.2.0.0/16 192.168.4.106 100 0 BE

AS PATH: 65001 4355 701

Syntax: show ip bgp routes best

Displaying BGP4 routes whose destinations are unreachable

To display BGP4 routes whose destinations are unreachable using any of the BGP4 paths in the BGP4 route table, enter a command
such as the following at any level of the CLI.

device# show ip bgp routes unreachable
Searching for matching routes, use ~C to quit...
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED
Prefix Next Hop Metric LocPrf Weight Status
1 10.8.8.0/24 192.168.5.1 0 101 0
AS PATH: 65001 4355 1
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Syntax: show ip bgp routes unreachable

Displaying information for a specific route

To display BGP4 network information by specifying an IP address within the network, enter a command such as the following at any level

of the CLI.

device# show ip bgp 10.3.4.0

Number of BGP Routes matching display condition : 1
Status codes: s suppressed, d damped, h history, * wvalid, > best, i internal
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 10.3.4.0/24 192.168.4.106 100 0 65001 4355 1 1221 ?
Last update to IP routing table: 0Ohllm38s, 1 path(s) installed:
Gateway Port
192.168.2.1 2/1

Route is advertised to 1 peers:
10.20.20.2(65300)

Syntax: show ip bgp [ route ] ip-addr/prefix [ longer-prefixes ] | ip-addr

If you use the route option, the display for the information is different, as shown in the following example.

device# show ip bgp route 10.3.4.0

Number of BGP Routes matching display condition : 1

Status codes: s suppressed, d damped, h history, * wvalid, > best, i internal

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path
*> 10.3.4.0/24 192.168.4.106 100 0 65001 4355 1 1221 ?
Last update to IP routing table: 0hllm38s, 1 path(s) installed:

Gateway Port
192.168.2.1 2/1

Route is advertised to 1 peers:
10.20.20.2(65300)

TABLE 10 show ip bgp route output descriptions

This field

Displays

Number of BGP4 Routes matching display condition The number of routes that matched the display parameters you entered.

Status codes

Prefix
Next Hop
Metric

LocPrf

Weight

Path

134

This is the number of routes displayed by the command.

A list of the characters the display uses to indicate the route’s status. The
status code appears in the left column of the display, to the left of each
route. The status codes are described in the command’s output.

NOTE
This field appears only if you do not enter the route
option.

The network address and prefix.
The next-hop device for reaching the network.

The value of the route’s MED attribute. If the route does not have a metric,
this field is blank.

The degree of preference for this route relative to other routes in the local
AS. When the BGP4 algorithm compares routes on the basis of local
preferences, the route with the higher local preference is chosen. The
preference can have a value from O - 4294967295.

The value that this device associates with routes from a specific neighbor.
For example, if the device receives routes to the same destination from
two BGP4 neighbors, the device prefers the route from the neighbor with
the larger weight.

The route AS path.
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TABLE 10 show ip bgp route output descriptions (continued)

This field Displays
NOTE
This field appears only if you do not enter the route
option.
Origin code A character that indicates the route origin. The origin code appears to the

right of the AS path (Path field). The origin codes are described in the
command output.

NOTE
This field appears only if you do not enter the route
option.

Status The route status, which can be one or more of the following:

A - AGGREGATE.The route is an aggregate route for multiple
networks.

B - BEST. BGP4 has determined that this is the optimal route
to the destination.

NOTE
If the "b" is lowercase, the software was not able to install the
route in the IP route table.

b - NOT-INSTALLED-BEST. The routes received from the
neighbor are the best BGP4 routes to their destinations, but
were not installed in the IP route table because the device
received better routes from other sources (such as OSPF, RIP,
or static IP routes).

C - CONFED_EBGP. The route was learned from a neighbor in
the same confederation and AS, but in a different sub-AS within
the confederation.

D - DAMPED. This route has been dampened (by the route
dampening feature), and is currently unusable.

H - HISTORY. Route dampening is configured for this route,
and the route has a history of flapping and is unreachable now.
I - INTERNAL. The route was learned through BGP4.

L - LOCAL. The route originated on this device.

M - MULTIPATH. BGP4 load sharing is enabled and this route
was selected as one of the best ones to the destination. The
best route among the multiple paths also is marked with "B".

NOTE
If the "m" is lowercase, the software was not able to install the
route in the IP route table.

S - SUPPRESSED. This route was suppressed during
aggregation and thus is not advertised to neighbors.

NOTE
This field appears only if you enter the route
option.
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Displaying route details

This example shows the information displayed when you use the detail option. In this example, the information for one route is shown.

device# show ip bgp routes detail
Total number of BGP Routes: 2

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED

1 Prefix: 10.5.0.0/24, Status: BME,

NEXT HOP: 10.1.1.2, Learned from Peer:
LOCAL PREF: 101, MED: 0, ORIGIN:

AS_PATH: 5

Adj_RIB_out count: 4, Admin distance 20

Syntax: show ip bgp routes detail

TABLE 11 show ip bgp routes detail output descriptions
This field

Total number of BGP4 Routes

Status codes

Prefix
Status

Age
Next_Hop
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The number of BGP4 routes.

A list of the characters that indicate route status. The status code is
appears in the left column of the display, to the left of each route. The
status codes are described in the command'’s output.

The network prefix and mask length.

The route status, which can be one or more of the following:

A - AGGREGATE.The route is an aggregate route for multiple
networks.

B - BEST. BGP4 has determined that this is the optimal route
to the destination.

NOTE
If the "b" is lowercase, the software was not able to install the
route in the IP route table.

b - NOT-INSTALLED-BEST. The routes received from the
neighbor are the best BGP4 routes to their destinations, but
were not installed in the IP route table because the device
received better routes from other sources (such as OSPF, RIP,
or static IP routes).

C - CONFED_EBGP. The route was learned from a neighbor in
the same confederation and AS, but in a different sub-AS within
the confederation.

D - DAMPED. This route has been dampened (by the route
dampening feature), and is currently unusable.

H - HISTORY. Route dampening is configured for this route,
and the route has a history of flapping and is unreachable now.

| - INTERNAL. The route was learned through BGP4.
L - LOCAL. The route originated on this device.

M - MULTIPATH. BGP4 load sharing is enabled and this route
was selected as one of the best ones to the destination. The
best route among the multiple paths also is marked with "B".

NOTE
If the "m" is lowercase, the software was not able to install the
route in the IP route table.

S - SUPPRESSED. This route was suppressed during
aggregation and thus is not advertised to neighbors.

The last time an update occurred.

The next-hop device for reaching the network.
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TABLE 11 show ip bgp routes detail output descriptions (continued)
This field
Learned from Peer

Local_Pref

MED
Origin

Weight

Atomic

Aggregation 1D
Aggregation AS

Originator
Cluster List
Learned From
Admin Distance
Adj_RIB_out

Communities

Displaying BGP4 information

Displays
The IP address of the neighbor that sent this route.

The degree of preference for this route relative to other routes in the local
AS. When the BGP4 algorithm compares routes on the basis of local
preferences, the route with the higher local preference is chosen. The
preference can have a value from O through 4294967295.

The route metric. If the route does not have a metric, this field is blank.
The source of the route information. The origin can be one of the
following:

EGP - The routes with these attributes came to BGP4 through
EGP.

IGP - The routes with these attributes came to BGP4 through
IGP.

INCOMPLETE - The routes came from an origin other than one
of the above. For example, they may have been redistributed
from OSPF or RIP.

When BGP4 compares multiple routes to select the best route, IGP is
preferred over EGP and both are preferred over INCOMPLETE.

The value this device associates with routes from a specific neighbor. For
example, if the device receives routes to the same destination from two
BGP4 neighbors, the device prefers the route from the neighbor with the
larger weight.

Whether network information in this route has been aggregated and this
aggregation has resulted in information loss.

NOTE
Information loss under these circumstances is a normal part of
BGP4 and does not indicate an error.

The device that originated this aggregation.

The AS in which the network information was aggregated. This value
applies only to aggregated routes and is otherwise O.

The originator of the route in a route reflector environment.

The route-reflector clusters through which this route has passed.

The IP address of the neighbor from which the device learned the route.
The administrative distance of the route.

The number of neighbors to which the route has been or will be
advertised. This is the number of times the route has been selected as the
best route and placed in the Adj-RIB-Out (outbound queue) for a BGP4
neighbor.

The communities the route is in.

Displaying BGP4 route-attribute entries

The route-attribute entries table lists the sets of BGP4 attributes stored in device memory. Each set of attributes is unique and can be
associated with one or more routes. In fact, the device typically has fewer route attribute entries than routes.

To display the IP route table, enter the following command.
device# show ip bgp attribute-entries

Syntax: show ip bgp attribute-entries
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This example shows the information displayed by this command. A zero value indicates that the attribute is not set.

device# show ip bgp attribute-entries
Total number of BGP Attribute Entries:

1 Next Hop :192.168.11.1 MED :0
Originator:0.0.0.0
Aggregator:AS Number :0
Local Pref:100

Origin:IGP

Cluster List:None
Router-ID:0.0.0.0
Communities:Internet

Atomic:FALSE

AS Path 1 (65002) 65001 4355 2548 3561 5400 6669 5548

2 Next Hop :192.168.11.1 Metric
Originator:0.0.0.0
Aggregator:AS Number :0
Local Pref:100
AS Path : (65002) 65001 4355 2548

TABLE 12 show ip bgp attribute-entries output descriptions
This field
Total number of BGP4 Attribute Entries
Next Hop

Metric
Origin

Originator
Cluster List

Aggregator

Atomic

Local Pref

Communities

AS Path
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Origin:IGP

Cluster List:None
Router-ID:0.0.0.0
Communities:Internet

Atomic:FALSE

Displays
The number of routes contained in this BGP4 route table.

The IP address of the next-hop device for routes that have this set of
attributes.

The cost of the routes that have this set of attributes.
The source of the route information. The origin can be one of the
following:

. EGP - The routes with these attributes came to BGP4 through
EGP.

. IGP - The routes with these attributes came to BGP4 through
IGP.

. INCOMPLETE - The routes came from an origin other than one
of the above. For example, they may have been redistributed
from OSPF or RIP.

When BGP4 compares multiple routes to a destination to select the best
route, IGP is preferred over EGP and both are preferred over
INCOMPLETE.

The originator of the route in a route reflector environment.

The route-reflector clusters through which this set of attributes has
passed.
Aggregator information:

. AS Number shows the AS in which the network information in
the attribute set was aggregated. This value applies only to
aggregated routes and is otherwise O.

. Router-ID shows the device that originated this aggregator.

Whether the network information in this set of attributes has been
aggregated and this aggregation has resulted in information loss.

. TRUE - Indicates information loss has occurred
. FALSE - Indicates no information loss has occurred
NOTE

Information loss under these circumstances is a normal part of
BGP4 and does not indicate an error.

The degree of preference for routes that use these attributes relative to
other routes in the local AS.
The communities to which routes with these attributes belong.

The autonomous systems through which routes with these attributes have
passed. The local AS is shown in parentheses.
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Displaying the routes BGP4 has placed in the IP route table
The IP route table indicates the routes it has received from BGP4 by listing "BGP" as the route type.
To display the IP route table, enter the following command.
device# show ip route
Syntax: show ip route [ ip-addr| num | bgp | ospf | rip | isis]

This example shows the information displayed by this command. Notice that most of the routes in this example have type "B", indicating
that their source is BGP4.

device#show ip route
Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP O:0SPF; Cost - Dist/Metric

Destination Gateway Port Cost Type
1 10.130.130.0/24 10.11.11.1 ve 1 200/0 B
2 10.130.131.0/24 10.11.11.1 ve 1 200/0 B

Displaying route flap dampening statistics
To display route dampening statistics or all the dampened routes, enter the following command at any level of the CLI.
device# show ip bgp flap-statistics

Total number of flapping routes: 414
Status Code >:best d:damped h:history *:valid

Network From Flaps Since Reuse Path
h> 10.50.206.0/23 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 701
h> 10.255.192.0/20 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 7018
h> 10.252.165.0/24 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 7018
h> 10.50.208.0/23 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 701
h> 10.33.0.0/16 10.90.213.77 1 0 :0 :13 0 :0 :0 65001 4355 1 701
*> 10.17.220.0/24 10.90.213.77 1 0 :1 :4 0 :0 :0 65001 4355 701 62

Syntax: show ip bgp flap-statistics [ regular-expression regular-expression | address mask [ longer-prefixes ] | neighbor ip-adadr |
filter-list num ... ]

The regular-expressionregular-expression parameter is a regular expression. The regular expressions are the same ones supported for
BGP4 AS-path filters.

The address mask parameters specify a particular route. If you also use the optional longer-prefixes parameter, all statistics for routes
that match the specified route or have a longer prefix than the specified route are displayed. For example, if you specify 10.157.0.0
longer , all routes with the prefix 10.157 or that have a longer prefix (such as 10.157.22) are displayed.

The neighborip-addr parameter displays route flap dampening statistics only for routes learned from the specified neighbor. You can
also display route flap statistics for routes learned from a neighbor by entering the show ip bgp neighbor flap-statistics command.

The filter-listhum parameter specifies one or more filters. Only routes that have been dampened and that match the specified filters are
displayed.

TABLE 13 show ip bgp flap-statistics output descriptions
This field Displays

Total number of flapping routes The total number of routes in the BGP4 route table that have changed
state and have been marked as flapping routes.

Status code The dampening status of the route, which can be one of the following:

> - This is the best route among those in the BGP4 route table
to the route destination.

d - This route is currently dampened, and thus unusable.
h - The route has a history of flapping and is unreachable now.
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TABLE 13 show ip bgp flap-statistics output descriptions (continued)

This field Displays
. * - The route has a history of flapping but is currently usable.
Network The destination network of the route.
From The neighbor that sent the route to this device.
Flaps The number of flaps (state changes) the route has experienced.
Since The amount of time since the first flap of this route.
Reuse The amount of time remaining until this route will be un-suppressed and
thus be usable again.
Path The AS-path information for the route.

You can display all dampened routes by entering the show ip bgp dampened-paths command.

Displaying the active route map configuration

You can view the active route map configuration (contained in the running configuration) without displaying the entire running
configuration.by entering the following command at any level of the CLI.

device# show route-map

route-map permitnetd4d permit 10

match ip address prefix-list plistl
route-map permitnetl permit 1

match ip address prefix-list plist2
route-map setcomm permit 1

set community 1234:2345 no-export
route-map testlll permit 111

match address-filters 11

set community 11:12 no-export
route-map permitll22 permit 12

match ip address 11
route-map permitll22 permit 13

match ip address std 22

This example shows that the running configuration contains six route maps. Notice that the match and set statements within each route
map are listed beneath the command for the route map itself. In this simplified example, each route map contains only one match or set
statement.

To display the active configuration for a specific route map, enter a command such as the following, which specifies a route map name.

device# show route-map setcomm
route-map setcomm permit 1
set community 1234:2345 no-export

This example shows the active configuration for a route map named "setcomm”.

Syntax: show route-map [ map-name |

Displaying BGP4 graceful restart neighbor information
To display BGP4 restart information for BGP4 neighbors, enter the show ip bgp neighbors command.

device# show ip bgp neighbors
Total number of BGP Neighbors: 6
1 IP Address: 10.50.50.10, AS: 20 (EBGP), RouterID: 10.10.10.20, VRF: default
State: ESTABLISHED, Time: 0OhOml8s, KeepAliveTime: 60, HoldTime: 180
KeepAliveTimer Expire in 34 seconds, HoldTimer Expire in 163 seconds
Minimum Route Advertisement Interval: 0 seconds
RefreshCapability: Received
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GracefulRestartCapability: Received
Restart Time 120 sec, Restart bit 0
afi/safi 1/1, Forwarding bit 0
GracefulRestartCapability: Sent
Restart Time 120 sec, Restart bit 0
afi/safi 1/1, Forwarding bit 1
Messages: Open Update KeepAlive Notification Refresh-Req

Displaying AS4 details
This section describes the use of the following show commands, which produce output that includes information about AS4s.
+  show ip bgp neighbor shows whether the AS4 capability is enabled.
+  show ip bgp attribute-entries shows AS4 path values.
+  show ip bgp shows the route entries with two and AS4 path information.
+  show ip extcommunity-list shows the members of the extended community.
+  show route-map shows the presence of any AS4 configuration data.
+  show ip as-path-access-lists shows the presence of any AS4 configuration data.

+  show ip bgp config shows the presence of any AS4 configuration data.

Route entries with four-byte path information
The show ip bgp command without of any optional parameters display AS4 path information.
device# show ip bgp

Total number of BGP Routes: 1
Status codes: s suppressed, d damped, h history, * valid, > best, 1 internal, S

stale
Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 10.1.1.0/24 192.168.1.5 1 100 0 90000 100 200 65535

65536 65537 65538 65539 75000

Syntax: show ip bgp

Current AS numbers

To display current AS numbers, use the show ip bgp neighbors command at any level of the CLI.

device# show ip bgp neighbors
neighbors Details on TCP and BGP neighbor connections
Total number of BGP Neighbors: 1
1 IP Address: 192.168.1.1, AS: 7701000 (IBGP), RouterID: 192.168.1.1, VRF: default-vrf
State: ESTABLISHED, Time: O0h3m33s, KeepAliveTime: 60, HoldTime: 180
KeepAliveTimer Expire in 49 seconds, HoldTimer Expire in 177 seconds
Minimal Route Advertisement Interval: 0 seconds
RefreshCapability: Received

Messages: Open Update KeepAlive Notification Refresh-Req
Sent 01 0 5 0 0
Received: 1 1 5 0 0
Last Update Time: NLRI Withdraw NLRI Withdraw
Tx: —-=--— -—= Rx: 0h3m33s -—=
Last Connection Reset Reason:Unknown
Notification Sent: Unspecified

Notification Received: Unspecified
Neighbor NLRI Negotiation:
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Peer Negotiated IPV4 wunicast capability
Peer configured for IPV4 unicast Routes
Neighbor AS4 Capability Negotiation:
Peer Negotiated AS4 capability
Peer configured for AS4 capability
Neighbor ipvé MPLS Label Capability Negotiation:
Peer Negotiated ipv6 MPLS Label capability
Peer configured for ipv6é MPLS Label capabilit
As-path attribute count: 1
Outbound Policy Group:
ID: 1, Use Count: 1
TCP Connection state: ESTABLISHED, flags:00000044 (0,0)
Maximum segment size: 1460
TTL check: 0, value: 0, rcvd: 64
Byte Sent: 148, Received: 203
Local host: 192.168.1.2, Local Port: 179
Remote host: 192.168.1.1, Remote Port: 8041

ISentSeq: 1656867 SendNext: 1657016 TotUnAck: 0
TotSent: 149 ReTrans: 19 UnAckSeq: 1657016
IRcvSeq: 1984547 RcvNext: 1984751 SendWnd: 64981
TotalRcv: 204 DupliRcv: 313 RcvWnd: 65000
SendQue: 0 RcvQue: 0 CngstWnd: 5840

Syntax: show ip bgp neighbors

TABLE 14 show ip bgp neighbors output descriptions

Field Description

Total number of BGP Neighbors Shows the total number of BGP neighbors.

IP Address Shows the IPv4 address of the neighbor.

AS Shows the Autonomous System (AS) in which the neighbor resides.
EBGP or IBGP Shows whether the neighbor session is an IBGP session, an EBGP

session, or a confederation EBGP session:
. EBGP - The neighbor is in another AS.

. EBGP_Confed - The neighbor is a member of another sub-AS
in the same confederation.

. IBGP - The neighbor is in the same AS.

RouterlD Shows the device ID of the neighbor.
VRF Shows the status of the VRF instance.
State Shows the state of the device session with the neighbor. The states are

from the device'’s perspective of the session, not the neighbor’s
perspective. The state can be one of the following values:
. IDLE - The BGP4 process is waiting to be started. Usually,
enabling BGP4 or establishing a neighbor session starts the
BGP4 process. A minus sign (-) indicates that the session has
gone down and the software is clearing or removing routes.
+ ADMND - The neighbor has been administratively shut down. A
minus sign (-) indicates that the session has gone down and the
software is clearing or removing routes.

. CONNECT - BGP4 is waiting for the connection process for
the TCP neighbor session to be completed.

+ ACTIVE - BGP4 is waiting for a TCP connection from the
neighbor.

NOTE
If the state frequently changes between CONNECT and
ACTIVE, there may be a problem with the TCP connection.

+ OPEN SENT - BGP4 is waiting for an Open message from the
neighbor.
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TABLE 14 show ip bgp neighbors output descriptions (continued)
Field Description

OPEN CONFIRM - BGP4 has received an Open message
from the neighbor and is now waiting for either a KeepAlive or
Notification message. If the device receives a KeepAlive
message from the neighbor, the state changes to
ESTABLISHED. If the message is a Notification, the state
changes to IDLE.

ESTABLISHED - BGP4 is ready to exchange Update
messages with the neighbor.

If there is more BGP data in the TCP receiver queue, a plus sign (+) is also

displayed.
Time Shows the amount of time this session has been in its current state.
KeepAliveTime Shows the keepalive time, which specifies how often this device sends

KeepAlive messages to the neighbor.

HoldTime Shows the hold time, which specifies how many seconds the device will
wait for a KeepAlive or Update message from a BGP4 neighbor before
deciding that the neighbor is dead.

KeepAliveTimer Expire Shows the time when the keepalive timer is set to expire.
HoldTimer Expire Shows the time when the hold timer is set to expire.

Minimal Route Advertisement Interval Shows the minimum time elapsed between the route advertisements to
the same neighbor.

RefreshCapability Shows whether the device has received confirmation from the neighbor
that the neighbor supports the dynamic refresh capability.

Messages Sent and Received Shows the number of messages this device has sent to and received from
the neighbor. The display shows statistics for the following message types:

Open
Update
KeepAlive
Notification
Refresh-Req

Last Update Time Shows the list of last time updates were sent and received for the
following:
NLRIs
Withdraws
Last Connection Reset Reason Shows the reason for ending the previous session with this neighbor. The

reason can be one of the following:
No abnormal error has occurred.
Reasons described in the BGP specifications:

- Message Header Error

- Connection Not Synchronized
- Bad Message Length

- Bad Message Type

- OPEN Message Error

- Unsupported Version Number
- Bad Peer AS Number

- Bad BGP Identifier

- Unsupported Optional Parameter
- Authentication Failure

- Unacceptable Hold Time

- Unsupported Capability

- UPDATE Message Error

- Malformed Attribute List
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TABLE 14 show ip bgp neighbors output descriptions (continued)

Field

Last Connection Reset Reason

(continued)

Notification Sent
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Description

Unrecognized Well-known Attribute
Missing Well-known Attribute
Attribute Flags Error

Attribute Length Error

Invalid ORIGIN Attribute

Invalid NEXT_HOP Attribute

Reasons described in the BGP specifications (continued):

TCP Data Stre,

Optional Attribute Error

Invalid Network Field

Malformed AS_PATH

Hold Timer Expired

Finite State Machine Error

Rcv Notification

Reset All Peer Sessions

User Reset Peer Session

Port State Down

Peer Removed

Peer Shutdown

Peer AS Number Change

Peer AS Confederation Change
TCP Connection KeepAlive Timeout
TCP Connection Closed by Remote

am Error Detected

Shows an error code corresponding to one of the following errors if the
device sends a Notification message from the neighbor. Some errors have
subcodes that clarify the reason for the error. The subcode messages are
listed underneath the error code messages, wherever applicable.

Message Header Error

Connection Not Synchronized
Bad Message Length

Bad Message Type
Unspecified

Open Message Error

Unsupported Version

Bad Peer AS

Bad BGP Identifier

Unsupported Optional Parameter
Authentication Failure
Unacceptable Hold Time
Unspecified

Update Message Error

Malformed Attribute List
Unrecognized Attribute
Missing Attribute
Attribute Flag Error
Attribute Length Error
Invalid Origin Attribute
Invalid NextHop Attribute
Optional Attribute Error
Invalid Network Field
Malformed AS Path
Unspecified

Hold Timer Expired

Finite State Machine Error

Cease
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Field

Notification Received

Neighbor NLRI Negotiation

Neighbor IPv6 MPLS Label Capability Negotiation

Neighbor AS4 Capability Negotiation

As-path attribute count
Outbound Policy Group

TCP Connection state

Maximum segment size

TTL check
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Description

Unspecified

Shows an error code corresponding to one of the listed errors in the
Notification Sent field if the device receives a Notification message from
the neighbor.

Shows the state of the device’s NLRI negotiation with the neighbor. The
states can be one of the following:

Peer negotiated IPV4 unicast capability

Peer negotiated IPV6 unicast capability

Peer configured for IPV4 unicast routes

Peer configured for IPV6 unicast routes

Shows the state of the device’s IPv6 MPLS label capability negotiation
with the neighbor. The states can be one of the following:
Peer negotiated IPv6 MPLS Label capability
Peer configured for IPv6 MPLS Label capability
Shows the state of the device’s AS4 capability negotiation with the
neighbor. The states can be one of the following:
Peer negotiated AS4 capability
Peer configured for AS4 capability
Shows the count of the AS-path attribute.
Shows the ID and the count used in the outbound policy group.
Shows the state of the connection with the neighbor. The connection can
have one of the following states:
LISTEN - Waiting for a connection request.
SYN-SENT - Waiting for a matching connection request after
having sent a connection request.

SYN-RECEIVED - Waiting for a confirming connection request
acknowledgment after having both received and sent a
connection request.

ESTABLISHED - Data can be sent and received over the
connection. This is the normal operational state of the
connection.

FIN-WAIT-1 - Waiting for a connection termination request
from the remote TCP, or an acknowledgment of the connection
termination request previously sent.

FIN-WAIT-2 - Waiting for a connection termination request
from the remote TCP.

CLOSE-WAIT - Waiting for a connection termination request
from the local user.

CLOSING - Waiting for a connection termination request
acknowledgment from the remote TCP.

LAST-ACK - Waiting for an acknowledgment of the connection
termination request previously sent to the remote TCP (which
includes an acknowledgment of its connection termination
request).

TIME-WAIT - Waiting for the specific time to ensure that the
remote TCP received the acknowledgment of its connection
termination request.

CLOSED - There is no connection state.
Shows the TCP maximum segment size.
Shows the TCP TTL check.
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TABLE 14 show ip bgp neighbors output descriptions (continued)
Field
Byte Sent
Byte Received
Local host

Local port

Remote host

Remote port

ISentSeq
SendNext
TotUnAck

TotSent

ReTrans

UnAckSeq
IRcvSeq
RcvNext
SendWnd
TotalRev
DupliRcv

RcvWnd
SendQue
RcvQue
CngstWnd

Attribute entries

Description

Shows the number of bytes sent.
Shows the number of bytes received.
Shows the IPv4 address of the device.

Shows the TCP port that the device is using for the BGP4 TCP session
with the neighbor.

Shows the IPv4 address of the neighbor.

Shows the TCP port the neighbor is using for the BGP4 TCP session with
the device.

Shows the initial send sequence number for the session.
Shows the next sequence number to be sent.

Shows the count of sequence numbers sent by the device that have not
been acknowledged by the neighbor.

Shows the count of the sequence numbers sent to the neighbor.

Shows the count of the sequence numbers that the device retransmitted
because they were not acknowledged.

Shows the current acknowledged sequence number.

Shows the initial receive sequence number for the session.

Shows the next sequence number expected from the neighbor.

Shows the size of the send window.

Shows the count of the sequence numbers received from the neighbor.

Shows the count of the duplicate sequence numbers received from the
neighbor.

Shows the size of the receive window.
Shows the count of the sequence numbers in the send queue.
Shows the count of the sequence numbers in the receive queue.

Shows the number of times the window has changed.

Use the show ip bgp attribute-entries command to see AS4 path values, as the following example illustrates.

device# show ip bgp attribute-entries
Total number of BGP Attribute Entries: 18

1 Next Hop :192.168.1.6 MED :1
Originator:0.0.0.0
Aggregator:AS Number :0
Local Pref:100

Extended Community: SOO 300000:3

Origin:INCOMP

Cluster List:None
Router-ID:0.0.0.0
Communities:Internet

Atomic:None

AS Path :90000 80000 (length 11)
Address: 0x10ed4eOc4 Hash:489 (0x03028536), PeerIdx 0
Links: 0x00000000, 0x00000000, nlri: 0x10f4804a
Reference Counts: 1:0:1, Magic: 51
2 Next Hop :192.168.1.5 Metric :1 Origin:INCOMP

Originator:0.0.0.0
Aggregator:AS Number :0
Local Pref:100

Extended Community: RT 200000:2

Cluster List:None
Router-ID:0.0.0.0
Communities:Internet

Atomic:None

AS Path :90000 75000 (length 11)

Address: 0x10ed4e062 Hash:545 (0x0301e8f6), PeerIdx 0
Links: 0x00000000, 0x00000000, nlri: Ox10f47ff0
Reference Counts: 1:0:1, Magic: 49
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Syntax: show ip bgp attribute-entries

Running configuration
AS4s appear in the display of a running configuration, as shown.

device# show ip bgp config
Current BGP configuration:
router bgp
local-as 7701000
confederation identifier 120000
confederation peers 80000
neighbor 192.168.1.2 remote-as 80000

Access lists that contain AS4s
AS4s that exist in access lists are displayed by the command, as shown.

device# show ip as-path-access-lists

ip as-path access list abc: 1 entries
seq 10 permit 75000

ip as-path access list def: 1 entries
seq 5 permit 80000

Formats of AS4s in show command output

To display the asdot and asdot+ notation for AS4s, enter the as-format asdot or as-format asdot+ commands before you enter the
show ip bgp command.

device# as-format asdot

device-mu2 (config) # show ip bgp

Total number of BGP Routes: 1

Status codes: s suppressed, d damped, h history, * valid, > best, i internal, S stale

Origin codes: i - IGP, e - EGP,? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 10.1.1.0/24 192.168.1.5 1 100 0 1.24464 100 200 655

51.0 1.1 1.2 1.3 1.9464 2

Syntax: as-format asdot

device# as-format asdot+

device# show ip bgp

Total number of BGP Routes: 1

Status codes: s suppressed, d damped, h history, * valid, > best, i internal, S stale

Origin codes: i - IGP, e - EGP, ? - incomplete
Network Next Hop Metric LocPrf Weight Path
*> 10.1.1.0/24 192.168.1.5 1 100 0 1.24464 0.100 0.200

0.65535 1.0 1.1 1.2 1.3 1.9464>?

Syntax: as-format asdot+

Displaying route-map continue clauses

This section contains examples of route-map continuation clauses. Both the route map and the routes to which it applies are described.

This example is a simple illustration of route-map continue clauses. If the match clause of either route map instance 5 or 10 matches,
the route map traversal continues at instance 100.

route-map test permit 5

match community my communityl

set comm-list delete my communityl
continue 100
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route-map test permit 10

match community my community2

set comm-list delete my community?2
continue 100

route-map test permit 100

match as-path my aspath

set community 1234:5678 additive

The following example shows the route map "test.” The show ip bgp route output shows the consequences of the action in instance 1
(set weight = 10); instance 2 (metric becomes 20); and instance 5 (prepend as_path 300).

device# show route-map test
route-map test permit 1
set weight 10
route-map test permit 2
set metric 20
continue 3
route-map test permit 3
set community 10:20
continue 4
route-map test permit 4
set community 30:40
continue 5
route-map test permit 5
set as-path prepend 300
continue 6

device (config-routemap test)# show ip bgp route
Total number of BGP Routes: 1
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH m:NOT-INSTALLED-MULTIPATH S:SUPPRESSED F:FILTERED s:STALE
Prefix Next Hop Metric LocPrf Weight Status
1 10.8.8.0/24 10.8.8.3 20 100 0 BE
AS PATH: 300 200

Syntax: show route-map map-name
The map-name is the name of the route map.
Syntax: show ip bgp route

In the following example, the continue clause of instance 1 has been changed so that program flow jumps to instance 5. The resulting
BGP4 route only has the weight updated and as-path prepended. These changes show route-map route name

Syntax: route-map
Syntax: [no] continue instance number
Syntax: show ip bgp route

In this example, a match clause has been added to instance 8. Because the match clause of instance 8 does not get fired, the search for
the next instance continues to the end of the route-map. The set statements set the weight to 10, prepend 300, prepend 100 to the as-
path, set the community to none, and set the local preference to 70. The results of this route-map traversal appear in the output of the
show ip bgp route command.

device# show route-map test
route-map test permit 1
set weight 10
continue 5
route-map test permit 2
set metric 20
continue 3
route-map test permit 3
set community 10:20
continue 4
route-map test permit 4
set community 30:40
continue 5
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route-map test permit 5
set as-path prepend 300
continue 6
route-map test permit 6
set as-path prepend 100
continue 7
route-map test permit 7
set community none
set local-preference 70
continue 8
route-map test deny 8
match metric 60
set metric 40
continue 9
device (config-routemap test)# show ip bgp route
Total number of BGP Routes: 1
Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH m:NOT-INSTALLED-MULTIPATH
S:SUPPRESSED F:FILTERED s:STALE
Prefix Next Hop Metric LocPrf Weight Status
1 10.8.8.0/24 10.8.8.3 0 70 10 BE
AS_PATH: 100 300 200

Syntax: show route-map

Syntax: shop ip bgp route

Displaying BGP4 information

For this example, an existing route map is displayed by the show route-map command, then the addition of instance 8 adds a deny

parameter but no match clause. As a result, no incoming routes are accepted (see last line of the show output).

device# show route-map test
route-map test permit 1
set weight 10
continue 5
route-map test permit 2
set metric 20
continue 3
route-map test permit 3
set community 10:20
continue 4
route-map test permit 4
set community 30:40
continue 5
route-map test permit 5
set as-path prepend 300
continue 6
route-map test permit 6
set as-path prepend 100
continue 7
route-map test permit 7
set community none
set local-preference 70
continue 8
device (config-routemap test) #route-map test deny 8
device (config-routemap test)#set metric 40
device (config-routemap test)#continue 9
device (config-routemap test) #show ip bgp route

BGP Routing Table is empty

Syntax: show route-map map-name

Updating route information and resetting a neighbor session

The following sections describe how to update route information with a neighbor, reset a session with a neighbor, and close a session

with a neighbor.
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Any change to a policy (ACL, route map, and so on) is automatically applied to outbound routes that are learned from a BGP4 neighbor
or peer group after the policy change occurs. However, you must reset the neighbor to update existing outbound routes.

Any change to a policy is automatically applied to inbound routes that are learned after the policy change occurs. However, to apply the
changes to existing inbound routes (those inbound routes that were learned before the policy change), you must reset the neighbors to
update the routes using one of the following methods:

Request the complete BGP4 route table from the neighbor or peer group. You can use this method if the neighbor supports the
refresh capability (RFCs 2842 and 2858). Most devices today support this capability.

Clear (reset) the session with the neighbor or peer group. This is the only method you can use if soft reconfiguration is enabled
for the neighbor.

You also can clear and reset the BGP4 routes that have been installed in the IP route table.

Using soft reconfiguration

The soft reconfiguration feature applies policy changes without resetting the BGP4 session. Soft reconfiguration does not request the
neighbor or group to send the entire BGP4 table, nor does the feature reset the session with the neighbor or group. Instead, soft
reconfiguration stores all the route updates received from the neighbor or group. When you request a soft reset of inbound routes, the
software performs route selection by comparing the policies against the stored route updates, instead of requesting the neighbor BGP4
route table or resetting the session with the neighbor.

When you enable the soft reconfiguration feature, it sends a refresh message to the neighbor or group if the neighbor or group supports
dynamic refresh. Otherwise, the feature resets the neighbor session. This step is required to ensure that the soft reconfiguration feature
has a complete set of updates to use, and occurs only once, when you enable the feature. The feature accumulates all the route updates
from the neighbor, eliminating the need for additional refreshes or resets when you change policies in the future.

To use soft reconfiguration:
Enable the feature.
Make the policy changes.
Apply the changes by requesting a soft reset of the inbound updates from the neighbor or group.

Enabling soft reconfiguration
To configure a neighbor for soft reconfiguration, enter a command such as the following.

device (config-bgp) # neighbor 10.10.200.102 soft-reconfiguration inbound

This command enables soft reconfiguration for updates received from 10.10.200.102. The software dynamically resets the session with
the neighbor, then retains all route updates from the neighbor following the reset.

Syntax: [no] neighbor jp-addr | peer-group-name soft-reconfiguration inbound

NOTE
The syntax related to soft reconfiguration is
shown.

Placing a policy change into effect
To place policy changes into effect, enter a command such as the following.

device (config-bgp)# clear ip bgp neighbor 10.10.200.102 soft in
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This command updates the routes by comparing the route policies against the route updates that the device has stored. The command
does not request additional updates from the neighbor or otherwise affect the session with the neighbor.

Syntax: clear ip bgp neighbor ip-addr | peer-group-name soft in

NOTE
If you do not specify in , the command applies to both inbound and outbound updates.

NOTE
The syntax related to soft reconfiguration is
shown.

Displaying the filtered routes received from the neighbor or peer group

When you enable soft reconfiguration, the device saves all updates received from the specified neighbor or peer group, including updates
that contain routes that are filtered out by the BGP4 route policies in effect on the device. To display the routes that have been filtered
out, enter the following command at any level of the CLI.

device# show ip bgp filtered-routes

Searching for matching routes, use “C to quit...

Status A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED_EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTERED

Prefix Next Hop MED LocPrf Weight Status
1 10.3.0.0/8 192.168.4.106 100 0 EF
AS PATH: 65001 4355 701 80
2 10.4.0.0/8 192.168.4.106 100 0 EF
AS PATH: 65001 4355 1
3 10.60.212.0/22 192.168.4.106 100 0 EF

AS PATH: 65001 4355 701 1 189

The routes displayed are the routes that were filtered out by the BGP4 policies on the device. The device did not place the routes in the
BGP4 route table, but did keep the updates. If a policy change causes these routes to be permitted, the device does not need to request
the route information from the neighbor, but instead uses the information in the updates.

Syntax: show ip bgp filtered-routes [ ip-addr] | [ as-path-access-list num ]| [ detail ] | [ prefix-list string ] [ longer-prefixes ]
The ip-addr parameter specifies the IP address of the destination network.
The as-path-access-list num parameter specifies an AS-path ACL. Only the routes permitted by the AS-path ACL are displayed.

The detail parameter displays detailed information for the routes. (The example shows summary information.) You can specify any of the
other options after detail to further refine the display request.

The prefix-list string parameter specifies an IP prefix list. Only routes permitted by the prefix list are displayed.

If you also use the optional longer-prefixes parameter, then all statistics for routes that match the specified route or have a longer prefix
than the specified route are displayed. For example, if you specify 10.157.0.0 longer, then all routes with the prefix 10.157 or that have
a longer prefix (such as 10.157.22) are displayed.

Displaying all the routes received from the neighbor

To display all the route information received in route updates from a neighbor since you enabled soft reconfiguration, enter a command
such as the following at any level of the CLI.

device# show ip bgp neighbor 192.168.4.106 routes
There are 97345 received routes from neighbor 192.168.4.106
Searching for matching routes, use “C to quit...
tatus A:AGGREGATE B:BEST b:NOT-INSTALLED-BEST C:CONFED EBGP D:DAMPED
E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTEREDtatus A:AGGREGATE B:BEST b:NOT-
INSTALLED-BEST C:CONFED EBGP D:DAMPED

Multi-Service IronWare Routing
53-1003203-04 151



Displaying BGP4 information

E:EBGP H:HISTORY I:IBGP L:LOCAL M:MULTIPATH S:SUPPRESSED F:FILTERED

Prefix Next Hop MED LocPrf Weight Status

1 10.3.0.0/8 192.168.4.106 100 0 BE

AS PATH: 65001 4355 701 8
2 10.4.0.0/8 192.168.4.106 100 0 BE

AS PATH: 65001 4355 1
3 10.60.212.0/22 192.168.4.106 100 0 BE

AS PATH: 65001 4355 701 1 189
4 10.6.0.0/8 192.168.4.106 100 0 BE

Syntax: show ip bgp neighbors ip-addr received-routes [ detail ]

The detail parameter displays detailed information for the routes. This example shows summary information.

NOTE
The syntax for displaying received routes is shown. For complete command syntax, refer to Displaying BGP4 neighbor
information on page 123.

Dynamically requesting a route refresh from a BGP4 neighbor

You can easily apply changes to filters that control BGP4 routes received from or advertised to a neighbor, without resetting the BGP4
session between the device and the neighbor. For example, if you add, change, or remove a BGP4 IP prefix list that denies specific
routes received from a neighbor, you can apply the filter change by requesting a route refresh from the neighbor. If the neighbor also
supports dynamic route refreshes, the neighbor resends its Adj-RIB-Out, its table of BGP4 routes. Using the route refresh feature, you
do not need to reset the session with the neighbor.

The route refresh feature is based on the following specifications:

RFC 2842. This RFC specifies the Capability Advertisement, which a BGP4 device uses to dynamically negotiate a capability
with a neighbor.

RFC 2858 for Multi-protocol Extension.
RFC 2918, which describes the dynamic route refresh capability

The dynamic route refresh capability is enabled by default and cannot be disabled. When the device sends a BGP4 OPEN message to a
neighbor, the device includes a Capability Advertisement to inform the neighbor that the device supports dynamic route refresh.

NOTE

The option for dynamically refreshing routes received from a neighbor requires the neighbor to support dynamic route refresh.
If the neighbor does not support this feature, the option does not take effect and the software displays an error message. The
option for dynamically re-advertising routes to a neighbor does not require the neighbor to support dynamic route refresh.

Dynamically refreshing routes
The following sections describe how to refresh BGP4 routes dynamically to put new or changed filters into effect.
To request a dynamic refresh of all routes from a neighbor, enter a command such as the following.

device (config-bgp-router) # clear ip bgp neighbor 192.168.1.170 soft in

This command asks the neighbor to send its BGP4 table (Adj-RIB-Out) again. The device applies its filters to the incoming routes and
adds, modifies, or removes BGP4 routes as necessary.

Syntax: clear ip bgp neighbor all | ip-addr | peer-group-name | as-num [ soft-outbound | soft [ in | out ] ]

The all, jp-addr, peer-group-name , and as-num parameters specify the neighbor. The ip-addr parameter specifies a neighbor by its IP
interface with the device. The peer-group-name specifies all neighbors in a specific peer group. The as-num parameter specifies all
neighbors within the specified AS. The all parameter specifies all neighbors.
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The soft-outbound parameter updates all outbound routes by applying the new or changed filters, but sends only the existing routes
affected by the new or changed filters to the neighbor.

The soft in and soft out parameters specify whether you want to refresh the routes received from the neighbor or sent to the neighbor:

+  softin does one of the following:

- If you enabled soft reconfiguration for the neighbor or peer group, soft in updates the routes by comparing the route
policies against the route updates that the device has stored. Soft reconfiguration does not request additional updates from
the neighbor or otherwise affect the session with the neighbor.

- If you did not enable soft reconfiguration, soft in requests the entire BGP4 route table for the neighbor (Adj-RIB-Out), then
applies the filters to add, change, or exclude routes.

- Ifa neighbor does not support dynamic refresh, soft in resets the neighbor session.

- soft out updates all outbound routes, then sends the entire BGP4 router table for the device (Adj-RIB-Out) to the neighbor,
after changing or excluding the routes affected by the filters.

If you do not specify in or out, the device performs both options.

NOTE

The soft-outbound parameter updates all outbound routes by applying the new or changed filters, but sends only the existing
routes affected by the new or changed filters to the neighbor. The soft out parameter updates all outbound routes, then sends
the entire BGP4 route table for the device (Adj-RIB-Out) to the neighbor, after changing or excluding the routes affected by the

filters. Use soft-outbound if only the outbound policy is changed.

To dynamically resend all the device BGP4 routes to a neighbor, enter a command such as the following.
device (config-bgp) # clear ip bgp neighbor 192.168.1.170 soft out

This command applies filters for outgoing routes to the device BGP4 route table (Adj-RIB-Out), changes or excludes routes accordingly,
then sends the resulting Adj-RIB-Out to the neighbor.

NOTE

The Brocade device does not automatically update outbound routes using a new or changed outbound policy or filter when a
session with the neighbor goes up or down. Instead, the device applies a new or changed policy or filter when a route is placed
in the outbound queue (Adj-RIB-Out).To place a new or changed outbound policy or filter into effect, you must enter a clear ip
bgp neighbor command regardless of whether the neighbor session is up or down. You can enter the command without
optional parameters or with the soft out or soft-outbound option. Either way, you must specify a parameter for the neighbor
(ip-addr, as-num , peer-group-name, or all ).

Displaying dynamic refresh information

You can use the show ip bgp neighbors command to display information for dynamic refresh requests. For each neighbor, the display
lists the number of dynamic refresh requests the device has sent to or received from the neighbor and indicates whether the device
received confirmation from the neighbor that the neighbor supports dynamic route refresh.

The RefreshCapability field indicates whether this device has received confirmation from the neighbor that the neighbor supports the
dynamic refresh capability. The statistics in the Message Sent and Message Received rows under Refresh-Req indicate how many
dynamic refreshes have been sent to and received from the neighbor. The statistic is cumulative across sessions.

device (config-bgp) # show ip bgp neighbor 10.4.0.2
1 IP Address: 10.4.0.2, AS: 5 (EBGP), RouterID: 100.0.0.1
Description: neighbor 10.4.0.2
State: ESTABLISHED, Time: OhlmOs, KeepAliveTime: 0, HoldTime: O
PeerGroup: pgl
Mutihop-EBGP: yes, ttl: 1
RouteReflectorClient: yes
SendCommunity: yes
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NextHopSelf: yes

DefaultOriginate: yes (default sent)

MaximumPrefixLimit: 90000
RemovePrivateAs: : yes
RefreshCapability: Received
Route Filter Policies:
Distribute-list: (out) 20
Filter-list: (in) 30
Prefix-list: (in) pfl

Route-map: (in) setnpl (out) setnp2
Messages: Open Update KeepAlive Notification Refresh-Reqg
Sent : 1 1 1 0
Received: 1 8 1 0
Last Update Time: NLRI Withdraw NLRI Withdraw
Tx: 0hOm59s -——= 0hOm59s -——=
Last Connection Reset Reason:Unknown
Notification Sent: Unspecified
Notification Received: Unspecified
TCP Connection state: ESTABLISHED
Byte Sent: 115, Received: 492
Local host: 10.4.0.1, Local Port:
Remote host: 10.4.0.2, Remote Port:
ISentSeq: 52837276 SendNext: TotUnAck: 0
TotSent: 116 ReTrans: UnAckSeq: 52837392
IRcvSeq: 2155052043 RcvNext: SendWnd: 16384
TotalRcv: 493 DupliRcv: RcviWnd: 16384
SendQue: 0 RcvQue: CngstWnd: 1460

Closing or resetting a neighbor session

You can close a neighbor session or resend route updates to a neighbor.

If you make changes to filters or route maps and the neighbor does not support dynamic route refresh, use the following methods to
ensure that neighbors contain only the routes you want them to contain:

+  If you close a neighbor session, the device and the neighbor clear all the routes they learned from each other. When the device
and neighbor establish a new BGP4 session, they exchange route tables again. Use this method if you want the device to
relearn routes from the neighbor and resend its own route table to the neighbor.

+  If you use the soft-outbound option, the device compiles a list of all the routes it would normally send to the neighbor at the
beginning of a session. However, before sending the updates, the device also applies the filters and route maps you have
configured to the list of routes. If the filters or route maps result in changes to the list of routes, the device sends updates to
advertise, change, or even withdraw routes on the neighbor as needed. This ensures that the neighbor receives only the routes
you want it to contain. Even if the neighbor already contains a route learned from the device that you later decided to filter out,

using the soft-outbound option removes that route from the neighbor.

You can specify a single neighbor or a peer group.

To close a neighbor session and thus flush all the routes exchanged by the device and the neighbor, enter the following command.

device# clear ip bgp neighbor all

Syntax: clear ip bgp neighbor all | ip-addr | peer-group-name | as-num [ soft-outbound | soft [ in | out ] ]

The all, jp-addr, peer-group-name , and as-num parameters specify the neighbor. The ip-addr parameter specifies a neighbor by its IP
interface with the device. The peer-group-name specifies all neighbors in a specific peer group. The as-num parameter specifies all

neighbors within an AS and has a range of 1 through 4294967295. The all keyword specifies all neighbors.
To resend routes to a neighbor without closing the neighbor session, enter a command such as the following.

device# clear ip bgp neighbor 10.0.0.1 soft out
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Clearing and resetting BGP4 routes in the IP route table
To clear BGP4 routes from the IP route table and reset the routes, enter a command such as the following.
device# clear ip bgp routes

Syntax: clear ip bgp routes [ jp-addr/prefix-length ]

Clearing traffic counters

You can clear the counters (reset them to 0) for BGP4 messages.

To clear the BGP4 message counter for all neighbors, enter the following command.
device# clear ip bgp traffic

Syntax: clear ip bgp traffic

To clear the BGP4 message counter for a specific neighbor, enter a command such as the following.
device# clear ip bgp neighbor 10.0.0.1 traffic

To clear the BGP4 message counter for all neighbors within a peer group, enter a command such as the following.
device# clear ip bgp neighbor PeerGroupl traffic

Syntax: clear ip bgp neighbor all | ip-addr | peer-group-name | as-num traffic

The all , ip-addr, peer-group-name , and as-num parameters specify the neighbor. The ip-addr parameter specifies a neighbor by its IP
interface with the device. The peer-group-name specifies all neighbors in a specific peer group. The as-num parameter specifies all
neighbors within the specified AS. The all parameter specifies all neighbors.

Clearing diagnostic buffers

The device stores the following BGP4 diagnostic information in buffers:
The first 400 bytes of the last packet received that contained an error
The last NOTIFICATION message either sent or received by the device

To display these buffers, use options with the show ip bgp neighbors command.

This information can be useful if you are working with Brocade Technical Support to resolve a problem. The buffers do not identify the
system time when the data was written to the buffer. If you want to ensure that diagnostic data in a buffer is recent, you can clear the
buffers. You can clear the buffers for a specific neighbor or for all neighbors.

If you clear the buffer containing the first 400 bytes of the last packet that contained errors, all the bytes are changed to zeros. The Last
Connection Reset Reason field of the BGP4 neighbor table also is cleared.

If you clear the buffer containing the last NOTIFICATION message sent or received, the buffer contains no data.
You can clear the buffers for all neighbors, for an individual neighbor, or for all the neighbors within a specific peer group.
To clear these buffers for neighbor 10.0.0.1, enter the following commands.

device# clear ip bgp neighbor 10.0.0.1 last-packet-with-error
device# clear ip bgp neighbor 10.0.0.1 notification-errors

Syntax: clear ip bgp neighbor all | ip-addr | peer-group-name | as-num last-packet-with-error | notification-errors
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The The all, ip-addr , peer-group-name , and as-num parameters specify the neighbor. The jp-addr parameter specifies a neighbor by
its IP interface with the device. The peer-group-name specifies all neighbors in a specific peer group. The as-num parameter specifies all
neighbors within the specified AS. The all parameter specifies all neighbors.
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OSPFv2 feature support

Documents software features supporting OSPFv2.

The following features are documented in the Multi-Service IronWare Routing Configuration Guide.

Features supported Brocade Brocade Brocade Brocade Brocade Brocade Brocade
Netlron XMR | Netlron Netlron CES = Netlron Netlron Netlron Netlron CER
Series MLX Series = 2000 CES 2000 @ CES 2000 | CER 2000 @ 2000 Series
SeriesBASE | Series Series Series Base = Advanced
package ME_PREM  L3_PREM  package Services
package package package
OSPFv2 Yes Yes No Yes Yes Yes Yes
RFC 1583 compliant Yes Yes No Yes Yes Yes Yes
RFC 2178 compliant Yes Yes No Yes Yes Yes Yes
RFC 2328 Appendix E Yes Yes No Yes Yes Yes Yes
Dynamic OSPF memory Yes Yes No Yes Yes Yes Yes
Graceful restart Yes Yes No No No No No
Graceful restart helper-mode Yes Yes No Yes Yes Yes Yes
Block outbound LSA flooding Yes Yes No Yes Yes Yes Yes
OSPF route redistribution filters Yes Yes No Yes Yes Yes Yes
Filter OSPF routes into IP route table Yes Yes No Yes Yes Yes Yes
OSPF group LSA pacing Yes Yes No Yes Yes Yes Yes
OSPF traps Yes Yes No Yes Yes Yes Yes
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Features supported Brocade Brocade Brocade Brocade Brocade Brocade Brocade
Netlron XMR | Netlron Netlron CES = Netlron Netlron Netlron Netlron CER
Series MLX Series | 2000 CES 2000 @ CES 2000 | CER 2000 @ 2000 Series
SeriesBASE | Series Series Series Base | Advanced
package ME_PREM  L3_PREM | package Services
package package package
OSPF debugging Yes Yes No Yes Yes Yes Yes
Encryption code for passwords, Yes Yes No Yes Yes Yes Yes
authentication keys and community strings
VRF-lite for CE routers Yes Yes No Yes Yes Yes Yes
OSPF NSR Yes Yes No No No No No
OSPF distribution lists Yes Yes No Yes Yes Yes Yes

OSPF overview

OSPF is a link-state routing protocol. The protocol uses link-state advertisements (LSA) to update neighboring routers regarding its
interfaces and information on those interfaces. The router floods these LSAs to all neighboring routers to update them regarding the
interfaces. Each router maintains an identical database that describes its area topology to help a router determine the shortest path
between it and any neighboring router.

The Brocade device supports the following types of LSAs, which are described in RFC 2328 and 3101:

Router link

+ Network link

+ Summary link
Autonomous system (AS) summary link

+  AS external link

+  Not-So-Stubby Area (NSSA) external link
Grace LSAs

OSPF is built upon a hierarchy of network components. The highest level of the hierarchy is the Autonomous System (AS) . An
autonomous system is defined as a number of networks, all of which share the same routing and administration characteristics.

An AS can be divided into multiple areas. Each area represents a collection of contiguous networks and hosts. Areas limit the area to
which link-state advertisements are broadcast, thereby limiting the amount of flooding that occurs within the network. An area is
represented in OSPF by either an IP address or a number.

You can further limit the broadcast area of flooding by defining an area range. The area range allows you to assign an aggregate value to
a range of IP addresses. This aggregate value becomes the address that is advertised instead all of the individual addresses it represents
being advertised. You can assign up to 32 ranges in an OSPF area.

An OSPF router can be a member of multiple areas. Routers with membership in multiple areas are known as Area Border Routers
(ABRs) . Each ABR maintains a separate topological database for each area the router is in. Each topological database contains all of the
LSA databases for each router within a given area. The routers within the same area have identical topological databases. The ABR is
responsible for forwarding routing information or changes between its border areas.

An Autonomous System Boundary Router (ASBR) is a router that is running multiple protocols and serves as a gateway to routers
outside an area and those operating with different protocols. The ASBR is able to import and translate different protocol routes into
OSPF through a process known as redistribution .
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FIGURE 8 OSPF operating in a network
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OSPF point-to-point links

In an OSPF point-to-point network, where a direct Layer 3 connection exists between a single pair of OSPF routers, there is no need for
Designated and Backup Designated Routers, as is the case in OSPF multi-access networks. Without the need for Designated and
Backup Designated routers, a point-to-point network establishes adjacency and converges faster. The neighboring routers become
adjacent whenever they can communicate directly. In contrast, in broadcast and non-broadcast multi-access (NBMA) networks, the
Designated Router and Backup Designated Router become adjacent to all other routers attached to the network.
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Designated routers in multi-access networks

In a network that has multiple routers attached, OSPF elects one router to serve as the designated router (DR) and another router on the
segment to act as the backup designated router (BDR). This arrangement minimizes the amount of repetitive information that is
forwarded on the network by forwarding all messages to the designated router and backup designated routers responsible for forwarding
the updates throughout the network.

Designated router election in multi-access networks

In a network with no designated router and no backup designated router, the neighboring router with the highest priority is elected as the
DR, and the router with the next largest priority is elected as the BDR.

FIGURE 9 Designated and backup router election

Designated Backup Router

priority 10

Router A

Designated Router

priority 5 priority 20

Router C Router B

If the DR goes off-line, the BDR automatically becomes the DR. The router with the next highest priority becomes the new BDR.

NOTE
Priority is a configurable option at the interface level. You can use this parameter to help bias one router as the
DR.
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FIGURE 10 Backup designated router becomes designated router
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If two neighbors share the same priority, the router with the highest router ID is designated as the DR. The router with the next highest
router ID is designated as the BDR.

NOTE
By default, the Brocade device’s router ID is the IP address configured on the lowest numbered loopback interface. If the device
does not have a loopback interface, the default router ID is the lowest numbered IP address configured on the device.

When multiple routers on the same network are declaring themselves as DRs, then both priority and router ID are used to select the
designated router and backup designated routers.

When only one router on the network claims the DR role despite neighboring routers with higher priorities or router IDs, this router
remains the DR. This is also true for BDRs.
The DR and BDR election process is performed when one of the following events occurs:

an interface is in a waiting state and the wait time expires

an interface is in a waiting state and a hello packet is received that addresses the BDR

a change in the neighbor state occurs, such as:

- aneighbor state transitions from ATTEMPT state to a higher state
- communication to a neighbor is lost
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- aneighbor declares itself to be the DR or BDR for the first time

OSPF RFC 1583 and 2328 compliance

Brocade devices are configured, by default, to be compliant with the RFC 1583 OSPF V2 specification. Brocade devices can also be
configured to operate with the latest OSPF standard, RFC 2328.

Reduction of equivalent AS external LSAs

An OSPF ASBR uses AS External link advertisements (AS External LSAs) to originate advertisements of a route learned from another
routing domain, such as a BGP4 or RIP domain. The ASBR advertises the route to the external domain by flooding AS External LSAs to
all the other OSPF routers (except those inside stub networks) within the local OSPF Autonomous System (AS).

In some cases, multiple ASBRs in an AS can originate equivalent LSAs. The LSAs are equivalent when they have the same cost, the
same next hop, and the same destination. The device optimizes OSPF by eliminating duplicate AS External LSAs in this case. The device
with the lower router ID flushes the duplicate External LSAs from its database and thus does not flood the duplicate External LSAs into
the OSPF AS. AS External LSA reduction therefore reduces the size of the link state database on the device. The AS External LSA
reduction is described in RFC 2328

In this example, Routers D and E are OSPF ASBRs, and thus communicate route information between the OSPF AS, which contains
Routers A, B, and C, and another routing domain, which contains Router F. The other routing domain is running another routing protocol,
such as BGP4 or RIP. Routers D, E, and F, therefore, are each running both OSPF and either BGP4 or RIP.
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FIGURE 11 AS external LSA reduction

Routers D, E, and F

OSPF Autonomous System (AS) A o oers Another routing domain
: (such as BGP4 or RIP)
Router A
Router D
Router ID: 2.2.2.2

Router F
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Notice that both Router D and Router E have a route to the other routing domain through Router F.

OSPF eliminates the duplicate AS External LSAs. When two or more devices are configured as ASBRs have equal-cost routes to the
same next-hop router in an external routing domain, the ASBR with the highest router ID floods the AS External LSAs for the external
domain into the OSPF AS, while the other ASBRs flush the equivalent AS External LSAs from their databases. As a result, the overall
volume of route advertisement traffic within the AS is reduced and the devices that flush the duplicate AS External LSAs have more
memory for other OSPF data. Because Router D has a higher router ID than Router E, Router D floods the AS External LSAs for Router
F to Routers A, B, and C. Router E flushes the equivalent AS External LSAs from its database.
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Algorithm for AS external LSA reduction

The AS external LSA reduction example shows the normal AS External LSA reduction feature. The behavior changes under the following
conditions:

There is one ASBR advertising (originating) a route to the external destination, but one of the following happens:
- Asecond ASBR comes on-line

- Asecond ASBR that is already on-line begins advertising an equivalent route to the same destination.

In either case above, the router with the higher router ID floods the AS External LSAs and the other router flushes its equivalent AS
External LSAs. For example, if Router D is offline, Router E is the only source for a route to the external routing domain. When Router D
comes on-line, it takes over flooding of the AS External LSAs to Router F, while Router E flushes its equivalent AS External LSAs to
Router F.

One of the ASBRs starts advertising a route that is no longer equivalent to the route the other ASBR is advertising. In this case,
the ASBRs each flood AS External LSAs. Since the LSAs either no longer have the same cost or no longer have the same next-
hop router, the LSAs are no longer equivalent, and the LSA reduction feature no longer applies.

The ASBR with the higher router ID becomes unavailable or is reconfigured so that it is no longer an ASBR. In this case, the
other ASBR floods the AS External LSAs. For example, if Router D goes off-line, then Router E starts flooding the AS with AS
External LSAs for the route to Router F.

Support for OSPF RFC 2328 Appendix E

Brocade devices support Appendix E in OSPF RFC 2328. Appendix E describes a method to ensure that an OSPF router generates
unique link state IDs for type-5 (External) link state advertisements (LSAs) in cases where two networks have the same network address
but different network masks.

NOTE
Support for Appendix E of RFC 2328 is enabled automatically and cannot be disabled. No user configuration is
required.

Normally, an OSPF router uses the network address alone for the link state ID of the link state advertisement (LSA) for the network. For
example, if the router needs to generate an LSA for network 10.1.2.3 255.0.0.0, the router generates ID 10.1.2.3 for the LSA.
However, suppose that an OSPF router needs to generate LSAs for all the following networks:

10.0.0.0 255.0.0.0

10.0.0.0 255.255.0.0

10.0.0.0 255.255.255.0
All three networks have the same network address, 10.0.0.0. Without support for RFC 2328 Appendix E, an OSPF router uses the
same link state ID, 10.0.0.0, for the LSAs for all three networks. For example, if the router generates an LSA with ID 10.0.0.0 for network

10.0.0.0 255.0.0.0, this LSA conflicts with the LSA generated for network 10.0.0.0 255.255.0.0 or 10.0.0.0 255.255.255.0. The
result is multiple LSAs that have the same ID but that contain different route information.

When appendix E is supported, the router generates the link state ID for a network as the following steps.

1. Does an LSA with the network address as its ID already exist?

- No - Use the network address as the ID.
- Yes - Go to "Support for OSPF RFC 2328 Appendix E".
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2. Compare the networks that have the same network address, to determine which network is more specific. The more specific
network is the one that has more contiguous one bits in its network mask. For example, network 10.0.0.0 255.255.0.0 is more
specific than network 10.0.0.0 255.0.0.0, because the first network has 16 ones bits (255.255.0.0) whereas the second
network has only 8 ones bits (255.0.0.0).

- For the less specific network, use the networks address as the ID.

- For the more specific network, use the network’s broadcast address as the ID. The broadcast address is the network
address, with all ones bits in the host portion of the address. For example, the broadcast address for network 10.0.0.0
255.255.0.0is 10.0.255.255.

If this comparison results in a change to the ID of an LSA that has already been generated, the router generates a new LSA to
replace the previous one. For example, if the router has already generated an LSA for network with ID 10.0.0.0 for network
10.0.0.0 255.255.255.0, the router must generate a new LSA for the network, if the router needs to generate an LSA for
network 10.0.0.0 255.255.0.0 or 10.0.0.0 255.0.0.0.

OSPF graceful restart

The OSPF Graceful Restart feature provides support for high-availability routing. With this feature enabled, disruptions in forwarding are
minimized and route flapping diminished to provide continuous service during times when a router experiences a restart.

With OSPF graceful restart enabled, a restarting router sends special LSAs to its neighbors called grace LSAs. These LSAs are sent to
neighbors either before a planned OSPF restart or immediately after an unplanned restart. The grace LSA specifies a grace period for
the neighbors of the restarting router to continue using the existing routes to and through the router after a restart. The restarting router
comes up, it continues to use its existing OSPF routes as if nothing has occurred. In the background, the router re-acquires its neighbors
prior to the restart and recalculates its OSPF routes and replaces them with new routes as necessary. Once the grace period has passed,
the adjacent routers return to normal operation.

OSPF Graceful Restart can be enabled in the following configurations:
Configuring OSPF Graceful Restart for the Global Instance - In this configuration all OSPF neighbors other than those used by
VRFs are made subject to the Graceful Restart capability. The restart timer set globally does not apply to Graceful Restart on a
configured VRF.
Configuring OSPF Graceful Restart per VRF - In this configuration all OSPF neighbors for the specified VRF are made subject
to the Graceful Restart capability. The restart timer set for a specific VRF only applies to that VRF.

NOTE

If a 32-slot Brocade Netlron XMR or Brocade MLX series system running a version 03.6.00 or later application image is
configured for OSPF graceful restart and intended to be used in switchover or hitless upgrade, the OSPF dead-interval needs
to be changed to 60 seconds on OSPF interfaces to ensure that the graceful restart process succeeds without a timeout.

Hitless upgrade support for OSPF graceful restart

OSPF graceful restart experiences minimal packet loss during hitless upgrade on a non-default VRF. On a default VRF, there is no
packet loss during hitless upgrade.
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OSPF stub router advertisement

OSPFve stub router advertisement is an open standard based feature and it is specified in RFC 3137. This feature provides a user with
the ability to gracefully introduce and remove an OSPFv2 router from the network by controlling when the data traffic can start and stop
flowing through the router in case where there are other OSPFv2 routers present on the network providing alternative paths for the traffic.
This feature does not work if there is no alternative for the traffic through other OSPFv2 routers. The router can control the data traffic
flowing through it by changing the cost of the paths passing through the configured router. By setting the path cost high the traffic will be
redirected to other OSPFv2 routers providing a lower cost path. This change in path cost is accomplished by setting the metric of the
links advertised in the Router LSA to a maximum value. When the OSPFv2 router is ready to forward the traffic the links are advertised
with the real metric value instead of the maximum value.

The feature is useful for avoiding a loss of traffic during short periods when adjacency failures are detected and traffic is rerouted. Using
this feature, traffic can be rerouted before an adjacency failure occurs due to common services interruptions such as a router being
shutdown for maintenance.

The feature is also useful during router startup because it gives the router enough time to build up its routing table before forwarding
traffic. This can be useful where BGP is enabled on the router because it takes time for the BGP routing table to converge.

You can also configure and set a metric value for the following LSA types:
Summary (type 3 and type 4)
External (type 5 and type 7)
Opagque (type 10, TE link)

OSPF Shortest Path First throttling

Rapid triggering of SPF calculations with exponential back-off to offer the advantages of rapid convergence without sacrificing stability.
As the delay increases, multiple topology changes can occur within a single SPF. This dampens network activity due to frequent topology
changes.

This scheduling method starts with an initial value after which a configured delay time is followed. If a topology change event occurs the
SPF is schedule after the time specified by the initial value, the router starts a timer for the time period specified by a configured hold
time value. If no topology events occur during this hold time, the router returns to using the initial delay time.

If a topology event occurs during the hold time period, the next hold time period is recalculated to a value that is double the initial value. If
no topology events occur during this extended hold time, the router resets to its initial value. If an event occurs during this extended hold
time, the next hold time is doubled again. The doubling occurs as long as topology events occur during the calculated hold times until a
configured maximum delay time value is reached or no event occurs (which resets the router to the initial hold time). The maximum value
is then held until the hold time expires without a topology change event occurring. At any time that a hold time expires without a topology
change event occurring, the router reverts to the initial hold value and begins the process all over again.

For example if you set the initial delay timer to 200 milliseconds, the hold timer to 300 and the maximum hold timer to 2000
milliseconds, the following would occur:

If a topology change occurs the initial delay of 100 milliseconds will be observed. If a topology change occurs during the hold time of
300 milliseconds the hold time is doubled to 600 milliseconds. If a topology change event occurs during the 600 millisecond period,
the hold time is doubled again to 1200 milliseconds. If a topology change event occurs during the 1200 millisecond period, the hold
time is doubled to 2400 milliseconds. Because the maximum hold time is specified as 2000, the value will be held at 2000. This 2000
millisecond period will then repeat as long as topology events occur within the maximum 2000 millisecond hold time. When a maximum
hold time expires without a topology event occurring, the router reverts to the initial delay time and the cycle repeats as described.

The purpose of this feature is to use longer SPF scheduling values during network topology instability.
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IETF RFC and internet draft support

The implementation of OSPF Graceful Restart supports the following IETF RFC:
RFC 3623: Graceful OSPF Restart

NOTE
A secondary management module must be installed for the device to function as a graceful restart device. If the device

functions as a graceful restart helper device only, there is no requirement for a secondary management module.

Dynamic OSPF activation and configuration
OSPF is automatically activated when you enable it. The protocol does not require a software reload.

You can configure and save the following OSPF changes without resetting the system:

All OSPF interface-related parameters (for example: area, hello timer, router dead time cost, priority, re-transmission time,
transit delay)

All area parameters

All area range parameters

All virtual-link parameters

All global parameters

creation and deletion of an area, interface or virtual link
Changes to address ranges

Changes to global values for redistribution

Addition of new virtual links

OSPF VRF-Lite for customer edge routers

When a type 3, 5, or 7 LSA is sent from a provider edge (PE) router to a customer edge (CE) router, the DN (down) bit in the LSA options
field must be set. This prevents any type 3, 5, or 7 LSA messages sent from the CE router to the PE router from being distributed any
farther. The PE router ignores messages with the DN bit set and does not add these routes to the VRF routing table.

When you enable VRF-Lite on the CE router, the DN setting is ignored, allowing the CE router to add these routes to the VRF routing
table.

To enable VRF-Lite, enter commands such as the following:

device (config)# router ospf vrf 1
device (config-ospf-router-vrf-1)# vrf-lite-capability

Syntax: [no] vrf-lite-capability
Use the no form of the command to disable VRF-Lite. This applies to the VRF instance only. It does not apply to the default VRF.

NOTE
For vpn4 external routes to be installed on CE routers, the domain-tags on PE routers must be different that the domain-tags

on CE routers.

NOTE
This command applies to CE routers only. This command does not apply to PE routers.
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Configuring OSPF

Enable OSPF on the router.

Assign the areas to which the router will be attached.
Assign individual interfaces to the OSPF areas.
Configure route map for route redistribution, if desired.
Enable redistribution, if desired.

Modify default global and port parameters as required.
Modify OSPF standard compliance, if desired.

Noo ohs w0 DN

Configuration rules

The configuration rules are as follows:
Brocade ICX 6650 devices support a maximum of 676 OSPF interfaces.
If a router is to operate as an ASBR, you must enable the ASBR capability at the system level.
Redistribution must be enabled on routers configured to operate as ASBRs.

All router ports must be assigned to one of the defined areas on an OSPF router. When a port is assigned to an area, all
corresponding subnets on that port are automatically included in the assignment.

OSPF parameters

You can modify or set the following global and interface OSPF parameters.

Global parameters
The global OSPF parameters are as follows:
Modify OSPF standard compliance setting.
Assign an area.
Define an area range.
Define the area virtual link.
Set global default metric for OSPF.
Change the reference bandwidth for the default cost of OSPF interfaces.
Disable or re-enable load sharing.
Enable or disable default-information-originate.
Modify Shortest Path First (SPF) timers
Define external route summarization
Define redistribution metric type.
Define redistribution route maps.
Enable redistribution.
Change the LSA pacing interval.
Modify OSPF Traps generated.

Modify database overflow interval.
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Stub Router advertisement

Set all the OSPFv2 interfaces to the passive state.

Interface parameters

The interface OSPF parameters are as follows:
Assign interfaces to an area.
Define the authentication key for the interface.
Change the authentication-change interval
Modify the cost for a link.
Modify the dead interval.
Modify MD5 authentication key parameters.
Modify the priority of the interface.
Modify the retransmit interval for the interface.

Modify the transit delay of the interface.

NOTE
You set global level parameters at the OSPF CONFIG Level of the CLI. To reach that level, enter router ospf at the global
CONFIG Level. Interface parameters for OSPF are set at the interface CONFIG Level using the CLI command ip ospf.

Enable OSPF on the device

When you enable OSPF on the device, the protocol is automatically activated. To enable OSPF on the device, use the following method.

device (config) # router ospf
device (config-ospf-router) #

This command launches you into the OSPF router level where you can assign areas and modify OSPF global parameters.

Note regarding disabling OSPF

If you disable OSPF, the device removes all the configuration information for the disabled protocol from the running configuration.
Moreover, when you save the configuration to the startup configuration file after disabling one of these protocols, all the configuration
information for the disabled protocol is removed from the startup configuration file.

The CLI displays a warning message such as the following.

device (config-ospf-router)# no router ospf

router ospf mode now disabled. All ospf config data will be lost when writing to flash!
If you have disabled the protocol but have not yet saved the configuration to the startup configuration file and reloaded the software, you
can restore the configuration information by re-entering the router ospf command to enable the protocol. If you have already saved the
configuration to the startup configuration file and reloaded the software, the information is gone.

If you are testing an OSPF configuration and are likely to disable and re-enable the protocol, you might want to make a backup copy of
the startup configuration file containing the protocol’s configuration information. This way, if you remove the configuration information by
saving the configuration after disabling the protocol, you can restore the configuration by copying the backup copy of the startup
configuration file onto the flash memory.
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Resetting OSPF

The clear ip ospf all command globally resets (disables then re-enables) OSPF without deleting the OSPF configuration information.
This command is equivalent to entering the commands no router ospf followed by router ospf . Whereas the no router ospf command
disables OSPF and removes all the configuration information for the disabled protocol from the running-config, the router ospf
command re-enables OSPF and restores the OSPF configuration information.

The clear ip ospf all command is useful If you are testing an OSPF configuration and are likely to disable and re-enable the protocol.
This way, you do not have to save the configuration after disabling the protocol, and you do not have to restore the configuration by
copying the backup copy of the startup-config file onto the flash memory.

To reset OSPF without deleting the OSPF configuration, enter the following command at the Global CONFIG level or at the Router
OSPF level of the CLI.

device# clear ip ospf all

Syntax: clear ip ospf all

To reset OSPF for VRFs, enter command such as the following
Brocade # clear ip ospf vrf red all

Syntax: clear ip ospf vrf [ vrf-name] all

Assign OSPF areas

Once OSPF is enabled on the system, you can assign areas. Assign an IP address or number as the area ID for each area. The area ID is
representative of all IP addresses (subnets) on a router port. Each port on a router can support one area.

An area can be normal, a stub, or a Not-So-Stubby Area (NSSA) :
Normal - OSPF routers within a normal area can send and receive External Link State Advertisements (LSAS).

Stub - OSPF routers within a stub area cannot send or receive External LSAs. In addition, OSPF routers in a stub area must use
a default route to the area’s Area Border Router (ABR) or Autonomous System Boundary Router (ASBR) to send traffic out of
the area.

NSSA - The ASBR of an NSSA can import external route information into the area.

- ASBRs redistribute (import) external routes into the NSSA as type 7 LSAs. Type-7 External LSAs are a special type of LSA
generated only by ASBRs within an NSSA, and are flooded to all the routers within only that NSSA.

- ABRs translate type 7 LSAs into type 5 External LSAs, which can then be flooded throughout the AS. You can configure
address ranges on the ABR of an NSSA so that the ABR converts multiple type-7 External LSAs received from the NSSA
into a single type-5 External LSA.

When an NSSA contains more than one ABR, OSPF elects one of the ABRs to perform the LSA translation for NSSA. OSPF elects the
ABR with the highest router ID. If the elected ABR becomes unavailable, OSPF automatically elects the ABR with the next highest router
ID to take over translation of LSAs for the NSSA. The election process for NSSA ABRs is automatic.

To set up the OSPF areas use the following method.

device (config-ospf-router)# area 192.5.1.0
device (config-ospf-router)# area 200.5.0.0
device (config-ospf-router)# area 195.5.0.0
device (config-ospf-router)# area 0.0.0.0
device (config-ospf-router) # write memory

Syntax: [no] area { num | ip-addr}

The num and jp-addr parameters specify the area number, which can be a number or in IP address format. If you specify a number, the
number can be from O - 2,147,483,647.
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In versions of the Multi-Service IronWare prior to version 03.2.01, up to 18 OSPF areas are supported. Version 03.2.01 of the Multi-
Service IronWare software and later support up to 200 OSPF areas.

Assign a totally stubby area

By default, the device sends summary LSAs (LSA type 3) into stub areas. You can further reduce the number of link state
advertisements (LSA) sent into a stub area by configuring the device to stop sending summary LSAs (type 3 LSAs) into the area. You can
disable the summary LSAs when you are configuring the stub area or later after you have configured the area.

This feature disables origination of summary LSAs, but the device still accepts summary LSAs from OSPF neighbors and floods them to
other neighbors. The device can form adjacencies with other routers regardless of whether summarization is enabled or disabled for
areas on each router.

When you enter a command to disable the summary LSAs, the change takes effect immediately. If you apply the option to a previously
configured area, the device flushes all of the summary LSAs it has generated (as an ABR) from the area.

NOTE

This feature applies only when the device is configured as an Area Border Router (ABR) for the area. To completely prevent

summary LSAs from being sent to the area, disable the summary LSAs on each OSPF router that is an ABR for the area.
To disable summary LSAs for a stub area, enter commands such as the following.

device (config-ospf-router)# area 40 stub 99 no-summary

Syntax: [no] area { num | ip-addr stub cost [ no-summary | }

The num and ip-addr parameters specify the area number, which can be a number or in IP address format. If you specify a number, the
number can be from O - 2,147,483,647.

The stub cost parameter specifies an additional cost for using a route to or from this area and can be from 1 - 16777215. There is no
default. Normal areas do not use the cost parameter.

The no-summary parameter applies only to stub areas and disables summary LSAs from being sent into the area.

Assign a Not-So-Stubby Area (NSSA)

The OSPF Not So Stubby Area (NSSA) feature enables you to configure OSPF areas that provide the benefits of stub areas, but that also
are capable of importing external route information. OSPF does not flood external routes from other areas into an NSSA, but does
translate and flood route information from the NSSA into other areas such as the backbone.

NSSAs are especially useful when you want to summarize Type-5 External LSAs (external routes) before forwarding them into an OSPF
area. The OSPF specification (RFC 2328) prohibits summarization of Type-5 LSAs and requires OSPF to flood Type-5 LSAs
throughout a routing domain. When you configure an NSSA, you can specify an address range for aggregating the external routes that
the NSSA's ABR exports into other areas.

The implementation of NSSA is based on RFC 3101.
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FIGURE 12 OSPF network containing an NSSA
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This example shows two routing domains, a RIP domain and an OSPF domain. The ASBR inside the NSSA imports external routes from
RIP into the NSSA as Type-7 LSAs, which the ASBR floods throughout the NSSA.

The ABR translates the Type-7 LSAs into Type-5 LSAs. If an area range is configured for the NSSA, the ABR also summarizes the
LSAs into an aggregate LSA before flooding the Type-5 LSAs into the backbone.

Since the NSSA is partially "stubby” the ABR does not flood external LSAs from the backbone into the NSSA. To provide access to the
rest of the Autonomous System (AS), the ABR generates a default Type-7 LSA into the NSSA.

Configuring an NSSA
To configure OSPF area 1.1.1.1 as an NSSA, enter the following commands.
device (config) # router ospf

device (config-ospf-router)# area 1.1.1.1 nssa 1
device (config-ospf-router)# write memory
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Syntax: [no] area area-id nssa [ [nssa-ext-metric] [default-information-originate [metric metric-value | metric-type type-value] ] [no-
redistribution] [translator-always] [translator-interval stability-interval ] ]

The area-id parameter specifies the area and has the format xx or xx.xxxx. For example, 49 and 49.2211 are valid area IDs.
The nssa-ext-metric parameter specifies the NSSA's advertised external route metric.

The default-information-originate metric metric-value parameter indicates the cost of the default LSA that originated into the NSSA
area. The range is from 1 to 16777215.

Thedefault-information-originate metric-type type-value parameter indicates the default external LSA type that originated into the
NSSA area. The default type is type-2.

The no-summary option directs the router to not import type-3 summary LSAs into the NSSA area. The default operation is to import
summary LSAs into an NSSA area.

The no-redistribution option prevents a NSSA Area Border Router (ABR) from generating external (type-7) LSA into an NSSA area. By
default redistribution is enabled in a NSSA.

NOTE
Use this option when an ASBR generates type-5 LSA into normal areas and does not generate type-7 LSA into NSSA area.

The translator-always option configures the translator-role.By default, translator-always option is not set. The translator role by default is
candidate.

The translator-interval stability-interval parameter configures the time interval for which an elected NSSA translator continues to
perform its duties even after its NSSA translator role has been deposed by another router. By default, the stability-interval is 40 seconds
and its range is from 10 to 60 seconds.

NOTE
The device does not inject the default route into an NSSA by default.

To configure additional parameters for OSPF interfaces in the NSSA, use the ip ospf area command at the interface level of the CLI.

Disabling the router to perform translations for NSSA LSAs

The no nssa-translator command allows you to disable the router to perform translations for NSSA LSAs. When this command is used,
type 7 NSSA external LSAs are not translated into type 5 external LSAs. This command is useful when the router is an area border router
with many NSSA areas, and does not need to export the NSSA external routes into the backbone.

The following command enables this feature.

device (config) # router ospf
device (config-ospf-router)# no nssa-translator

Syntax: [no] nssa-translator

Configuring an address range for the NSSA

If you want the ABR that connects the NSSA to other areas to summarize the routes in the NSSA before translating them into Type-5
LSAs and flooding them into the other areas, configure an address range. The ABR creates an aggregate value based on the address
range. The aggregate value becomes the address that the ABR advertises instead of advertising the individual addresses represented by
the aggregate. You can configure up to 32 ranges in an OSPF area.
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To configure an address range in NSSA 1.1.1.1, enter the following commands. This example assumes that you have already configured
NSSA 1.1.1.1.

device (config) # router ospf
device (config-ospf-router)# area 1.1.1.1 range 209.157.22.1 255.255.0.0
device (config-ospf-router) # write memory

Syntax: [no] area { num | ip-addr range ip-addr jp-mask [ advertise | not-advertise ] }

The num and jp-addr parameters specify the area number, which can be in IP address format. If you specify a number, the number can
be from O - 2,147,483,647.

The range jp-addr parameter specifies the IP address portion of the range. The software compares the address with the significant bits in
the mask. All network addresses that match this comparison are summarized in a single route advertised by the router.

The ip-mask parameter specifies the portions of the IP address that a route must contain to be summarized in the summary route. In the
example above, all networks that begin with 209.157 are summarized into a single route.

The advertise and not-advertise parameters specify whether you want the device to send type 3 LSAs for the specified range in this
area. The default is advertise .

Assigning an area range (optional)

You can assign a range for an area, but it is not required. Ranges allow a specific IP address and mask to represent a range of IP
addresses within an area, so that only that reference range address is advertised to the network, instead of all the addresses within that
range. Each area can have up to 32 range addresses.

To define an area range for subnets on 10.45.5.1 and 10.45.6.2, enter the following command.
device (config)# router ospf

device (config-ospf-router)# area 10.45.5.1 range 10.45.0.0 255.255.0.0
device (config-ospf-router) # area 10.45.6.2 range 10.45.0.0 255.255.0.0

Syntax: [no] area { num | jp-addr } range ip-addr ip-mask
The num and ip-addr parameters specify the area number, which can be in IP address format.

The range ip-addr parameter specifies the IP address portion of the range. The software compares the address with the significant bits in
the mask. All network addresses that match this comparison are summarized in a single route advertised by the router.

The ip-mask parameter specifies the portions of the IP address that a route must contain to be summarized in the summary route. In the
example above, all networks that begin with 10.45 are summarized into a single route.

Assigning an area cost (optional parameter)

You can assign a cost for an area, but it is not required. To consolidate and summarize routes at an area boundary, use the area range
cost command in router configuration mode.

If the cost parameter is specified, it will be used (overriding the computed cost) to generate the summary LSA. If the cost parameter is
not specified, then the existing range metric computation max or min cost of routes falling under this range will be used to generate
summary LSA.

NOTE
The area should be already configured before using this
command.
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Creates an area range entry with ip address 10.1.1.1 and network mask 255.255.255.0 with the area-id 10.

device (config)# router ospf
device (config-ospf-router)# area 10 range 10.1.1.1 255.255.255.0

Modifies the address range status to DoNotAdvertise . Neither the individual intra-area routes falling under range nor the ranged prefix is
advertised as summary LSA.

device (config)# router ospf
device (config-ospf-router) # area 10 range 10.1.1.1 255.255.255.0 not-advertise

Modifies the address range status to advertise and a Type 3 summary link-state advertisement (LSA) can be generated for this address
range.

device (config)# router ospf
device (config-ospf-router)#area 10 range 10.1.1.1 255.255.255.0 advertise

Modifies the address range status to advertise and assign cost for this area range to 10.

device (config)# router ospf
device (config-ospf-router) #area 10 range 10.1.1.1 255.255.255.0 advertise cost 10

Modifies the address range status to not-advertise and cost from 10 to 5.

device (config) # router ospf
device (config-ospf-router)# area 10 range 10.1.1.1 255.255.255.0 not-advertise cost 5

Removes the cost from the area range. The area range will be advertised with computed cost which is the max/min(based on RFC 1583
compatibility) of all individual intra-area routes falling under this range.

device (config) # router ospf
device (config-ospf-router)# no area 10 range 10.1.1.1 255.255.255.0 cost 5

Removes the area range.

device (config) # router ospf
device (config-ospf-router)# no area 10 range 10.1.1.1 255.255.255.0

NOTE
This command does not work in incremental fashion. So both the optional parameters have to be configured each time.
Otherwise it will take the default value.

Syntax: no area { num | ip-addr range ip-addr ip-mask [ advertise | not-advertise ] cost cost-value }
The num and ip-addr parameters specify the area number, which can be in IP address format.

The range ip-addr parameter specifies the IP address portion of the range. The software compares the address with the significant bits in
the mask. All network addresses that match this comparison are summarized in a single route advertised by the router.

The ip-mask parameter specifies the portions of the IP address that a route must contain to be summarized in the summary route.

The advertise parameter sets the address range status to advertise and generates a Type 3 summary link-state advertisement (LSA). If
at least a single route falls under the range, a ranged LSA will be advertised.

The not-advertise parameter sets the address range status to DoNotAdvertise. Neither the individual intra-area routes falling under range
nor the ranged prefix is advertised as summary LSA.

The cost cost-value parameter specifies the cost-value to be used while generating type-3 summary LSA. If the cost value is configured,
then configured cost is used while generating the summary LSA. If the cost value is not configured, then computed range cost will be
used. The cost-value ranges from 1 - 16777215.

To disable this function, use the no form of this command.
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Assigning interfaces to an area

Once you define OSPF areas, you can assign interfaces to the areas. All router ports must be assigned to one of the defined areas on an
OSPF router. When a port is assigned to an area, all corresponding subnets on that port are automatically included in the assignment.

To assign interface 1/8 of Router A to area 10.5.0.0 and then save the changes, enter the following commands.

RouterA (config) # interface e 1/8
RouterA (config-if-e10000-1/8)# ip ospf area 10.5.0.0
RouterA (config-if-e10000-1/8)# write memory

Setting all OSPFv2 interfaces to the passive state

You can set all the Open Shortest Path First Version 2 (OSPFv2) interfaces to the default passive state using the default-passive-
interface command. When you configure the interfaces as passive, the interfaces drop all the OSPFv2 control packets.

To set all the OSPFv2 interfaces to passive, enter the following command.

device# configure terminal
device (config) # router ospf vrf A
device (config-ospf-router-vrf-A)# default-passive-interface

Syntax: [no] default-passive-interface

Modify interface defaults

OSPF has interface parameters that you can configure. For simplicity, each of these parameters has a default value. No change to these
default values is required except as needed for specific network configurations.
Port default values can be modified using the following CLI commands at the interface configuration level of the CLI:
ip ospf area
ip ospf auth-change-wait-time
ip ospf authentication-key
ip ospf cost
ip ospf database-filter all out
ip ospf dead-interval
ip ospf hello-interval
ip ospf md5-authentication key-activation-wait-time
ip ospf mtu-ignore
ip ospf passive
ip ospf active
ip ospf priority
ip ospf retransmit-interval

ip ospf transmit-delay
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OSPF interface parameters

The following parameters apply to OSPF interfaces:
area—Assigns an interface to a specific area. You can assign either an IP address or number to represent an OSPF Area ID. If
you assign a number, it can be any value from O - 2,147,483,647.

auth-change-wait-time—OSPF gracefully implements authentication changes to allow all routers to implement the change and
thus prevent disruption to neighbor adjacencies. During the authentication-change interval, both the old and new authentication
information is supported. The default authentication-change interval is 300 seconds (5 minutes). You change the interval to a
value from O - 14400 seconds.

authentication-key string—

By default, the authentication key is encrypted. If you want the authentication key to be in clear text, insert a O between
authentication-key and string. For example:

device (config-if-el10000-1/8)# ip ospf authentication-key 0 morningadmin

The software adds a prefix to the authentication key string in the configuration. For example, the following portion of the code
has the encrypted code "2".

ip ospf authentication-key 2 $on-o

The prefix can be one of the following:

- 0O =the key string is not encrypted and is in clear text.

- 1 =the key string uses proprietary simple cryptographic 2-way algorithm.

- 2 =the key string uses proprietary base64 cryptographic 2-way algorithm (only for Brocade Netiron XMR and Brocade
Netlron MLX Series devices).

cost—Indicates the overhead required to send a packet across an interface. You can modify the cost to differentiate between

100 Mbps, 1Gbps, and 10 Gbps. The default cost is calculated by dividing 100 million by the bandwidth. For 10 Mbps links,

the cost is 10. The cost for 100 Mbps, 1Gbps, and 10 Gbps links is 1, because the speed of 100 Mbps and 10Gbps was not

in use at the time the OSPF cost formula was devised.

database-filter—Blocks all outbound LSAs on the OSPF interface.

dead-interval— Indicates the number of seconds that a neighbor router waits for a hello packet from the current router before
declaring the router down. The value can be from 40 - 65535 seconds. The default is 40 seconds.

hello-interval—Represents the length of time between the transmission of hello packets. The value can be from 1 - 65535
seconds. The default is 10 seconds.

MD5-authentication activation wait time—The number of seconds the device waits until placing a new MD5 key into effect. The
wait time provides a way to gracefully transition from one MD5 key to another without disturbing the network. The wait time can
be from O - 14400 seconds. The default is 300 seconds (5 minutes).

MD5-authentication key string—The MD5 authentication-key is a number from 1 - 255 and identifies the MD5 key that is
being used. This parameter is required to differentiate among multiple keys defined on a router.

By default, the authentication key is encrypted. If you want the authentication key to be in clear text, insert a O between
authentication-key and string. For example,

device (config-if-e10000-1/8)# ip ospf 1 md-5-authentication key-id 5 key 2 morningadmin

The software adds a prefix to the authentication key string in the configuration. For example, the following portion of the code
has the encrypted code "2".

ip ospf 1 md-5-authentication key-id 5 key 2 $on-o
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The prefix can be one of the following:

- 0O =the key string is not encrypted and is in clear text.

- 1 =the key string uses proprietary simple cryptographic 2-way algorithm.

- 2 =the key string uses proprietary base64 cryptographic 2-way algorithm (only for Brocade Netlron XMR Series and
Brocade Netlron MLX Series devices).

mtu-ignore—A database description packet is rejected if the interface MTU specified in the DBD packet is greater than the MTU

of the interface shared between the neighbors. To disable the mismatch condition set "mtu-ignore”. By default, the mismatch

detection is enabled.

passive—When you configure an OSPF interface to be passive, that interface does not send or receive OSPF route updates. By

default, all OSPF interfaces are active and thus can send and receive OSPF route information. Since a passive interface does

not send or receive route information, the interface is in effect a stub network. OSPF interfaces are active by default.

NOTE
This option affects all IP subnets configured on the interface. If you want to disable OSPF updates only on some of
the IP subnets on the interface, use the ospf-ignore or ospf-passive parameter with the ip address command.

active—When you configure an OSPFv2 interface to be active, that interface sends or receives all the control packets and forms
the adjacency. By default, the ip ospf active command is disabled. Whenever you configure the OSPF interfaces to be passive
using the default-passive-interface command, all the OSPF interfaces stop sending and receiving control packets. To send and
receive packets over specific interfaces, you can use the ip ospf active command.

priority—Allows you to modify the priority of an OSPF router. The priority is used when selecting the designated router (DR) and
backup designated routers (BDRs). The value can be from O - 255. The default is 1. If you set the priority to O, the device does
not participate in DR and BDR election.

retransmit-interval—The time between retransmissions of link-state advertisements (LSAs) to adjacent routers for this interface.
The value can be from O - 3600 seconds. The default is 5 seconds.

transit-delay—The time it takes to transmit Link State Update packets on this interface. The value can be from O - 3600
seconds. The default is 1 second.

Rules for OSPF dead interval and hello interval timers

Beginning with version 03.2.00 of the Multi-Service IronWare software, the following rules apply regarding these timers:
If both the hello-interval and dead-interval parameters are configured, they will each be set to the values that you have
configured.

If the hello-interval parameter is configured, but not the dead-interval parameter, the dead-interval parameter will be set to a
value that is 4 times the value set for the hello-interval.

If the dead-interval parameter is configured, but not the hello-interval parameter, the hello-interval. parameter will be set to a
value that is 1/4 the value set for the dead-interval. The minimum value for the hello-interval is 1.

Change the timer for OSPF authentication changes

When you make an OSPF authentication change, the software uses the authentication-change timer to gracefully implement the change.
The software implements the change in the following ways:
Outgoing OSPF packets - After you make the change, the software continues to use the old authentication to send packets,
during the remainder of the current authentication-change interval. After this, the software uses the new authentication for
sending packets.
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Inbound OSPF packets - The software accepts packets containing the new authentication and continues to accept packets
containing the older authentication for two authentication-change intervals. After the second interval ends, the software accepts
packets only if they contain the new authentication key.

The default authentication-change interval is 300 seconds (5 minutes). You change the interval to a value from O - 14400 seconds.
OSPF provides graceful authentication change for all the following types of authentication changes in OSPF:
Changing authentication methods from one of the following to another of the following:

- Simple text password
- MDS5 authentication
- No authentication

Configuring a new simple text password or MDS authentication key

Changing an existing simple text password or MD5 authentication key
To change the authentication-change interval, enter a command such as the following at the interface configuration level of the CLI.
device (config-if-e10000-2/5)# ip ospf auth-change-wait-time 400
Syntax: [no] ip ospf auth-change-wait-time secs

The secs parameter specifies the interval and can be from O - 14400 seconds. The default is 300 seconds (5 minutes).

NOTE
For backward compatibility, the ip ospf md5-authentication key-activation-wait-time command is still supported.

Block flooding of outbound LSAs on specific OSPF interfaces

By default, the device floods all outbound LSAs on all the OSPF interfaces within an area. You can configure a filter to block outbound
LSAs on an OSPF interface. This feature is particularly useful when you want to block LSAs from some, but not all, of the interfaces
attached to the area.

This command blocks all outbound LSAs. Beginning with version 03.6.00, the command has been enhanced to provide options for
selective blocking of LSAs.

After you apply filters to block the outbound LSAs, the filtering occurs during the database synchronization and flooding. When a filtering
configuration is changed on a interface, all adjacencies on the interface are set to the Extstart state to restart the database exchange
process. In cases where an LSA has already been flooded on an interface prior to application of the LSA filter, the LSA will not be flushed
out from the remote neighbors. In this situation the user must clear the link state database and the adjacencies on all remote neighbors to
flush out the leaked LSAs or wait for the LSAs to be aged out.

If you remove the filters, the blocked LSAs are automatically re-flooded. You do not need to reset OSPF to re-flood the LSAs.

NOTE
You cannot block LSAs on virtual links, and LSA filtering is not supported on sham
links.

To apply a filter to an OSPF interface to block flooding of outbound LSAs on the interface, enter the following command at the Interface
configuration level for that interface.

device (config-if-el10000-1/1)# ip ospf database-filter all out
The command in this example blocks all outbound LSAs on the OSPF interface configured on port 1/1.

Syntax: [no] ip ospf database-filter { all | all-external [ allow-default | allow-default-and-type4 ] | all-summary-external [ allow-default
| allow-default-and-type4 ] } out
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The all parameter directs the router to block all outbound LSAs on the OSPF interface.

The all-external option directs the router to allow the following LSAs: Router, Network, Opg-Area-TE, Opg-Link-Graceful and Type-3
Summary while it blocks all Type-4 and Type-5 LSAs unless directed by one of the following keywords:

allow-default - allows only Type-5 default LSAs.
allow-default-and-type4 - allows Type-5 default LSAs and all Type 4 LSAs.

The all-summary-external option directs the router to allow the following LSAs: Router, Network, Opg-Area-TE and Opg-Link-Graceful
while it blocks all Type-3, Type-4 and Type-5 LSAs unless directed by one of the following keywords:

allow-default - allows only Type-3 or Type-5 default LSAs.

allow-default-and-type4 - allows Type-3 or Type-5 default LSAs and all Type 4 LSAs.
All Type-7 LSAs are always filtered if the ip ospf database-filter command is enabled.
By default, OSPF LSA filtering is disabled on all interfaces.

To remove the filter, enter a command such as the following.

device (config-1f-el10000-1/1)# no ip ospf database-filter all out

Assign virtual links

All ABRs (area border routers) must have either a direct or indirect link to the OSPF backbone area (0.0.0.0 or 0). If an ABR does not
have a physical link to the area backbone, the ABR can configure a virtual link to another router within the same area, which has a
physical connection to the area backbone.

The path for a virtual link is through an area shared by the neighbor ABR (router with a physical backbone connection), and the ABR
requiring a logical connection to the backbone.

Two parameters fields must be defined for all virtual links--transit area ID and neighbor router:

The transit area ID represents the shared area of the two ABRs and serves as the connection point between the two routers. This
number should match the area ID value.

The neighbor router field is the router ID (IP address) of the router that is physically connected to the backbone, when assigned
from the router interface requiring a logical connection. When assigning the parameters from the router with the physical
connection, the router ID is the IP address of the router requiring a logical connection to the backbone.

NOTE

By default, the Brocade device’s router ID is the IP address configured on the lowest numbered loopback interface. If the device
does not have a loopback interface, the default router ID is the lowest numbered IP address configured on the device. When
you establish an area virtual link, you must configure it on both of the routers (both ends of the virtual link).
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FIGURE 13 Defining OSPF virtual links within a network
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The example shows an OSPF area border router, Device A, that is cut off from the backbone area (area O). To provide backbone access
to Device A, you can add a virtual link between Device A and Device C using area 1 as a transit area. To configure the virtual link, you
define the link on the router that is at each end of the link. No configuration for the virtual link is required on the routers in the transit area.

To define the virtual link on Device A, enter the following commands.

device A(config)# router ospf

device A(config-ospf-router)# area 2

device A (config-ospf-router)# area 1

device A(config-ospf-router)# area 1 virtual-link 209.157.22.1
Al ) #

device config-ospf-router write memory

Enter the following commands to configure the virtual link on Device C.

device C(config)# router ospf

device C(config-ospf-router)# area 0

device C(config-ospf-router)# area 1

device C(config-ospf-router)# area 1 virtual-link 10.0.0.1
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Syntax: [no] area { ip-addr | num } [ virtual-link router-id [ authentication-key string | dead-interval num | hello-interval num |
retransmit-interval num | transmit-delay num | md5-authentication key-activation-wait-time num | md5-authentication key-id num
key [0 1]string]]

The area jp-addr and num parameters specify the transit area.

The virtual-link router-id parameter specifies the router ID of the OSPF router at the remote end of the virtual link. To display the router
ID on a device, enter the show ip command.

Modify virtual link parameters

OSPF has some parameters that you can modify for virtual links. Notice that these are the same parameters as the ones you can modify
for physical interfaces.

You can modify default values for virtual links using the following CLI command at the OSPF router level of the CLI, as shown in the
following syntax:

Syntax: [no] area { ip-addr | num } [virtual-link router-id dead-interval num | hello-interval num | retransmit-interval num | transmit-
delay num | authentication-key string | md5-authentication key key-string | md5-authentication key-activation-wait-time num |

Virtual link parameter descriptions

You can modify the following virtual link interface parameters:

area jp-addr | num The IP address or number of the transit area.
virtual-link router-id The router ID of the OSPF router at the remote end of the virtual link.
dead-interval num The number of seconds that a neighbor router waits for a hello packet from the current router before declaring the router

down. The value can be from 1 - 65535 seconds. The default is 40 seconds.
hello-interval num The length of time between the transmission of hello packets. The range is 1 - 65535 seconds. The default is 10 seconds.

retransmit-interval num | The interval between the re-transmission of link state advertisements to router adjacencies for this interface. The range is O -
3600 seconds. The default is 5 seconds.

transmit-delay num The period of time it takes to transmit Link State Update packets on the interface. The range is O - 3600 seconds. The
default is 1 second.

authentication-key string | This parameter allows you to assign different authentication encryption methods on a port-by-port basis. OSPF supports
three methods of authentication for each interface: none, simple encryption, and base 64 encryption. Only one encryption
method can be active on an interface at a time.

The simple encryption and base 64 encryption methods requires you to configure an alphanumeric password on an
interface. The password can be up to eight characters long. All OSPF packets transmitted on the interface contain this
password. All OSPF packets received on the interface are checked for this password. If the password is not present, then the
packet is dropped.

By default, the authentication key is encrypted. If you want the authentication key to be in clear text, insert a O between key
and string. For example,

device C(config-ospf-router)# area 1 virtual-link 10.0.0.1 authentication-key O
afternoon

The software adds a prefix to the authentication key string in the configuration. For example, the following portion of the
code has the encrypted code "2".

area 1 virtual-link 12.12.12.25 authentication-key 2 $on-o

The prefix can be one of the following:
O = the key string is not encrypted and is in clear text

1 = the key string uses proprietary simple cryptographic 2-way algorithm
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2 = the key string uses proprietary base64 cryptographic 2-way algorithm (only for Brocade Netiron XMR and
Brocade Netlron MLX Series devices)

md5-authentication key | The MD5 key is a number from 1 - 255 and identifies the MDS5 key that is being used. This parameter is required to
string differentiate among multiple keys defined on a router.

When MDS5 is enabled, the key-string is an alphanumeric password of up to 16 characters that is later encrypted and
included in each OSPF packet transmitted. You must enter a password in this field when the system is configured to operate
with either simple or MD5 authentication.

By default, the MD5 authentication key is encrypted. If you want the authentication key to be in clear text, insert a O between
key and string. For example,

device (config-ospf-router)# area 1 virtual-link 10.0.0.1 md5-authentication key-id 5
key evening

The software adds a prefix to the authentication key string in the configuration. For example, the following portion of the
code has the encrypted code "2".

device (config-ospf-router) # area 1 virtual-link 12.12.12.25 md5-authentication key-id
5 key 2 $on-o

The prefix can be one of the following:
O = the key string is not encrypted and is in clear text
1 = the key string uses proprietary simple cryptographic 2-way algorithm

2 = the key string uses proprietary base64 cryptographic 2-way algorithm (only for Brocade Netlron XMR and
Brocade Netlron MLX Series and devices)

md5-authentication wait | This parameter determines when a newly configured MDS authentication key is valid. This parameter provides a graceful

time transition from one MD5 key to another without disturbing the network. All new packets transmitted after the key activation
wait time interval use the newly configured MD5 Key. OSPF packets that contain the old MD5 key are accepted for up to
five minutes after the new MD5 key is in operation.

The range for the key activation wait time is from O - 14400 seconds. The default value is 300 seconds.

Changing the reference bandwidth for the cost on OSPF interfaces

Each interface on which OSPF is enabled has a cost associated with it. The device advertises its interfaces and their costs to OSPF
neighbors. For example, if an interface has an OSPF cost of ten, the device advertises the interface with a cost of ten to other OSPF
routers.

By default, an interface’s OSPF cost is based on the port speed of the interface. The cost is calculated by dividing the reference
bandwidth by the port speed. The default reference bandwidth is 2700 Mbps, which results in the following default costs:
« 10 Mbps port - 10
+ Al other port speeds - 1
You can change the reference bandwidth, to change the costs calculated by the software.
The software uses the following formula to calculate the cost:
Cost = reference-bandwidth/interface-speed
If the resulting cost is less than 1, the software rounds the cost up to 1. The default reference bandwidth results in the following costs:
10 Mbps port’s cost = 100/10 = 10
+ 100 Mbps port’s cost = 100/100 = 1
+ 1000 Mbps port’s cost = 100/1000 = 0.10, which is rounded up to 1
10 Gbps port’s cost = L00/10000 = 0.01, which is rounded up to 1
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The bandwidth for interfaces that consist of more than one physical port is calculated as follows:

LAG group - The combined bandwidth of all the ports.

Virtual interface - The combined bandwidth of all the ports in the port-based VLAN that contains the virtual interface.
The default reference bandwidth is 100 Mbps. You can change the reference bandwidth to a value from 1 - 4294967.

If a change to the reference bandwidth results in a cost change to an interface, the device sends a link-state update to update the costs of
interfaces advertised by the device.

NOTE
If you specify the cost for an individual interface, the cost you specify overrides the cost calculated by the software.

Interface types to which the reference bandwidth does not apply

Some interface types are not affected by the reference bandwidth and always have the same cost regardless of the reference bandwidth
in use:

The cost of a loopback interface is always 1.
The cost of a virtual link is calculated using the Shortest Path First (SPF) algorithm and is not affected by the auto-cost feature.

The bandwidth for tunnel interfaces is 9 Kbps and is also subject to the auto-cost reference bandwidth setting.

Changing the reference bandwidth
To change the reference bandwidth, enter a command such as the following at the OSPF configuration level of the CLI.

device (config) # router ospf
device (config-ospf-router)# auto-cost reference-bandwidth 500

The reference bandwidth specified in this example results in the following costs:
10 Mbps port’s cost = 500/10 = 50
100 Mbps port’s cost = 500/100 = 5
1000 Mbps port’s cost = 500/1000 = 0.5, which is rounded up to 1

The costs for 10 Mbps and 100 Mbps ports change as a result of the changed reference bandwidth. Costs for higher-speed interfaces
remain the same.

Syntax: [no] auto-cost { reference-bandwidth num | use-active-ports }
The num parameter specifies the reference bandwidth and can be a value from 1 - 4294967. The default is 100.

To restore the reference bandwidth to its default value and thus restore the default costs of interfaces to their default values, enter the
following command.

device (config-ospf-router)# no auto-cost reference-bandwidth

Determining cost calculation for active ports only on LAG and VE interfaces

The default operation is for cost calculation of OSPF interfaces to be based upon all configured ports. There is also an option for the
auto-cost reference-bandwidth command for the calculation of OSPF costs on active ports of LAG and VE interfaces. This option

allows you to calculate cost based on the ports that are currently active. The following example enables cost calculation for currently

active ports.

device (config-ospf-router) # auto-cost use-active-ports
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The use-active-ports option enables cost calculation for currently active ports only. This option does not have any effect on non-VE or
non-LAG interfaces. The default operation is for costs to be based on configured ports.

Define redistribution filters

Route redistribution imports and translates different protocol routes into a specified protocol type. On the device, redistribution is
supported for static routes, ISIS, OSPF, RIP, and BGP4. OSPF redistribution supports the import of static, ISIS, RIP, and BGP4 routes
into OSPF routes.

NOTE

The device advertises the default route into OSPF even if redistribution is not enabled, and even if the default route is learned
through an IBGP neighbor. IBGP routes (including the default route) are not redistributed into OSPF by OSPF redistribution (for
example, by the OSPF redistribute command).

In this example, an administrator wants to configure the device acting as the ASBR (Autonomous System Boundary Router) between the
RIP domain and the OSPF domain to redistribute routes between the two domains.

NOTE
The ASBR must be running both RIP and OSPF protocols to support this activity.

Multi-Service IronWare Routing
53-1003203-04 185



Configuring OSPF

FIGURE 14 Redistributing OSPF and static routes to RIP routes

RIP Domain
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You also have the option of specifying import of just ISIS, RIP, OSPF, BGP4, or static routes, as well as specifying that only routes for a
specific network or with a specific cost (metric) be imported, as shown in the command syntax below.

Syntax: [no] redistribute { bgp | connected | rip | static [ route-map map-name 1}

NOTE
Prior to software release 04.1.00, the redistribution command is used instead of redistribute .

For example, to enable redistribution of RIP and static IP routes into OSPF, enter the following commands.

device (config) # router ospf

device (config-ospf-router)# redistribute rip
device (config-ospf-router)# redistribute static
device (config-ospf-router) # write memory
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Modify default metric for redistribution

The default metric is a global parameter that specifies the cost applied to all OSPF routes by default. The default value is 10. You can
assign a cost from 1 - 65535.

NOTE
You also can define the cost on individual interfaces. The interface cost overrides the default
cost.

To assign a default metric of 4 to all routes imported into OSPF, enter the following commands.

device (config)# router ospf
device (config-ospf-router) # default-metric 4

Syntax: default-metric value

The value can be from 1 - 15. The default is 10.

Enable route redistribution

NOTE
Do not enable redistribution until you have configured the redistribution route map. Otherwise, you might accidentally overload
the network with routes you did not intend to redistribute.

To enable redistribution of RIP and static IP routes into OSPF, enter the following commands.
device (config)# router ospf
device (config-ospf-router) # redistribute rip
(
(

device (config-ospf-router)# redistribute static
device (config-ospf-router)# write memory

Example using a route map

To configure a route map and use it for redistribution of routes into OSPF, enter commands such as the following.

device (config)# ip route 1.1.0.0 255.255.0.0 10.95.7.30
device (config)# ip route 1.2.0.0 255.255.0.0 10.95.7.30
device (config)# ip route 1.3.0.0 255.255.0.0 10.95.7.30
device (config)# ip route 4.1.0.0 255.255.0.0 10.95.6.30
device (config)# ip route 4.2.0.0 255.255.0.0 10.95.6.30
device (config)# ip route 4.3.0.0 255.255.0.0 10.95.6.30
device (config)# ip route 4.4.0.0 255.255.0.0 10.95.6.30 5

(
(
(
(
(
(
(
device (config) # route-map abc permit 1

device (config-routemap abc)# match metric 5

device (config-routemap abc)# set metric 8

device (config-routemap abc)# router ospf

device (config-ospf-router) # redistribute static route-map abc

The commands in this example configure some static IP routes, then configure a route map and use the route map for redistributing
static IP routes into OSPF.

The ip route commands configure the static IP routes. The route-map command begins configuration of a route map called "abc”. The
number indicates the route map entry (called the “instance”) you are configuring. A route map can contain multiple entries. The software
compares routes to the route map entries in ascending numerical order and stops the comparison once a match is found.

The match command in the route map matches on routes that have 5 for their metric value (cost). The set command changes the metric
in routes that match the route map to 8.
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The redistribute static command enables redistribution of static IP routes into OSPF, and uses route map "abc” to control the routes that
are redistributed. In this example, the route map allows a static IP route to be redistributed into OSPF only if the route has a metric of 5,
and changes the metric to 8 before placing the route into the OSPF route table.

The following command shows the result of the redistribution. Since only one of the static IP routes configured above matches the route
map, only one route is redistributed. Notice that the route’s metric is 5 before redistribution but is 8 after redistribution.

device# show ip ospf database external
Index Aging LS ID Router Netmask Metric Flag
1 2 4.4.0.0 10.10.10.60 £f£££0000 80000008 0000

Syntax: [no] redistribute { bgp | connected | rip | isis [ level-1 | level-1-2 | level-2 ] | static [ route-map map-name ] }
The bgp, connected, rip, isis, and static parameters specify the route source.

The route-map map-name parameter specifies the route map name. The following match parameters are valid for OSPF redistribution:
+  match ip address | next-hop ac/-num
match metric num

+  match tag tag-value

NOTE
A match tag can take up to 16 tags. During the execution of a route-map a match on any tag value in the list is considered a
successful match.

The following set parameters are valid for OSPF redistribution:
+  setip next hop ip-addr
+  setmetric[+|-1num | none
set metric-type type-1 type-1 | type-2

+  settag tag-value

NOTE
You must configure the route map before you configure a redistribution that uses the route
map.

NOTE
When you use a route map for route redistribution, the software disregards the permit or deny action of the route map.

NOTE

For an external route that is redistributed into OSPF through a route map, the metric value of the route remains the same
unless the metric is set by a set metric command inside the route map. The default-metric num command has no effect on
the route. This behavior is different from a route that is redistributed without using a route map. For a route redistributed without
using a route map, the metric is set by the default-metric command.

Disable or re-enable load sharing

Brocade devices can load share among up to eight equal-cost IP routes to a destination. By default, IP load sharing is enabled. The
default is 4 equal-cost paths but you can specify from 2 - 8 paths. The router software can use the route information it learns through
OSPF to determine the paths and costs.
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FIGURE 15 Example OSPF network with four equal-cost paths
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The device has four paths to R1:
Router ->R3
Router ->R4
Router ->R5
Router ->R6

Normally, the device will choose the path to the R1 with the lower metric. For example, if the metric for R3 is 1400 and the metric for R4
is 600, the device will always choose R4.

However, suppose the metric is the same for all four routers in this example. If the costs are the same, the router now has four equal-cost
paths to R1. To allow the router to load share among the equal cost routes, enable IP load sharing. The software supports four equal-cost
OSPF paths by default when you enable load sharing. You can specify from 2 - 8 paths.

NOTE
The device is not source routing in these examples. The device is concerned only with the paths to the next-hop routers, not the
entire paths to the destination hosts.

OSPF load sharing is enabled by default when IP load sharing is enabled.
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Configure external route summarization

When the device is an OSPF Autonomous System Boundary Router (ASBR), you can configure it to advertise one external route as an
aggregate for all redistributed routes that are covered by a specified address range.

When you configure an address range, the range takes effect immediately. All the imported routes are summarized according to the
configured address range. Imported routes that have already been advertised and that fall within the range are flushed out of the AS and
a single route corresponding to the range is advertised.

If a route that falls within a configured address range is imported by the device, no action is taken if the device has already advertised the
aggregate route; otherwise the device advertises the aggregate route. If an imported route that falls with in a configured address range is
removed by the device, no action is taken if there are other imported routes that fall with in the same address range; otherwise the
aggregate route is flushed.

You can configure up to 32 address ranges. The device sets the forwarding address of the aggregate route to zero and sets the tag to
zero.

If you delete an address range, the advertised aggregate route is flushed and all imported routes that fall within the range are advertised
individually.

If an external LSDB overflow condition occurs, all aggregate routes are flushed out of the AS, along with other external routes. When the
device exits the external LSDB overflow condition, all the imported routes are summarized according to the configured address ranges.

NOTE
If you use redistribution filters in addition to address ranges, the device applies the redistribution filters to routes first, then
applies them to the address ranges.

NOTE
If you disable redistribution, all the aggregate routes are flushed, along with other imported
routes.

NOTE

This option affects only imported, type 5 external routes. A single type 5 LSA is generated and flooded throughout the AS for
multiple external routes. Type 7-route redistribution is not affected by this feature. All type 7 routes will be imported (if
redistribution is enabled). To summarize type 7 LSAs or exported routes, use NSSA address range summarization.

To configure a summary address for OSPF routes, enter commands such as the following.

device (config-ospf-router) # summary-address 10.1.0.0 255.255.0.0

The command in this example configures summary address 10.1.0.0, which includes addresses 10.1.1.0, 10.1.2.0, 10.1.3.0, and so
on. For all of these networks, only the address 10.1.0.0 is advertised in external LSAs.

Syntax: summary-address jp-addr ip-mask

The ip-addr parameter specifies the network address.

The ip-mask parameter specifies the network mask.

To display the configured summary addresses, enter the following command at any level of the CLI.

device# show ip ospf config
OSPF Redistribution Address Ranges currently defined:

Range-Address Subnetmask
10.0.0.0 255.0.0.0
10.0.1.0 255.255.255.0
10.0.2.0 255.255.255.0

Syntax: show ip ospf config
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Configure default route origination

When the device is an OSPF Autonomous System Boundary Router (ASBR), you can configure it to automatically generate a default
external route into an OSPF routing domain. This feature is called "default route origination” or "default information origination”.

By default, the device does not advertise the default route into the OSPF domain. If you want the device to advertise the OSPF default
route, you must explicitly enable default route origination.

When you enable OSPF default route origination, the device advertises a type 5 default route that is flooded throughout the AS (except
stub areas and NSSAs). In addition, internal NSSA ASBRs advertise their default routes as translatable type 7 default routes.

The device advertises the default route into OSPF even if OSPF route redistribution is not enabled, and even if the default route is

learned through an IBGP neighbor.

NOTE
The device never advertises the OSPF default route, regardless of other configuration parameters, unless you explicitly enable
default route origination using the following method.

If the device is an ASBR, you can use the "always" option when you enable the default route origination. The always option causes the
ASBR to create and advertise a default route if it does not already have one configured.

If default route origination is enabled and you disable it, the default route originated by the device is flushed. Default routes generated by
other OSPF routers are not affected. If you re-enable the feature, the feature takes effect immediately and thus does not require you to
reload the software.

NOTE

The ABR (device) will not inject the default route into an NSSA by default and the command described in this section will not
cause the device to inject the default route into the NSSA. To inject the default route into an NSSA, use the area nssa default-
information-originate command.

To enable default route origination, enter the following command.
device (config-ospf-router) # default-information-originate
-ospf-router) # default-information-originate
To disable the feature, enter the following command.
device (config
-ospf-router)# no default-information-originate
Syntax: [no] default-information-originate [ always ] [ metric value ] [ metric-type type ]

The always parameter advertises the default route regardless of whether or not the router has a default route. This option is disabled by
default.

NOTE
The always parameter is not necessary pre-Fastlron 8.0 releases.
The metric value parameter specifies a metric for the default route. If this option is not used, the default metric is used for the route.

The metric-type type parameter specifies the external link type associated with the default route advertised into the OSPF routing
domain. The type can be one of the following:

typel - Type 1 external route
type2 - Type 2 external route

If you do not use this option, the default redistribution metric type is used for the route type.
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The route-map parameter overrides other options. If set commands for metric and metric-type are specified in the route-map, the
command-line values of metric and metric-type if specified, are "ignored” for clarification.

The route-map rmap parameter specifies the route map reference.

The corresponding route-map should be created before configuring the route-map option along with the default-information-originate
command . If the corresponding route-map was not been created beforehand, then the an error message will be displayed stating that
the route-map must be created.

NOTE

The route-map option cannot be used with a non-default address in the match conditions. The default-route LSA shall not be
generated if a default route is not present in the routing table and a match ip address condition for an existing non-default route
is configured in the route-map. The match ip-address command in the route-map is a no-op operation for the default
information originate command.

Supported match and set conditions

The supported match and set conditions of a normal route-map configuration are as follows:

TABLE 15 Match Conditions
Match Conditions

ip nexthop prefix-list prefixList

ip nexthop accessList

interface interfaceName

metric metricValue

tag routeTagValue

protocol-type protocol route type and (or) sub-type value
route-type route type (IS-1S sub-type values)

TABLE 16 Set Conditions

Set Conditions:

metric metricValue
metric-type typel/type2
tag routeTagValue

OSPF non-stop routing

The graceful restart feature supported by open shortest path first (OSPF) maintains area topology and dataflow. Though the network
requires neighboring routers to support graceful restart and perform hitless failover, the graceful restart feature may not be supported by
all routers in the network. To eliminate this dependency, the non-stop routing (NSR) feature is supported on Brocade devices. NSR does
not require support from neighboring routers to perform hitless failover. NSR does not support virtual link, so traffic loss is expected
while performing hitless failover.

NSR does not require support from neighboring
routers to perform hitless failover.

If the active management module fails, the standby management module takes over and maintains the current OSPF routes, link-state
advertisements (LSAs), and neighbor adjacencies, so that there is no loss of existing traffic to the OSPF destination.
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Synchronization of critical OSPF elements

All types of LSAs and the neighbor information are synchronized to the standby module using the NSR synchronization library and IPC
mechanism to transmit and receive packets.

Link state database synchronization

When the active management module fails, the standby management module takes over from the active management module with the
identical OSPF link state database it had before the failure to ensure non-stop routing. The next shortest path first (SPF) run after
switchover yields the same result in routes as the active module had before the failure and OSPF protocol requires that all routers in the
network to have identical databases.

LSA delayed acknowledging

When an OSPF router receives LSAs from its neighbor, it acknowledges the LSAs. After the acknowledgement is received, the neighbor
removes this router from its retransmission list and stops resending the LSAs.

In the case of NSR, the router fails after receiving the LSA from its neighbor and has acknowledged that neighbor upon receipt of an
LSA, and the LSA synchronization to the standby module is completed. In this case, the standby module when taking over from the
active module does not have that LSA in its database and the already acknowledged neighbor does not retransmit that LSA. For this
reason, the NSR-capable router waits for LSA synchronization of the standby module to complete (Sync-Ack) and then acknowledges
the neighbor that sent the LSA.

LSA syncing and packing

When the LSA processing is completed on the active management module and the decision is made to install the LSA in its link state
database (LSDB), OSPF synchronizes that LSA to the standby module. OSPF checks the current state of the database entry whether or
not it is marked for deletion. After checking the database state, OSPF packs the LSA status and other necessary information needed for
direct installation in the standby OSPF LSDB along with the LSA portion. When the LSA reaches the standby module, OSPF checks the
database entry state in the buffer and takes appropriate action, such as adding, overwriting, updating, or deleting the LSA from the LSDB.

Neighbor router synchronization

When the neighbor router is added in the active management module, it is synchronized and added to the standby module. When the
neighbor is deleted in the active module, it is synchronized to the standby and deleted in the standby. When the neighbor router state
becomes 2WAY or FULL, the neighbor router is synchronized to the standby module.The following attributes of the neighbor router is
synchronized to the standby module:

Neighbor router id

Neighbor router ip address

Destination router or backup destination router information
Neighbor state 2WAY or FULL

MDS5 information

Neighbor priority
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Limitations
If a neighbor router is inactive for 30 seconds, and if the standby module takes over in another 10 seconds, the neighbor router
cannot be dropped. The inactivity timer starts again and takes another 40 seconds to drop the neighbor router.

In standby module, the valid neighbor states are LOADING, DOWN, 2WAY, and FULL. If the active management processor
(MP) fails when the neighbor state is LOADING, the standby module cannot continue from LOADING, but the standby can
continue from 2WAY and tries to establish adjacency between the neighboring routers.

The minimum OSPF dead-interval timer value is 40 seconds (default dead-interval value). When the dead-interval value is
configured less than this minimum value, OSPF NSR cannot be supported.

Interface synchronization

Interface information is synchronized for interfaces such as PTPT, broadcast, and non-broadcast. Interface wait time is not synchronized
to the standby module. If an interface waits for 30 seconds to determine the identity of designated router (DR) or backup designated
router (BDR), and if the standby module takes over, the wait timer starts again and takes another 40 seconds for the interface state to
change from waiting to BDR, DR, or DROther.

BFD with OSPF NSR

Bidirectional forwarding detection (BFD) supports MP switchover and all BFD sessions for OSPF with graceful OSPF NSR, which are in
the up state after the switchover. The BFD sessions for OSPF that do not use OSPF NSR are cleared before the switchover and then re-
established on the new active MP after the MP switchover.

In case the active MP learns an OSPF neighbor and then restarts before a new BFD session is established, the standby module will not
have a BFD session for the new OSPF neighbor. To overcome this and to support OSPF NSR with BFD, the following functions are
supported when the active MP restarts:

During MP switchover, BFD checks whether OSPF NSR is enabled. If OSPF NSR is enabled, the existing BFD sessions for
OSPF is maintained during the switchover.

OSPF sets up or clears the BFD sessions after OSPF neighbor transition.

After the switchover, BFD sessions correspond with the active OSPF neighbor.

Standby module operations

The standby management module with OSPF configuration performs the following functions.

Neighbor database

Neighbor information is updated in the standby module based on updates from the active module. Certain neighbor state and interface
transitions are synchronized to the standby module. By default, the neighbor timers on the standby module are disabled.
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LSA database

The standby module processes LSA synchronization events from the active module and unpacks the LSA synchronization information to
directly install it in its LSDB as the LSA has already been processed on the active module. The information required to install all types of
LSAs (and special LSAs such as Grace LSAs) is packed by OSPF on the active module in the synchronization buffer, so that you can
directly install LSAs on the standby module without extra processing.

The standby module is not allowed to originate any LSAs of its own. This is to maintain all information consistently from the active
module. The active module synchronizes self-originated LSAs to the standby module.

LSA aging is not applicable on the standby module. During synchronization from the active, the current LSA age is recorded and the new
database timestamp is created on the standby to later derive the LSA age as needed.

When the active module sends the LSAs to the standby module, based on the message, the standby module deletes or updates its link
state database with the latest information.

LSA acknowledging or flooding are not done on the standby module. When the LSA synchronization update arrives from the active
module, it will be directly installed into the LSDB.

Enabling and disabling NSR

To enable NSR for OSPF, enter the following commands:

device (config) # router ospf
device (config-ospf-router) # nonstop-routing

To disable NSR for OSPF, enter the following commands:

device (config)# router ospf
device (config-ospf-router) # no nonstop-routing

Syntax: [no] nonstop-routing

If you enter the graceful-restart command when NSR is already enabled, the command is rejected with the following message: “Error -
Please disable NSR before enabling Graceful Restart.”

Similarly, if you enter the nonstop-routing command when graceful restart is already enabled, the command is rejected and the following
message is displayed: "Error - Please disable Graceful Restart before enabling NSR”

To disable graceful-restart command, the following commands:

Brocade (config)# router ospf
Brocade (config-ospf-router)# no graceful-restart

Limitations of NSR

Following are the limitations of NSR:
Configurations that occur before the switchover are lost due to the CLI synchronization.
Sham links are not supported.
OSPF adjacency over GRE tunnels is not supported.
Changes in the neighbor state or interface state before or during a switchover do not take effect.

Traffic counters are not synchronized because the neighbor and LSA database counters are recalculated on the standby module
during synchronization.

LSA acknowledging is delayed because it has to wait until standby acknowledging occurs.
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+  Depending on the sequence of redistribution or new LSAs (from neighbors), the LSAs accepted within the limits of the database
may change after switchover.

« In NSR hitless failover, after switchover, additional flooding-related protocol traffic is generated to the directly connected
neighbors.

+  OSPF startup timers, database overflow, and max-metric, are not applied during NSR switchover.

Adding additional parameters

Previously, to add new parameters, the old configuration had to be undone and the newer configuration had to be recreated. In release
04.1.00 however, to add new parameters, the existing configuration need not be undone or removed. Any successive configuration
changes with new parameters is appended to the existing configuration. If the same parameter is entered again with a different value,
then the corresponding parameter value is updated.

device (config-ospf-router) #default-information-originate route-map defaultToOspf
device (config-ospf-router) #default-information-originate always
device (config-ospf-router) #default-information-originate metric 200

In the above example, default-information-originate is enabled with the route-map parameter for the first CLI and the always and
metric parameters are appended to the existing configuration. The running configuration of the above three split commands would be as
follows:

device (config-ospf-router) #default-information-originate metric 200 route-map defaultToOspf

Disabling configuration

To disable the route-map parameter from the configuration, enter the following command:

device (config-ospf-router)# no default-information-originate route-map defaultToOspf

The above CLI would retain the configuration with default-information-originate alone and the route-map option would get reset or
removed.

The following commands with any or all of the options will remove the options from the default-information-originate command if any
of the options are configured:

device (config-ospf-router) #no default-information-originate always
device (config-ospf-router) #no default-information-originate always route-map test
device (config-ospf-router) #no default-information-originate always route-map test metric 200

device (config-ospf-router) #no default-information-originate always route-map test metric 200 metric-type
typel

In the following example, the parameters of the default-information-originate command are reset if they are configured and if none of
the parameters are configured then, these commands will have no effect.

To disable the origination of default route, issue the command with no option and without any other options. This would remove the
configuration of the default information origination even if any of the above mentioned options are configured.
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Syntax: [no] default-information-originate [ always ] [ metric metricvalue ] [ metric-type metric-type ] [ route-map rmap-name ]
The always parameter advertises the default route regardless of whether the router has a default route. This option is disabled by default.
The metric value parameter specifies a metric for the default route. If this option is not used, the default metric is used for the route.

The metric-type type parameter specifies the external link type associated with the default route advertised into the OSPF routing
domain. The type can be one of the following:

typel - Type 1 external route
type2 - Type 2 external route

If you do not use this option, the default redistribution metric type is used for the route type.

NOTE
If you specify a metric and metric type, the values you specify are used even if you do not use the always option.

The route-map parameter overrides other options. If set commands for metric and metric-type are specified in the route-map, the
command-line values of metric and metric-type if specified, are ignored for clarification.

The route-map rmap parameter specifies the route map reference.

The corresponding route-map should be created before configuring the route-map option along with the default-information-originate.
If the corresponding route-map was not been created beforehand, then the an error message will be displayed stating that the route-map
must be created.

OSPF distribute list

This feature configures a distribution list to explicitly deny specific routes from being eligible for installation in the IP route table. By
default, all OSPF routes in the OSPF route table are eligible for installation in the IP route table. This feature does not block receipt of
LSAs for the denied routes. The device still receives the routes and installs them in the OSPF database. The feature only prevents the
software from installing the denied OSPF routes into the IP route table.

The OSPF distribution list can be managed using ACLs or Route Maps to identify routes to be denied as described in the following
sections:

Configuring an OSPF Distribution List using ACLs
Configuring an OSPF Distribution List using Route Maps

Configuring an OSPF distribution list using ACLs

To configure an OSPF distribution list using ACLs:

Configure an ACL that identifies the routes you want to deny. Using a standard ACL lets you deny routes based on the
destination network, but does not filter based on the network mask. To also filter based on the destination network’s network
mask, use an extended ACL.

Configure an OSPF distribution list that uses the ACL as input.

Examples

In the following example, the first three commands configure a standard ACL that denies routes to any 10.x.x.x destination network and
allows all other routes for eligibility to be installed in the IP route table. The last three commands change the CLI to the OSPF
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configuration level and configure an OSPF distribution list that uses the ACL as input. The distribution list prevents routes to any 10.x.x.x
destination network from entering the IP route table. The distribution list does not prevent the routes from entering the OSPF database.
device (config)# ip access-list standard no_ip
device (config-std-nacl)# deny 10.0.0.0 0.255.255.255
device (config-std-nacl) # permit any
device (config) # router ospf
(
(

device (config-ospf-router) # area O
device (config-ospf-router) # distribute-list no_ip in

In the following example, the first three commands configure an extended ACL that denies routes to any 10.31.39.x destination network
and allows all other routes for eligibility to be installed in the IP route table. The last three commands change the CLI to the OSPF
configuration level and configure an OSPF distribution list that uses the ACL as input. The distribution list prevents routes to any
10.31.39.x destination network from entering the IP route table. The distribution list does not prevent the routes from entering the OSPF
database.

device (config)# ip access-list extended DenyNet39

device (config-ext-nacl)# deny ip 10.31.39.0 0.0.0.255 any

device (config-ext-nacl) # permit ip any any
device (config)# router ospf
(
(

device (config-ospf-router) # area 0
device (config-ospf-router) # distribute-1list DenyNet39 in

In the following example, the first command configures a numbered ACL that denies routes to any 10.31.39.x destination network and
allows all other routes for eligibility to be installed in the IP route table. The last three commands change the CLI to the OSPF
configuration level and configure an OSPF distribution list that uses the ACL as input. The distribution list prevents routes to any
10.31.39.x destination network from entering the IP route table. The distribution list does not prevent the routes from entering the OSPF
database.

device (config)# ip access-1list 100 deny ip 10.31.39.0 0.0.0.255 any

device (config)# ip access-list 100 permit ip any any
device (config) # router ospf
(
(

device (config-ospf-router) # area 0
device (config-ospf-router) # distribute-1list 100 in

Syntax: [no] distribute-list { ac/-name | acl-number } in

The distribute-list commmand is applied globally to all interfaces on the router where it is executed.

Configuring an OSPF distribution list using route maps

You can manage an OSPF Distribution List using route maps that apply match operations as defined by an ACL or an IP prefix list.
Additionally, you can also use other options available within the route maps and ACLs to further control the contents of the routes that
OSPF provides to the IP route table. This section describes an example where an OSPF distribute list uses a route map to specify an
OSPF Admin Distance for routes identified by an IP Prefix list.

To configure an OSPF distribution list using route maps:
+  Configure a route map that identifies the routes you want to manage
«  Optionally configure an OSPF Admin Distance to apply to the OSPF routes
Configure an OSPF distribution list that uses the route map as input
In the following example, the first two commands identify two routes using the ip prefix-list testl command. Next, a route-map is

created that uses the prefix-list test1 to identify the two routes and the set distance command to set the OSPF Admin Distance of those
routes to 200. A distribute-list is then configured under the OSPF configuration that uses the route map titled “setdistance” as input.

device (config)# ip prefix-list testl seq 5 permit 10.100.1.0/24

device (config)# ip prefix-list testl seq 10 permit 10.100.2.0/24

device (config) # route-map setdistance permit 1

device (config-routemap setdistance)# match ip address prefix-list testl
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device (config-routemap setdistance)# set distance 200
device (config-routemap setdistance)# exit

device (config)# router ospf

device (config-ospf-router)# area 0
device (config-ospf-router)# area 1
device (config-ospf-router) # distribute-list route-map setdistance in
device (config-ospf-router) # exit

Once this configuration is implemented, the routes identified by the ip prefix-list command and matched in the route map will have their
OSPF Admin Distance set to 200. This is displayed in the output from the show ip route command, as shown in the following.
device# show ip route

Total number of IP routes: 4
Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP O:0SPF; Cost - Dist/Metric

Destination Gateway Port Cost Type
1 10.1.1.0/24 DIRECT eth 1/1 0/0 D
2 10.100.1.0/24 10.1.1.1 eth 1/1 200/2 0
3 10.100.2.0/24 10.1.1.1 eth 1/1 200/10 02
4 10.100.6.0/24 10.1.1.1 eth 1/1 110/2 0

Routes 2 and 3 demonstrate the actions of the example configuration as both display an OSPF Admin Distance value of 200. Note that
the value is applied to both OSPF learned routes that match the route-map configuration: internal (route 2) and external (route 3). The
other OSPF internal route (route 4) that does not match the route-map continues to have the default OSPF admin distance of 110.

The following is an example of the distribute-list command applied with route-map “setdistance” set as the input.
device (config-ospf-router) # distribute-list route-map setdistance in

Syntax: [no] distribute-list route-map routemap-name in
The routemap-name variable specifies the name of the route map being used to define the OSPF Distribute List.

The distribute-list command is applied to all OSPF LSAs on the router where it is executed.

NOTE
A Route Map used with the distribute-list command can use either the ip prefix-list command (as shown in the example) or an
ACL to define the routes.

The set distance command that is used in association with a route map configuration.

Modify SPF timers

The device uses the following timers when calculating the shortest path for OSPF routes:

+  SPF delay - When the device receives a topology change, the software waits before it starts a Shortest Path First (SPF)
calculation. By default, the software waits O (zero) seconds. You can configure the SPF delay to a value from O - 65535
seconds. If you set the SPF delay to O seconds, the software immediately begins the SPF calculation after receiving a topology
change.

+  SPF hold time - The device waits for a specific amount of time between consecutive SPF calculations. By default, the device
waits zero seconds. You can configure the SPF hold time to a value from O - 65535 seconds. If you set the SPF hold time to O
seconds, the software does not wait between consecutive SPF calculations.

You can set the delay and hold time to lower values to cause the device to change to alternate paths more quickly in the event of a route
failure. Note that lower values require more CPU processing time.

You can change one or both of the timers.
To change the SPF delay and hold time, enter commands such as the following.

device (config-ospf-router)# timers spf 10 20
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The command in this example changes the SPF delay to 10 seconds and changes the SPF hold time to 20 seconds.
To set the timers back to their default values, enter a command such as the following.
device (config-ospf-router)# no timers spf 10 20

Syntax: [no] timers spf delay hold-time
The delay parameter specifies the SPF delay.
The hold-time parameter specifies the SPF hold time.

NOTE
OSPF incrementally updates the OSPF routing table when new Type-3 or Type-4 Summary, Type-5 External, or Type-7
External NSSA LSAs are received.

Modify redistribution metric type

The redistribution metric type is used by default for all routes imported into OSPF unless you specify different metrics for individual
routes using redistribution filters. Type 2 specifies a big metric (three bytes). Type 1 specifies a small metric (two bytes). The default value
is type 2.

To modify the default value to type 1, enter the following command.
device (config-ospf-router) # metric-type typel

Syntax: [no] metric-type typel | type2

The default is type2.

Modify administrative distance

The device can learn about networks from various protocols, including Border Gateway Protocol version 4 (BGP4), RIP, IS-IS, and OSPF.
Consequently, the routes to a network may differ depending on the protocol from which the routes were learned. The default
administrative distance for OSPF routes is 110.

The router selects one route over another based on the source of the route information. To do so, the router can use the administrative
distances assigned to the sources. You can bias the decision the device makes by changing the default administrative distance for OSPF
routes.

Configuring administrative distance based on route type

You can configure a unique administrative distance for each type of OSPF route. For example, you can use this feature to prefer a static
route over an OSPF inter-area route but you also want to prefer OSPF intra-area routes to static routes.

The distance you specify influences the choice of routes when the device has multiple routes for the same network from different
protocols. The device prefers the route with the lower administrative distance.

You can specify unique default administrative distances for the following route types:
Intra-area routes
Inter-area routes

External routes

The default for all these OSPF route types is 110.
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NOTE
This feature does not influence the choice of routes within OSPF. For example, an OSPF intra-area route is always preferred
over an OSPF inter-area route, even if the intra-area route’s distance is greater than the inter-area route’s distance.

To change the default administrative distances for inter-area routes, intra-area routes, and external routes, enter the following command.
device (config-ospf-router)# distance external 100
device (config-ospf-router)# distance inter-area 90
device (config-ospf-router) # distance intra-area 80

Syntax: [no] distance { external | inter-area | intra-area } distance

The distance external, inter-area , and intra-area parameters specify the route type for which you are changing the default administrative
distance.

The distance parameter specifies the new distance for the specified route type. Unless you change the distance for one of the route
types using commands such as those shown above, the defaultis 110.

To reset the administrative distance to its system default (110), enter a command such as the following.

device (config-ospf-router)# no distance external 100

Configure OSPF group Link State Advertisement (LSA) pacing

The device paces LSA refreshes by delaying the refreshes for a specified time interval instead of performing a refresh each time an
individual LSA refresh timer expires. The accumulated LSAs constitute a group, which the device refreshes and sends out together in one
or more packets.

The pacing interval, which is the interval at which the device refreshes an accumulated group of LSAs, is configurable to a range from 10
- 1800 seconds (30 minutes). The default is 240 seconds (four minutes). Thus, every four minutes, the device refreshes the group of
accumulated LSAs and sends the group together in the same packets.

Usage guidelines

The pacing interval is inversely proportional to the number of LSAs the device is refreshing and aging. For example, if you have
approximately 10,000 LSAs, decreasing the pacing interval enhances performance. If you have a very small database (40 - 100 LSAs),
increasing the pacing interval to 10 - 20 minutes might enhance performance slightly.

Changing the LSA pacing interval

To change the LSA pacing interval, use the following CLI method.

To change the LSA pacing interval to two minutes (120 seconds), enter the following command.
device (config-ospf-router) # timers lsa-group-pacing 120

Syntax: [no] timers Isa-group-pacing secs

The secs parameter specifies the number of seconds and can be from 10 - 1800 (30 minutes). The default is 240 seconds (four
minutes).

To restore the pacing interval to its default value, enter the following command.

device (config-ospf-router)# no timers lsa-group-pacing
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OSPF ABR type 3 LSA filtering

OSPF ABR Type 3 LSA filtering increases the ability of an ABR that is running the OSPF protocol to filter type 3 link-state
advertisements (LSAs) that are sent between different OSPF areas. Only packets with specified prefixes will be sent from one area to
another area and all packets with other prefixes will be prohibited.

Type 3 LSAs refer to summary links and are sent by ABRs to advertise destinations outside the area. OSPF ABR Type 3 LSA filtering
gives the administrator improved control of route distribution between OSPF areas.

Usage and configuration guidelines
The “area prefix-list” command is only applicable to the ABRs. If the router is not an ABR the configuration is accepted however
it will start working only after router is made ABR.

With this feature enabled in the "in” direction, all type 3 LSAs originated by the ABR to this area, based on information from all
other areas, are filtered by the prefix list. Type 3 LSAs that were originated as a result of the area range command in another
area are treated like any other type 3 LSA that was originated individually. Any prefix that does not match an entry in the prefix
list is implicitly denied

With this feature enabled in the “out” direction, all type 3 LSAs advertised by the ABR, based on information from this area to all
other areas, are filtered by the prefix list. If the area range command has been configured for this area, Type 3 LSAs that
corresponds to the area range command are treated like any other type 3 LSA.

Prefixes that are not permitted by the prefix list are implicitly denied

TABLE 17 Behavior for prefix list configurations

IP prefix list OSPF area prefix list Event Filtering done
XXX Not defined None No (permit all)
Not defined Defined None Yes (deny all)
Not defined Defined IP prefix list defined Recalculation
Defined (no rules configured) Defined None Implicit deny (deny all)
Defined (rules configured) Defined IP prefix list deleted Recalculation and deny all
Defined (rules configured) Defined IP prefix list rule added or modified | Recalculation
or deleted
Defined (rules configured) Defined Area prefix list deleted Recalculation and permit all

Configuring an OSPF area prefix list

To filter prefixes advertised in type 3 link-state advertisements (LSAs) between (OSPF) areas of an Area Border Router (ABR), use the
area prefix-list command in router configuration mode. To change or cancel the filter, use the no form of this command.

Configuring OSPF ABR type 3 LSA filtering
To filter inter-area routes into a specified area, use the following commands beginning in router configuration mode.
To configure the router to run an OSPF process, enter commands such as the following.

device (config) # router ospf
device (config-ospf-router) #

To filter prefixes advertised in type 3 link-state advertisements (LSAs) between (OSPF) areas of an Area Border Router (ABR), use the
area prefix-list command in router configuration mode. To change or cancel the filter, use the no form of this command.

device (config-ospf-router)# area 1 prefix-list area in
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To configure the switch to filter inter-area routes out of the specified area, enter a command such as the following.
device (config-ospf-router)# area 10.10.10.1 prefix-list Routesfor20 out

Syntax: [no] area { area-id | area_ip } prefix-list prefix-list-name { in | out }

The area, area-id, and area_ip parameters specify the area id in different formats.

The in keyword specifies that prefix list is applied to prefixes advertised to the specified area from other areas.

The out keyword specifies that prefix list is applied to prefixes advertised out of the specified area to other areas.

Defining and applying IP prefix lists

An IP prefix list specifies a list of networks. When you apply an IP prefix list to an area, the Brocade device sends or receives only a route
whose destination is in the IP prefix list. The software interprets the prefix lists in order, beginning with the lowest sequence number.

To configure an IP prefix list and apply it to an area, enter commands such as the following.
device (config)# ip prefix-list Routesfor20 permit 20.20.0.0/24

device (config)# router ospf
device (config-ospf-router)# area 10.10.10.1 prefix-list Routesfor20 out

These commands configure an IP prefix list named Routesfor20, which permits routes to network 20.20.0.0/24. The area command
configures the device to use IP prefix list Routesfor20 to determine which routes to send to area 10.10.10.1. The device sends routes
that go to 20.20.x.x to area 10.10.10.1 because the IP prefix list explicitly permits these routes to be sent to the area.

Syntax: ip prefix-list name [seq seg-value ] [description string ] { deny | permit } network-addr/mask-bits [ge ge-value ] [le le-value ]
The name variable specifies the prefix list name. You use this name when applying the prefix list to a neighbor.

The seq seqg-value parameter is optional and specifies the IP prefix list's sequence number. If you do not specify a sequence number, the
software numbers them in increments of 5, beginning with prefix list entry 5. The software interprets the prefix list entries in numerical
order, beginning with the lowest sequence number.

The description string parameter is a text string describing the prefix list.

The deny or permit parameters specify the action the software takes if a neighbor’s route is in this prefix list.

The prefix-list matches only on this network unless you use the ge ge-value or le le-value parameters. (See below.)
The network-addr/mask-bits variable specifies the network number and the number of bits in the network mask.

You can specify a range of prefix length for prefixes that are more specific than network-addr/mask-bits.
If you specify only ge ge-value, then the mask-length range is from ge ge-value to 32.
If you specify only le le-value, then the mask-length range is from length to le-value.
The ge-value or le-value you specify must meet the following condition.
- length < ge-value <= le-value <= 32

If you do not specify ge ge-value or le le-value, the prefix list matches only on the exact network prefix you specify with the network-
addr/mask-bits parameter.

Displaying the configured OSPF area prefix list

To display the prefix-lists attached to the areas, enter the following command.

To change the LSA pacing interval to two minutes (120 seconds), enter the following command.
device (config)# show ip ospf config

Router OSPF: Enabled
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Graceful Restart: Disabled, timer 120
Graceful Restart Helper: Enabled
Redistribution: Disabled

Default OSPF Metric: 10

OSPF Auto-cost Reference Bandwidth: Disabled
OSPF Redistribution Metric: Type2

OSPF External LSA Limit: 14447047

OSPF Database Overflow Interval: 0

RFC 1583 Compatibility: Enabled

Router id: 10.5.5.1

Interface State Change Trap: Enabled
Virtual Interface State Change Trap: Enabled
Neighbor State Change Trap: Enabled
Virtual Neighbor State Change Trap: Enabled
Interface Configuration Error Trap: Enabled
Virtual Interface Configuration Error Trap: Enabled
Interface Authentication Failure Trap: Enabled
Virtual Interface Authentication Failure Trap: Enabled
Interface Receive Bad Packet Trap: Enabled
Virtual Interface Receive Bad Packet Trap: Enabled
Interface Retransmit Packet Trap: Disabled
Virtual Interface Retransmit Packet Trap: Disabled
Originate LSA Trap: Disabled
Originate MaxAge LSA Trap: Disabled
Link State Database Overflow Trap: Disabled

Link State Database Approaching Overflow Trap: Disabled
OSPF Area currently defined:

Area-ID Area-Type Cost Prefix List In Prefix List Out
0 normal 0
1 normal 0 Area 1 Pfx list in Area 1 Pfx List Out

Syntax: show ip ospf config

Displaying the configured IP prefix list
To only display the configured ip prefix-list, enter a command such as the following.
device# show ip prefix-lists
ip prefix-list abc: 2 entries
seq 5 deny 2.3.4.0/24
seq 10 permit 4.5.0.0/16.0
Syntax: show ip prefix-lists prefix-list-name

The prefix-list-name specifies the name of the prefix list. You use this name when applying the prefix list to an area.

Modify OSPF traps generated

OSPF traps as defined by RFC 1850 are supported on device.

You can disable all or specific OSPF trap generation by entering the following CLI command.
device (config) # no snmp-server trap ospf

To later re-enable the trap feature, enter snmp-server trap ospf .

To disable a specific OSPF trap, enter the command as no snmp-server trap ospf ospf-trap.

These commands are at the OSPF router Level of the CLI.

Here is a summary of OSPF traps supported on device, their corresponding CLI commands, and their associated MIB objects from RFC
1850. The first list are traps enabled by default:

+ interface-state-change-trap - [MIB object: OspflfstateChange]
+  virtual-interface-state-change-trap - [MIB object: OspfVirtlfStateChange
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neighbor-state-change-trap - [MIB object:ospfNbrStateChangel]
virtual-neighbor-state-change-trap - [MIB object: ospfVirtNbrStateChangel]
interface-config-error-trap - [MIB object: ospflfConfigError]
virtual-interface-config-error-trap - [MIB object: ospfVirtifConfigError]
interface-authentication-failure-trap - [MIB object: ospflfAuthFailure]
virtual-interface-authentication-failure-trap - [MIB object: ospfVirtifAuthFailure]
interface-receive-bad-packet-trap - [MIB object: ospflfrxBadPacket]
virtual-interface-receive-bad-packet-trap - [MIB object: ospfVirtifRxBadPacket]
The following traps are disabled by default.
interface-retransmit-packet-trap - [MIB object: ospfTxRetransmit]
virtual-interface-retransmit-packet-trap - [MIB object: ospfVirtif TxRetransmit]
originate-Isa-trap - [MIB object: ospfOriginatelsa]
originate-maxage-Isa-trap - [MIB object: ospfMaxAgel_sa]
link-state-database-overflow-trap - [MIB object: ospflL.sdbOverflow]
link-state-database-approaching-overflow-trap - [MIB object: ospfLsdbApproachingOverflow

To stop an OSPF trap from being collected, use the CLI command: no trap ospf-trap at the Router OSPF level of the CLI. To disable
reporting of the neighbor-state-change-trap, enter the following command.

device (config-ospf-router)# no trap neighbor-state-change-trap
To reinstate the trap, enter the following command.
device (config-ospf-router) # trap neighbor-state-change-trap

Syntax: [no] trap ospf-trap

Modify OSPF standard compliance setting

The device is configured, by default, to be compliant with the RFC 1583 OSPF V2 specification.

NOTE
In the current implementation, the Netlron devices are not compliant with RFC3509.

To configure a router to operate with the latest OSPF standard, RFC 2328, enter the following commands.

device (config)# router ospf
device (config-ospf-router)# no rfcl583-compatibility

Syntax: [no] rfc1583-compatibility

Modify exit overflow interval

If a database overflow condition occurs on a router, the router eliminates the condition by removing entries that originated on the router.
The exit overflow interval allows you to set how often a device checks to see if the overflow condition has been eliminated. The default
value is O. The range is O - 86400 seconds (24 hours). If the configured value of the database overflow interval is zero, then the router
never leaves the database overflow condition.

To modify the exit overflow interval to 60 seconds, enter the following command.
device (config-ospf-router)# database-overflow-interval 60
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Syntax: [no] database-overflow-interval value

The value can be from O - 86400 seconds. The default is O seconds.

Specify types of OSPF Syslog messages to log

You can specify which kinds of OSPF-related Syslog messages are logged. By default, the only OSPF messages that are logged are
those indicating possible system errors. If you want other kinds of OSPF messages to be logged, you can configure the device to log
them.

For example, to specify that all OSPF-related Syslog messages be logged, enter the following commands.

device (config) # router ospf
device (config-ospf-router)# log all

Syntax: [no] log { all | adjacency [ dr-only ] | bad_packet [ checksum ] | database | memory | retransmit }
The log command has the following options:

The all option causes all OSPF-related Syslog messages to be logged. If you later disable this option with the no log all command, the
OSPF logging options return to their default settings.

The adjacency option logs essential OSPF neighbor state changes, especially on error cases. This option is disabled by default. The dr-
only sub-option only logs essential OSPF neighbor state changes where the interface state is designated router (DR).

NOTE
For interfaces where the designated router state is not applicable, such as point-to-point and virtual links, OSPF neighbor state
changes will always be logged irrespective of the setting of the dr-only sub-option.

NOTE
A limitation with the dr-only sub-option is that when a DR/BDR election is underway, OSPF neighbor state changes pertaining
to non-DR/BDR routers are not logged. Logging resumes once a DR is elected on that network.

The bad_packet checksum option logs all OSPF packets that have checksum errors. This option is enabled by default.
The bad_packet option logs all other bad OSPF packets. This option is disabled by default.

The database option logs OSPF LSA-related information. This option is disabled by default.

The memory option logs abnormal OSPF memory usage. This option is enabled by default.

The retransmit option logs OSPF retransmission activities. This option is disabled by default.

Configuring an OSPF network type
To configure an OSPF network, enter commands such as the following.

device (config) # interface eth 1/5
device (config-if-1/5)# ip ospf network point-to-point

This command configures an OSPF point-to-point link on Interface 5 in slot 1.

Syntax: [no] ip ospf network { point-to-point | broadcast | non-broadcast }

The point-to-point option configures the network type as a point to point connection.
NOTE

Brocade devices support numbered point-to-point networks, meaning the OSPF router must have an IP interface address
which uniquely identifies the router over the network. Brocade devices do not support unnumbered point-to-point networks.
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The broadcast option configures the network type as a broadcast connection. This is the default option for Ethernet, VE and Loopback
interfaces.

The non-broadcast option configures the network type as a non-broadcast connection. This allows you to configure the interface to send
OSPF traffic to its neighbor as unicast packets rather than multicast packets. This can be useful in situations where multicast traffic is not
feasible (for example when a firewall does not allow multicast packets).

On a non-broadcast interface, the routers at either end of this interface must configure non-broadcast interface type and the neighbor IP
address. There is no restriction on the number of routers sharing a non-broadcast interface (for example, through a hub/switch).

To configure an OSPF interface as a non-broadcast interface, you enable the feature on a physical interface or a VE, following the ip ospf
area statement, and then specify the IP address of the neighbor in the OSPF configuration. The non-broadcast interface configuration
must be done on the OSPF routers at either end of the link.

For example, the following commands configure VE 20 as a non-broadcast interface.

device (config)# int ve 20

device (config-vif-20)# ip address 10.1.20.4/24
device (config-vif-20)# ip ospf area 0

device (config-vif-20)# ip ospf network non-broadcast

The following commands specify 10.1.20.1 as an OSPF neighbor address. The address specified must be in the same sub-net as the
non-broadcast interface.

device (config)# router ospf
device (config-ospf-router) # neighbor 10.1.20.1

For example, to configure the feature in a network with three routers connected by a hub or switch, each router must have the linking
interface configured as a non-broadcast interface, and the two other routers must be specified as neighbors.

Configuring OSPF Graceful Restart

OSPF Graceful Restart can be enabled in the following configurations:

Configuring OSPF Graceful Restart for the Global Instance - In this configuration all OSPF neighbors other than those used
by VRFs are made subject to the Graceful Restart capability. The restart timer set globally does not apply to Graceful Restart on
a configured VRF.

Configuring OSPF Graceful Restart per VRF - In this configuration all OSPF neighbors for the specified VRF are made
subject to the Graceful Restart capability. The restart timer set for a specific VRF only applies to that VRF.

Configuring OSPF Graceful Restart for the global instance

OSPF Graceful restart can be configured for the global instance or for a specified Virtual Routing and Forwarding (VRF) instance.
Configuring OSPF Graceful restart for the global instance does not configure it for any VRFs. The following sections describe how to
enable the OSPF graceful restart feature for the global instance on a device.

Use the following command to enable the graceful restart feature for the global instance on a device.

device (config) # router ospf
device (config-ospf-router) # graceful-restart

Syntax: [no] graceful-restart
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Configuring OSPF Graceful Restart time for the global instance

Use the following command to specify the maximum amount of time advertised to a neighbor router to maintain routes from and
forward traffic to a restarting router.

device (config) router ospf
device (config-ospf-router) # graceful-restart restart-time 120

Syntax: [no] graceful-restart restart-time seconds
The seconds variable sets the maximum restart wait time advertised to neighbors.
Possible values are 10 - 1800 seconds.

The default value is 120 seconds.

Disabling OSPF Graceful Restart helper mode for the global instance

By default, a router supports other restarting routers as a helper. You can prevent your router from participating in OSPF Graceful Restart
by using the following command.

device (config) router ospf
device (config-ospf-router)# graceful-restart helper-disable

Syntax: [no] graceful-restart helper-disable
This command disables OSPF Graceful Restart helper mode.

The default behavior is to help the restarting neighbors.

Configuring OSPF Graceful Restart per VRF
The following sections describe how to enable the OSPF Graceful Restart feature on a specified VRF.
Use the following command to enable the graceful restart feature on a specified VRF.

device (config)# router ospf vrf blue
device (config-ospf-router) # graceful-restart

Syntax: [no] graceful-restart

Configuring OSPF Graceful Restart time per VRF

Use the following command to specify the maximum amount of time advertised to an OSPF neighbor router to maintain routes from
and forward traffic to a restarting router.

device (config) router ospf vrf blue
device (config-ospf-router) # graceful-restart restart-time 120

Syntax: [no] graceful-restart restart-time seconds
The seconds variable sets the maximum restart wait time advertised to OSPF neighbors of the VRF.
Possible values are 10 - 1200 seconds.

The default value is 60 seconds.
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Disabling OSPF Graceful Restart helper mode per VRF
You can prevent your router from participating in OSPF Graceful Restart with VRF neighbors by using the following command.

device (config) router ospf vrf blue
device (config-ospf-router) # graceful-restart helper-disable

Syntax: [no] graceful-restart helper-disable
This command disables OSPF Graceful Restart helper mode.

The default behavior is to help the restarting neighbors.

Configuring OSPF router advertisement
You can configure OSPF router advertisement in the router ospf mode orrouter ospf vrf mode as shown in the following examples.

device (config) # router ospf

device (config-ospf-router) # max-metric router-lsa all-vrfs on-startup 30 link all
device (config) # router ospf vrf blue

device (config-ospf-router) # max-metric router-lsa on-startup 30 link all

Syntax: [no] max-metric router-Isa [ all-vrfs ] [ on-startup { time | wait-for-bgp } ] [ summary-Isa metric-value ] [ external-lsa metric-
value ][ te-lsa metric-value ] [ all-Isas ] [ link { ptp | stub | transit | all } ]

The all-vrfs parameter specifies that the command will be applied to all VRF instances of OSPFv2.

NOTE
This command is supported only for VRFs that are already configured when the max-metric router-Isa all-vrfs command is
issued.

Any new OSPF instance configured after the max-metric configuration is completed requires that the max-metric command be
configured again to take in the new OSPF instance.

The on-startup parameter specifies that the OSPF router advertisement be performed at the next system startup. This is an optional
parameter.

When using the on-startup option you can set a time in seconds for which the specified links in Router LSA will be advertised with the
metric set to a maximum value of OxFFFF. Optional values for time are 5 to 86400 seconds. There is no default value for time.

The wait-for-bgp option for the on-startup parameter directs OSPF to wait for either 600 seconds or until BGP has finished route table
convergence (whichever event happens first), before advertising the links with the normal metric.

Using the link parameter you can specify the type of links for which the maximum metric is to be advertised. The default value is for
maximum metric to be advertised for transit links only. This is an optional parameter.

Additional options are supported that allow you to select the following LSA types and set the required metric:

The summary-Isa option specifies that the metric for all summary type 3 and type 4 LSAs will be modified to the specified metric-value
or the default value. The range of possible values for the metric-value variable are 1 to 16777214 (Hex: OxO0001 to OxOOFFFFFE).
The default value is 16711680 (Hex: OxOOFFOOOQQ).

The external-Isa option specifies that the metric for all external type 5 and type 7 LSAs will be modified to the specified metric-value or
a default value. The range of possible values for the metric-value variable are 1 to 16777214 (Hex: OxO0001 to OxOOFFFFFE). The
default value is 16711680 (Hex: OxOOFFO0QO0).

The te-Isa option specifies that the TE metric field in the TE metric sub tlv for all type 10 Opaque LSAs LINK TLV originated by the
router will be modified to the specified metric-value or a default value. The range of possible values for the metric-value variable are 1 to
4294967295 (Hex: OxO0001 to OxFFFFFFFF). The default value is 4294967295 (Hex: OxFFFFFFFF). This parameter only applies
to the default instance of OSPF.
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Examples
The following examples of the command max-metric router-Isa command demonstrate how it can be used:

The following command indicates that OSPF is being shutdown and that all links in the router LSA should be advertised with the value
OxFFFF and the metric value for all external and summary LSAs is set to OxFFOOOO until OSPF is restarted. This configuration will not
be saved.

device (config) # router ospf
device (config-ospf-router) # max-metric router-lsa external-lsa summary-lsa link all

The following command indicates that OSPF is being shutdown and that all links in the router LSA should be advertised with the value
OxFFFF and the metric value for all external and summary LSAs should be set to OxFFOOO0O until OSPF is restarted. Also, if OSPF TE
is enabled then all LINK TLVs advertised by the router in Opaque LSAs should be updated with the TE Metric set to OxFFFFFFFF and
the available bandwidth set to O. This configuration will not be saved.

device (config) # router ospf
device (config-ospf-router) # max-metric router-lsa all-lsas link all

The following command indicates that OSPF is being shutdown and that all links in the router LSA should be advertised with the value
OxFFFF and the metric value for all summary LSAs should be set to OxFFFFFE until OSPF is restarted. This configuration will not be
saved.

device (config) # router ospf
device (config-ospf-router) # max-metric router-lsa summary-lsa 16777214 link all

The following command turns off the advertisement of special metric values in all Router, Summary, and External LSAs.

device (config) # router ospf
device (config-ospf-router)# no max-metric router-lsa

Configuring OSPF shortest path first throttling

To set OSPF shortest path first throttling to the values in the previous example, use the following command.
device (config-ospf-router)# timer throttle spf 200 300 2000
Syntax: [no] timer throttle spf initial-delay hold-time max-hold-time
The initial-delay variable sets the initial value for the SPF delay in milliseconds. Possible values are between O and 65535 milliseconds.

The hold-time variable sets the minimum hold time between SPF calculations after the initial delay. This value will be doubled after hold-
time expires until the max-hold-time is reached. Possible values are between O and 65535 milliseconds.

The max-hold-time variable sets the maximum hold time between SPF calculations Possible values are between O and 65535
milliseconds.

NOTE
The hold time values that you specify are rounded up to the next highest 100 ms value. For example, any value between O and
99 will be configured as 100 ms.

Command replacement

This command overlaps in functionality with the timer throttle spf command which will be phased out. To use this command to replicate
the exact functionality of the timer throttle spf command configure it as shown in the following.

device (config-ospf-router) # timer throttle spf 1000 5000 5000
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Using the show ip ospf command you can display the current OSPF Router Advertisement configuration.

device# show ip ospf
OSPF Version

Version 2

Router Id 10.10.10.10
ASBR Status No

ABR Status No (0)
Redistribute Ext Routes from

External LSA Counter 5

External LSA Checksum Sum 0002460e
Originate New LSA Counter 5

Rx New LSA Counter 8

External LSA Limit 14447047

Database Overflow Interval 0
Database Overflow State
RFC 1583 Compatibility
Originating router-LSAs with maximum metric

NOT OVERFLOWED
Enabled

Condition: Always Current State: Active
Link Type: PTP STUB TRANSIT
Additional LSAs originated with maximum metric:

LSA Type Metric Value
AS-External 16711680
Type 3 Summary 16711680
Type 4 Summary 16711680
Opaque-TE 4294967295

Displaying OSPF information

You can display the following OSPF information:

Trap, area, and interface information
CPU utilization statistics

Area information

Neighbor information

Interface information

Route information

External link state information
Database Information

Link state information

Virtual Neighbor information
Virtual Link information

ABR and ASBR information

Trap state information

OSPF Point-to-Point Links

OSPF Graceful Restart information

OSPF Router Advertisement information
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Displaying general OSPF configuration information

To display general OSPF configuration information, enter the following command at any CLI level.

device# show ip ospf config

Router OSPF: Enabled

Nonstop Routing: Disabled

Graceful Restart: Disabled

Graceful Restart Helper: Enabled
Graceful Restart Time: 120

Graceful Restart Notify Time: O
Redistribution: Disabled

Default OSPF Metric: 50

OSPF Auto-cost Reference Bandwidth: Disabled
Default Passive Interface: Enabled
OSPF Redistribution Metric: Type2
OSPF External LSA Limit: 1447047

OSPF Database Overflow Interval: O
RFC 1583 Compatibility: Enabled
Router id: 10.95.11.128

Interface State Change Trap:

Virtual Interface State Change Trap:
Neighbor State Change Trap:

Virtual Neighbor State Change Trap:
Interface Configuration Error Trap:
Virtual Interface Configuration Error Trap:
Interface Authentication Failure Trap:

Virtual Interface Authentication Failure Trap:

Interface Receive Bad Packet Trap:

Virtual Interface Receive Bad Packet Trap:
Interface Retransmit Packet Trap:

Virtual Interface Retransmit Packet Trap:
Originate LSA Trap:

Originate MaxAge LSA Trap:

Link State Database Overflow Trap:

Link State Database Approaching Overflow Trap:

OSPF Area currently defined:
Area-ID Area-Type Cost

0 normal 0

OSPF Interfaces currently defined:
Ethernet Interface: 3/1-3/2

Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled

ip ospf md5-authentication-key-activation-wait-time 300

ip ospf cost 0
ip ospf area 0
Ethernet Interface: vl

ip ospf md5-authentication-key-activation-wait-time 300

ip ospf cost 0
ip ospf area O

Syntax: show ip ospf config

The information related to the OSPF interface state is shown in bold text in the previous output.

TABLE 18 show ip ospf config output descriptions
Field
Router OSPF
Nonstop Routing
Graceful Restart
Graceful Restart Helper
Graceful Restart Time
Graceful Restart Notify Time
Redistribution
Default OSPF Metric

212

Description

Shows whether or not the router OSPF is enabled.

Shows whether or not the non-stop routing is enabled.

Shows whether or not the graceful restart is enabled.

Shows whether or not the OSPF graceful restart helper mode is enabled.
Shows the maximum restart wait time advertised to neighbors.

Shows the graceful restart notification time.

Shows whether or not the redistribution is enabled.

Shows the default OSPF metric value.
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TABLE 18 show ip ospf config output descriptions (continued)

Field Description
OSPF Auto-cost Reference Bandwidth Shows whether or not the auto-cost reference bandwidth option is
enabled.
Default Passive Interface Shows whether or not the default passive interface state is enabled.
OSPF Redistribution Metric Shows the OSPF redistribution metric type, which can be one of the
following:
Typel
Type2
OSPF External LSA Limit Shows the external LSA limit value.
OSPF Database Overflow Interval Shows the database overflow interval value.
RFC 1583 Compatibility Shows whether or not the RFC 1583 compatibility is enabled.
Router id Shows the ID of the OSPF router.
OSPF traps Shows whether or not the following OSPF traps generation is enabled.

Interface State Change Trap

Virtual Interface State Change Trap
Neighbor State Change Trap

Virtual Neighbor State Change Trap
Interface Configuration Error Trap

Virtual Interface Configuration Error Trap
Interface Authentication Failure Trap

Virtual Interface Authentication Failure Trap
Interface Receive Bad Packet Trap

Virtual Interface Receive Bad Packet Trap
Interface Retransmit Packet Trap

Virtual Interface Retransmit Packet Trap
Originate LSA Trap

Originate MaxAge LSA Trap

Link State Database Overflow Trap

Link State Database Approaching Overflow Trap

Area-ID Shows the area ID of the interface.
Area-Type Shows the area type, which can be one of the following:
nssa
normal
stub
Cost Shows the cost of the area.
Ethernet Interface Shows the OSPF interface.
ip ospf md5-authentication-key-activation-wait-time Shows the wait time of the device until placing a new MDS key into effect.
ip ospf area Shows the area of the interface.
ip ospf cost Shows the overhead required to send a packet across an interface.

Displaying CPU utilization and other OSPF tasks

You can display CPU utilization statistics for OSPF and other tasks. To display CPU utilization statistics, enter the following command

device# show tasks
Task Name Pri State PC Stack Size CPU Usage (%) task id task vid
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idle 0 ready 00001904 04058fa0 4096
monitor 20 wait 0000d89c 0404bd80 8192
int 16 wait 0000d89c 04053f90 16384
timer 15 wait 0000d89c 04057f90 16384
dbg 30 wait 0000d89c 0404ff08 8192
flash 17 wait 0000d89c 0409ff90 8192
wd 31 wait 0000d89c 0409df80 8192
boot 17 wait 0000d89c 04203e28 65536
main 3 wait 0000d89c 2060cf38 65536

itc wait 0000d89c 20612ae8 16384

tmr wait 0000d89c 20627628 16384

ip rx wait 0000d89c 2062ff48 16384
scp wait 0000d89c 20635628 16384
console wait 0000d89c 2063e618 32768
vlan wait 0000d89c 20648618 16384
mac_mgr wait 0000d89c 20657628 16384
mrp mgr wait 0000d89c 2065c628 16384
vsrp wait 0000d89c 20663620 16384
snms wait 0000d89c 20667628 16384
rtm wait 0000d89c 20674628 16384
rtmé wait 0000d89c 2068a628 16384

ip tx ready 0000d89c 206a9628 16384
rip wait 0000d89c 20762628 16384

bgp wait 0000d89c 207e6628 16384
bgp_io wait 0000d89c 2082ef00 16384
ospf wait 0000d89c 20832628 16384

wait 0000d89c 2089ff10 16384
wait 0000d89c 208a3628 16384

ospf r calc
isis_task

PR RPRPRPRRPRRPRPRRERRRPRPRRRRPRPRRRRPRRPRPRERERRRPRRRPRPRERROO0O0O0O0OOO

isis_spf wait 0000d89c 208a8f10 16384
mcast wait 0000d89c 208ac628 16384
vrrp wait 0000d89c 208b4628 16384
ripng wait 0000d89c 208b9628 16384
ospf6 wait 0000d89c 208c3628 16384
ospf6_rt wait 0000d89c 208c7f08 16384
mcast6 wait 0000d89c 208cb628 16384
14 wait 0000d89c 208cf620 16384

stp wait 0000d89c 209a7620 16384

snmp wait 0000d89c 209c3628 32768
rmon wait 0000d89c 209cc628 32768

web wait 0000d89c 209d6628 32768

lacp wait 0000d89c 209da628 16384
dotlx wait 0000d89c 209e0620 16384

OO OO OO OO ODODODODODODODOOHODOODODODODODODODODODODODODODODODODODOOOOOoVv
OO OO OO OO ODODODODODODODODODODODODODODODODODODODODODODODODODODODODODOOOOOoOoO

(S0, I G, RC, INC, IS, NN C RNC, INC, NG, R E, INC, BN G, RE; RNC, INC RGN C, BNC, I G I E NG, NN, RN G G, INC, B G, RN C1 INC, BN, B G N C, NG, By e))

hw_access wait 0000d89c 209e6628 16384
Syntax: show tasks

The displayed information shows the following:

TABLE 19 show tasks output descriptions

Field Description

Task Name Name of task running on the device.

Pri Priority of the task in comparison to other tasks.
State Current state of the task.

pPC Current instruction for the task.

Stack Stack location for the task.

Size Stack size of the task.

CPU Usage (%) Percentage of the CPU being used by the task.
task id Task ID number assigned by the operating system.
task vid A memory domain ID.
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Displaying OSPF information

To display OSPF area information, enter the following command at any CLI level.

device# show ip ospf area

Indx Area Type Cost

1 0.0.0.0 normal O 1
2 10.147.60.0 normal O 1
3 10.147.80.0 stub 1 1

Syntax: show ip ospf area [ area-id ] [ num ]

The area-id parameter shows information for the specified area.

0
0
0

SPFR ABR ASBR LSA Chksum(Hex)

0000781f
0000feeb
000181cd

The num parameter identifies the position of the entry number in the area table.

TABLE 20 show ip ospf area output descriptions
This field
Index
Area

Type

Cost

SPFR

ABR

ASBR

LSA
Chksum(Hex)

Displays
The row number of the entry in the router's OSPF area table.
The area number.
The area type, which can be one of the following:
nssa
normal
stub
The area’s cost.
The SPFR value.
The ABR number.
The ABSR number.
The LSA number.

The checksum for the LSA packet. The checksum is based on all the fields
in the packet except the age field. The device uses the checksum to verify
that the packet is not corrupted.

Displaying OSPF neighbor information

To display OSPF neighbor information, enter the following command at any CLI level.

device# show ip ospf neighbor

Port Address Pri State

v10 10.1.10.1 1 FULL/DR 10.
vll 10.1.11.1 1 FULL/DR 10.
v12 10.1.12.1 1 FULL/DR 10.
v13 10.1.13.1 1 FULL/DR 10.
v14 10.1.14.1 1 FULL/DR 10.

Syntax: show ip ospf neighbor [ router-id ip-addr | num | extensive ]

1.

1
1.
1
1

Neigh Address
10.
11,
12.
.13,
.14.

2

2
2
2
2

Neigh ID E
10.
10.
10.
10.
10.

65.12.
65.12.
65.12.
65.12.
65.12.

el el
[SC; NE, I WS Y
NN NN NS
leNoNoNoNela]

The router-id jp-addr parameter displays only the neighbor entries for the specified router.

The num parameter displays only the entry in the specified index position in the neighbor table. For example, if you enter "1", only the first

entry in the table is displayed.

The extensive option displays detailed information about the neighbor.
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TABLE 21 show ip ospf neighbor output descriptions
Field

Port
Address

Pri

State

Neigh Address

216

Description

The port through which the device is connected to the neighbor.

The IP address of the port on which this device is connected to the

The OSPF priority of the neighbor.

For multi-access networks, the priority is used during election of
the Designated Router (DR) and Backup designated Router
(BDR).

For point-to-point links, this field shows one of the following
values:

1 = point-to-point link

3 = point-to-point link with assigned subnet

The state of the conversation between the device and the neighbor. This
field can have one of the following values:

Down - The initial state of a neighbor conversation. This value
indicates that there has been no recent information received
from the neighbor.

Attempt - This state is only valid for neighbors attached to non-
broadcast networks. It indicates that no recent information has
been received from the neighbor.

Init - A Hello packet has recently been seen from the neighbor.
However, bidirectional communication has not yet been
established with the neighbor. (The router itself did not appear in
the neighbor’s Hello packet.) All neighbors in this state (or
higher) are listed in the Hello packets sent from the associated
interface.

2-Way - Communication between the two routers is
bidirectional. This is the most advanced state before beginning
adjacency establishment. The Designated Router and Backup
Designated Router are selected from the set of neighbors in the
2-Way state or greater.

ExStart - The first step in creating an adjacency between the two
neighboring routers. The goal of this step is to decide which
router is the master, and to decide upon the initial Database
Description (DD) sequence number. Neighbor conversations in
this state or greater are called adjacencies.

Exchange - The router is describing its entire link state database
by sending Database Description packets to the neighbor. Each
Database Description packet has a DD sequence number, and
is explicitly acknowledged. Only one Database Description
packet can be outstanding at any time. In this state, Link State
Request packets can also be sent asking for the neighbor’s
more recent advertisements. All adjacencies in Exchange state
or greater are used by the flooding procedure. In fact, these
adjacencies are fully capable of transmitting and receiving all
types of OSPF routing protocol packets.

Loading - Link State Request packets are sent to the neighbor
asking for the more recent advertisements that have been
discovered (but not yet received) in the Exchange state.

Full - The neighboring routers are fully adjacent. These
adjacencies will now appear in router links and network link
advertisements.

The IP address of the neighbor.
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TABLE 21 show ip ospf neighbor output descriptions (continued)
Field Description

For point-to-point links, the value is as follows:
If the Pri field is "1", this value is the IP address of the neighbor
router’s interface.

If the Pri field is "3", this is the subnet IP address of the neighbor
router’s interface.

Neigh ID The neighbor router’s ID.
Ev The number of times the neighbor’s state changed.
Opt The sum of the option bits in the Options field of the Hello packet. This

information is used by Brocade technical support. Refer to Section A.2 in
RFC 2178 for information about the Options field in Hello packets.

Cnt The number of LSAs that were retransmitted.

Displaying OSPF interface information

To display OSPF interface information, enter the following command at any CLI level. The details of interface options are highlighted in
the output.

device# show ip ospf interface ethernet 2/1
eth 2/1 admin up, oper down, ospf enabled, state down
IP Address 1.1.78.8, Area 1
Database Filter: Not Configured
State down, Pri 1, Cost 1, Options ------ E-, Type broadcast Events 0
Timers (sec): Transmit 1, Retrans 5, Hello 10, Dead 40
If you specify an interface that is not configured within a specified VRF, then the following error message will display as shown in the
example below:

device# show ip ospf vrf one interface ethernet 1/1
Error: Interface(eth 1/1) not part of VRF (one)

NOTE
You cannot display multiple ports for any interfaces. For example, when displaying OSPF interface information on ethernet 1/1
only one port can displayed at a given time.

Syntax: show ip ospf [ vrf vi-name ] interface [ jp-addr] [ brief ] [ ethernet port | loopback number | tunnel number | ve number ]
The vrf vrf-name parameter displays information for VRF, or a specific vrf-name.

The ip-addr parameter displays the OSPF interface information for the specified IP address.

The brief parameter displays interface information in the brief mode.

The ethernet, loopback, tunnel, and ve parameters specify the interface for which to display information. If you specify an Ethernet
interface, you can also specify the port number associated with the interface. If you specify a loopback, tunnel, or VE interface, you can
also specify the number associated with the interface.

TABLE 22 show ip ospf interface output descriptions

This field Displays

Interface The type of interface type and the port number or number of the interface.

IP Address The IP address of the interface.

Area The OSPF area configured on the interface

Database Filter The router’s configuration for blocking outbound LSAs on an OSPF
interface.
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TABLE 22 show ip ospf interface output descriptions (continued)

This field

State

default

Pri

Cost

Options

Type

Events
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If Not Configured is displayed, there is no outbound LSA filter configured.
This is the default condition.

The state of the interface. Possible states include the following:

DR - The interface is functioning as the Designated Router for

OSPFv2.

BDR - The interface is functioning as the Backup Designated
Router for OSPFv2.

Loopback - The interface is functioning as a loopback interface.
P2P - The interface is functioning as a point-to-point interface.
Passive - The interface is up but it does not take part in forming

an adjacency.

Waiting - The interface is trying to determine the identity of the
BDR for the network.

None - The interface does not take part in the OSPF interface
state machine.

Down - The interface is unusable. No protocol traffic can be sent
or received on such a interface.

DR other - The interface is a broadcast or NBMA network on
which another router is selected to be the DR.

Active - The interface sends or receives all the OSPFv2 control
packets and forms the adjacency.

Shows whether or not the default passive state is set.
The interface priority.

The configured output cost for the interface.

OSPF Options (Bit7 - Bit0):

unused:1

opaque:1

summary:1
dont_propagate: 1
nssa:1

multicast:1

external route capable:1
tos:1

The area type, which can be one of the following:

Broadcast
Point to Point
non-broadcast
Virtual Link

OSPF Interface Event:

Interface_Up = Ox00
Wait_Timer = OxO1
Backup_Seen = 0x02
Neighbor_Change = Ox03
Loop_Indication = Ox04
Unloop_Indication = Ox05
Interface_Down = Ox06

Interface_Passive = Ox07
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TABLE 22 show ip ospf interface output descriptions (continued)
This field

Timer intervals

DR

BDR

Neighbor Count
Adjacent Neighbor Count
Neighbor:

Displaying OSPF information

Displays

The interval, in seconds, of the transmit-interval, retransmit-interval, hello-
interval, and dead-interval timers.

The router ID (IPv4 address) of the DR.

The router ID (IPv4 address) of the BDR.

The number of neighbors to which the interface is connected.
The number of adjacent neighbor routers.

The IP address of the neighbor.

Displaying OSPF interface brief information

The following command displays the OSPF database brief information.

device# show ip ospf interface brief
Number of Interfaces is 1
Interface Area IP Addr/Mask Cost State Nbrs (F/C)
eth 1/2 0 16.1.1.2/24 1 down 0/0
TABLE 23 show ip ospf interface brief output descriptions
This field
Interface
Area
IP Addr/Mask
Cost
State
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Displays

The interface through which the router is connected to the neighbor.
The OSPF Area that the interface is configured in.

The IP address and mask of the interface.

The configured output cost for the interface.

The state of the conversation between the router and the neighbor. This
field can have one of the following values:

Down - The initial state of a neighbor conversation. This value
indicates that there has been no recent information received
from the neighbor.

Attempt - This state is only valid for neighbors attached to non-
broadcast networks. It indicates that no recent information has
been received from the neighbor.

Init - A Hello packet has recently been seen from the neighbor.
However, bidirectional communication has not yet been
established with the neighbor. (The router itself did not appear in
the neighbor’s Hello packet.) All neighbors in this state (or
higher) are listed in the Hello packets sent from the associated
interface.

2-Way - Communication between the two routers is
bidirectional. This is the most advanced state before beginning
adjacency establishment. The Designated Router and Backup
Designated Router are selected from the set of neighbors in the
2-Way state or greater.

ExStart - The first step in creating an adjacency between the two
neighboring routers. The goal of this step is to decide which
router is the master, and to decide upon the initial Database
Description (DD) sequence number. Neighbor conversations in
this state or greater are called adjacencies.

Exchange - The router is describing its entire link state database
by sending Database Description packets to the neighbor. Each
Database Description packet has a DD sequence number, and
is explicitly acknowledged. Only one Database Description
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TABLE 23 show ip ospf interface brief output descriptions (continued)

This field

Nbrs(F/C)

Displays

packet can be outstanding at any time. In this state, Link State
Request packets can also be sent asking for the neighbor’s
more recent advertisements. All adjacencies in Exchange state
or greater are used by the flooding procedure. In fact, these
adjacencies are fully capable of transmitting and receiving all
types of OSPF routing protocol packets.

Loading - Link State Request packets are sent to the neighbor
asking for the more recent advertisements that have been
discovered (but not yet received) in the Exchange state.

Full - The neighboring routers are fully adjacent. These
adjacencies will now appear in router links and network link
advertisements

The number of adjacent neighbor routers. The number to the left of the "/*
are the neighbor routers that are fully adjacent and the number to the right
represents all adjacent neighbor routers.

Displaying OSPF route information

To display OSPF route information, enter the following command at any CLI level.

device# show ip ospf route
OSPF Area 0x00000000 ASBR Routes 1:

Destination Mask
10.65.12.1 255.255.255.255
Adv_Router Link State
10.65.12.1 10.65.12.1
Paths Out_Port Next Hop
1 v49 10.1.49.2
2 vl2 10.1.12.2
3 vlil 10.1.11.2
4 v10 10.1.10.2
OSPF Area 0x00000041 ASBR Routes 1:
Destination Mask
10.65.12.1 255.255.255.255
Adv_Router Link_State
10.65.12.1 10.65.12.1
Paths Out Port Next Hop
1 v204 10.65.5.251
2 v201 10.65.2.251
3 v202 10.65.3.251
4 v205 10.65.6.251
OSPF Area Summary Routes 1:
Destination Mask
10.65.0.0 255.255.0.0
Adv_Router Link_State
10.1.10.1 0.0.0.0
Paths Out_Port Next Hop
1 1/1 0.0.0.0
OSPF Regular Routes 208:
Destination Mask
10.1.10.0 255.255.255.252
Adv_Router Link State
10.1.10.1 10.1.10.2
Paths Out_Port Next Hop
1 v10 0.0.0.0
Destination Mask
10.1.11.0 255.255.255.252
Adv_Router Link State
10.1.10.1 10.1.11.2
Paths Out_Port Next Hop
1 vll 0.0.0.0
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Path_ Cost
1

Dest Type
Asbr

Type

OSPF

OSPF

OSPF

OSPF

Path Cost
1
Dest_Type
Asbr

Type

OSPF

OSPF

OSPF

OSPF

Path Cost
0

Dest Type
Network
Type
DIRECT

Path Cost
1

Dest Type
Network
Type

OSPF
Path_ Cost
1

Dest Type
Network
Type

OSPF

Type2 Cost Path Type

0 Intra

State Tag Flags
Valid 0 6000
State

21 01

21 01

21 01

00 00

Type2 Cost Path Type

0 Intra

State Tag Flags
Valid 0 6000
State

21 01

20 di

20 cd

00 00

Type2 Cost Path Type

0 Inter

State Tag Flags
Valid 0 0000
State

00 00

Type2 Cost Path Type

0 Intra

State Tag Flags
Valid 0 0000
State

00 00

Type2 Cost Path Type

0 Intra

State Tag Flags
Valid 0 0000
State

00 00
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Syntax: show ip ospf routes [ jp-addr ]

The ip-addr parameter specifies a destination IP address. If you use this parameter, only the route entries for that destination are shown.

TABLE 24 show ip ospf routes output descriptions

This field Displays

Destination The IP address of the route’s destination.

Mask The network mask for the route.

Path_Cost The cost of this route path. (A route can have multiple paths. Each path
represents a different exit port for the device.)

Type2_Cost The type 2 cost of this path.

Path_Type The type of path, which can be one of the following:

- Inter - The path to the destination passes into another area.

- Intra - The path to the destination is entirely within the local
area.

- Externall - The path to the destination is a type 1 external
route.

- External2 - The path to the destination is a type 2 external
route.

Adv_Router The OSPF router that advertised the route to this device.
Link-State The link state from which the route was calculated.

Dest_Type The destination type, which can be one of the following:

- ABR - Area Border Router
- ASBR - Autonomous System Boundary Router
- Network - the network

State The route state, which can be one of the following:

- Changed
- Invalid
- Valid

This information is used by Brocade technical support.

Tag The external route tag.
Flags State information for the route entry. This information is used by Brocade
technical support.
Paths The number of paths to the destination.
Out_Port The router port through which the device reaches the next hop for this
route path.
Next_Hop The IP address of the next-hop router for this path.
Type The route type, which can be one of the following:
- OSPF
- Static Replaced by OSPF
State State information for the path. This information is used by Brocade

technical support.

Displaying the routes that have been redistributed into OSPF

You can display the routes that have been redistributed into OSPF. To display the redistributed routes, enter the following command at
any level of the CLI.
device# show ip ospf redistribute route

4.3.0.0 255.255.0.0 static
3.1.0.0 255.255.0.0 static
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10.11.61.0 255.255.255.0 connected
4.1.0.0 255.255.0.0 static

In this example, four routes have been redistributed. Three of the routes were redistributed from static IP routes and one route was

redistributed from a directly connected IP route.

Syntax: show ip ospf redistribute route [ ip-addr jp-mask ]

The ip-addr ip-mask parameter specifies a network prefix and network mask. Here is an example.

Brocade#show ip ospf redistribute route 192.213.1.
metric 10 connected

192.213.1.0 255.255.255.254 fwd 0.0.0.0 (0)

0 255.255.255.254

Displaying OSPF database information

The following command displays the OSPF database.

device#show ip ospf database
Graceful Link States

Area Interface Adv Rtr
0 eth 1/2 10.2.2.2 7

Age Seg(Hex) Prd Rsn

80000001 60

Router Link States

Index ArealD Type LS ID Adv Rtr
1 0 Rtr 10.2.2.2 10.2.2.2
2 0 Rtr 10.1.1.1 10.1.1.1
3 0 Net 10.1.1.2 10.2.2.2
4 0 OpAr 10.0.0.3 10.1.1.1
5 0 OpAr 10.0.0.2 10.2.2.2
6 10.111.111.111 Rtr 10.1.1.1 10.1.1.1
7 10.111.111.111 Summ 10.1.1.1 10.1.1.1
8 10.111.111.111 OpAr 10.0.0.2 10.1.1.1
Type-5 AS External Link States

Index Age LS ID Router Netmask Metric

1 147 10.9.1.13 10.1.1.1 ffffffff 0000000a
2 147 10.9.1.26 10.1.1.1 ffffffff 0000000a

Syntax: show ip ospf database

TABLE 25 show ip ospf databaseoutput descriptions
This field

Area

Interface

Prd

Rsn

Nbr Intf IP

222

Nbr Intf IP
Sw 10.1.1.2

Seq (Hex) Age Cksum
80000003 93 Oxacéc
80000005 92 0x699%e
80000002 93 0xbd73
80000005 83 0x48e7
80000006 80 0x50da
80000004 142 0x0a38
80000001 147 0x292b
80000002 179 0x063f

Flag Fwd Address
0000 0.0.0.0
0000 0.0.0.0

Displays
The OSPF area that the interface configured for OSPF graceful restart is
in.

The interface that is configured for OSPF graceful restart.

Grace Period: The number of seconds that the router’s neighbors should
continue to advertise the router as fully adjacent, regardless of the state of
database synchronization between the router and its neighbors. Since this
time period began when grace-LSA's LS age was equal to O, the grace
period terminates when either:

. the LS age of the grace-LSA exceeds the value of a Grace
Period

. the grace-LSA is flushed

Graceful restart reason: The reason for the router restart defined as one of
the following:

. UK - unknown
. RS - software restart
. UP - software upgrade or reload

. SW - switch to redundant control processor

The IP address of the OSPF graceful restart neighbor.
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TABLE 25 show ip ospf databaseoutput descriptions (continued)

This field Displays

Index ID of the entry.

Aging The age of the LSA in seconds.

Area ID ID of the OSPF area.

Type Link state type of the route.

LS ID The ID of the link-state advertisement from which the router learned this
route

Adv Ritr ID of the advertised route.

Seq (Hex) The sequence number of the LSA. The OSPF neighbor that sent the LSA

stamps the LSA with a sequence number. This number enables the device
and other OSPF routers to determine which LSA for a given route is the
most recent.

Age The age of the LSA in seconds.

Chksum The checksum for the LSA packet. The checksum is based on all the fields
in the packet except the age field. The device uses the checksum to verify
that the packet is not corrupted.

Router The router IP address.

Netmask The subnet mask of the network.

Metric The cost (value) of the route.

Flag State information for the route entry. This information is used by Brocade

technical support.

Displaying OSPF external link state information

To display the details of the external link state information for LSA with options, enter the following command at any CLI level. The
options are highlighted under the LSA Header.

device#show ip ospf database external-link-state extensive

AS-external LSA

Index Age LS ID Router Netmask Metric Flag Fwd Address SyncState
1 1064 5.1.1.0 21.21.21.21 f£££££00 0000000a 0000 0.0.0.0 Done
LSA Header: age: 1064, options: ------- E-, seg-nbr: 0x80000001, length: 36

NetworkMask: 255.255.255.0

TOS 0: metric type: 2, metric: 10
forwarding address: 0.0.0.0
external route tag: 0

Syntax:show ip ospf [vrf vrf-name] database external-link-state [ advertise num | extensive | link-state-id A.B.C.D | router-id A.B.C.D |
sequence-number num(Hex)]

The vrf vrf-name parameter displays information for a VRF, or a specific vrf-name.

The advertise num parameter displays the decoded data in the specified LSA packet. The num parameter identifies the LSA packet by
its position in the router’s External LSA table. To determine an LSA packet’s position in the table, enter the show ip ospf external-link-
state command to display the table.

The extensive option displays the LSAs in the decoded format.

NOTE
You cannot use the extensive option in combination with other display options. The entire database is displayed.

The link-state-id A.B.C.D parameter displays the External LSAs for the LSA source specified by A.B.C.D (link state ID).
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The router-id A.B.C.D (advertising router ID) parameter shows the External LSAs for the specified OSPF router.

The sequence-number num(Hex) parameter displays the External LSA entries for the specified hexadecimal LSA sequence number.

TABLE 26 show ip ospf database external-link-state output descriptions

This field Displays

Area ID ID of the OSPF area.

Type LS ID Link state type of the route. The ID of the link-state advertisement.

Adv Rtr ID of the advertising router.

Seq(Hex) The sequence number of the LSA. The OSPF neighbor that sent the LSA
stamps the LSA with a sequence number. This number enables the device
and other OSPF routers to determine which LSA for a given route is the
most recent.

Age The age of the LSA in seconds.

Chksum The checksum for the LSA packet. The checksum is based on all the fields
in the packet except the age field. The device uses the checksum to verify
that the packet is not corrupted.

SyncState This field indicates whether the synchronization is complete or not.

The following tables display the OSPF options, flags, and their abbreviations.

TABLE 27 OSPF option descriptions

BIT Displayed as Description

0 - -

1 E External route capable

2 M Multicast

3 N/P N-NSSA translation capable (router LSA), P -
translate to type-5 LSA.

4 D Do not propagate bit.

5 Dc Demand Circuit

6 O Opaque LSA Capable

7 Dn Down Bit

Displaying OSPF database-summary information

To display database-summary information, enter the following command at any CLI level.

device#show ip ospf database database-summary

Area ID Router Network Sum-Net Sum-ASBR NSSA-Ext Opg-Area Subtotal
0.0.0.0 104 184 19 42 0 349
AS External 308
Total 104 184 19 42 0 657

Syntax: show ip ospf database database-summary

TABLE 28 show ip ospf database database-summary output descriptions

This field

Displays

Area ID

The area number.
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TABLE 28 show ip ospf database database-summary output descriptions (continued)

This field Displays

Router The number of router link state advertisements in that area.

Network The number of network link state advertisements in that area.

Sum-Net The number of summary link state advertisements in that area.

Sum-ASBR The number of summary autonomous system boundary router (ASBR)
link state advertisements in that area

NSSA-Ext The number of not-so-stubby

Opg-area the number of Type-10 (area-scope) Opaque LSA.s

Displaying OSPF database link state information

To display the details of the extensive link state information for LSA with options and flags, enter the following command at any CLI level.
The options and flags are highlighted under the LSA Header.

device#show ip ospf database link-state extensive
Router LSA:

Area ID Type LS ID Adv Rtr Seqg(Hex) Age Cksum SyncState
0 Rtr 21.21.21.21 21.21.21.21 80000006 338 0xcdl3 Done
LSA Header: options: ------- E-, seg-nbr: 0x80000006, length: 60, flags:----- EB
link id = 31.31.31.31, link data = 106.50.50.10, type = virtual (4)
tos count = 0, tos0 metric =1

link id = 106.10.10.10, link data = 106.10.10.10, type = transit(2)
tos count = 0, tos0 metric = 1
link id = 106.20.20.10, link data = 106.20.20.10, type = transit(2)
tos count = 0, tos0 metric =1

Network LSA:

Area ID Type LS ID Adv Rtr Seq (Hex) Age Cksum SyncState
0 Net 106.20.20.10 21.21.21.21 80000002 353 0x6285 Done
LSA Header: options: ------- E-, seg-nbr: 0x80000002, length: 32

NetworkMask: 255.255.255.0
attached router: 21.21.21.21
attached router: 11.11.11.11

NSSA LSA:
Area ID Type LS ID Adv Rtr Seq(Hex) Age Cksum SyncState
2 NSSA 2.0.0.0 130.130.130.3 80000001 426 0x780b Done

LSA Header: age: 426, options: ----- P---, seg-nbr: 0x80000001, length: 36

NetworkMask: 255.255.255.0
TOS 0: metric type: 2, metric: 10
forwarding_ address: 106.30.30.10
external route tag: 0
Syntax:show ip ospf [ vrf vrf-name] database link-state [ advertise num | asbr [ jp-addr ][ adv-router jp-addr] | extensive |link-state-
id ip-addr | network [ ip-addr ] [ adv-router ip-addr] | nssa [ jp-addr] [ adv-router ip-addr ] | router [ ip-addr ] [ adv-router jp-adar] |
router-id ip-addr | self-originate | sequence-number num(Hex) | summary [ ip-addr ] [ adv-router jp-addr ]

The vrf vrf-name parameter displays information for a VRF, or a specific vrf-name.

The advertise num parameter displays the decoded data in the specified LSA packet. The num parameter identifies the LSA packet by
its position in the router’s LSA table. To determine an LSA packet’s position in the table, enter the show ip ospf link-state command to
display the table.

The asbr option shows ASBR LSAs.

The extensive option displays the LSAs in the decoded format.

NOTE
You cannot use the extensive option in combination with other display options. The entire database is displayed.
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The link-state-id A.B.C.D parameter displays the LSAs for the LSA source specified by A.B.C.D (link state ID).

The network option shows network LSAs.

The nssa option shows NSSA LSAs.

The router-id A.B.C.D (advertising router ID) parameter shows the LSAs for the specified OSPF router.

The sequence-number num parameter displays the LSA entries for the specified hexadecimal LSA sequence number.

The self-originate option shows self-originated LSAs.

TABLE 29 show ip ospf database link-state output descriptions
This field

Area ID
Type LS ID
Adv Rir
Seq(Hex)

Age

Cksum

SyncState

Displays

ID of the OSPF area
Type and ID of the link state advertisement.
ID of the advertising router.

The sequence number of the LSA. The OSPF neighbor that sent the LSA
stamps the LSA with a sequence number. This number enables the device
and other OSPF routers to determine which LSA for a given route is the
most recent.

The age of the LSA in seconds.

The checksum for the LSA packet. The checksum is based on all the fields
in the packet except the age field. The device uses the checksum to verify
that the packet is not corrupted.

This field indicates whether the synchronization is complete or not.

The following tables display the OSPF options, flags, and their abbreviations.

TABLE 30 OSPF option descriptions
BIT Displayed as
E
M
N/P

Wi NN O

Dc

N oo BN

Dn

TABLE 31 Router LSA flag descriptions

BIT Displayed as
0 B

1 E

2 V

3 -

4 Nt

5 -
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Description
External route capable
Multicast

N-NSSA translation capable (router LSA), P -
translate to type-5 LSA.

Do not propagate bit.
Demand Circuit
Opaque LSA Capable
Down Bit

Description
Area Border Router
External route capable

Virtual Link

NSSA translator
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Displaying OSPF information

BIT Displayed as

Description

6 -

7 -

Displaying OSPF ABR and ASBR information

To display OSPF ABR and ASBR information, enter the following command at any CLI level.

device# show ip ospf border-routers

Syntax: show ip ospf border-routers [ jp-addr ]

The ip-addrip-addr parameter displays the ABR and ASBR entries for the specified IP address.

device# show ip ospf border-routers

router ID router type next hop router outgoing interface Area
1 10.65.12.1 ABR 10.1.49.2 v49 0
1 10.65.12.1 ASBR 10.1.49.2 v49 0
1 10.65.12.1 ABR 10.65.2.251 v201 65
1 10.65.12.1 ASBR 10.65.2.251 v201 65
Syntax: show ip ospf border-routers
TABLE 32 show ip ospf border-routersoutput descriptions
This field Displays
(Index) Displayed index number of the border router.
Router ID ID of the OSPF router
Router type Type of OSPF router: ABR or ASBR

Next hop router

ID of the next hop router

Outgoing interface

ID of the interface on the router for the outgoing route.

Area

ID of the OSPF area to which the OSPF router belongs

Displaying OSPF trap status

All traps are enabled by default when you enable OSPF.

To display the state of each OSPF trap, enter the following command at any CLI level.

device# show ip ospf trap

Interface State Change Trap:

Virtual Interface State Change Trap:

Neighbor State Change Trap:

Virtual Neighbor State Change Trap:

Interface Configuration Error Trap:

Virtual Interface Configuration Error Trap:
Interface Authentication Failure Trap:

Virtual Interface Authentication Failure Trap:
Interface Receive Bad Packet Trap:

Virtual Interface Receive Bad Packet Trap:
Interface Retransmit Packet Trap:

Virtual Interface Retransmit Packet Trap:
Originate LSA Trap:

Originate MaxAge LSA Trap:

Link State Database Overflow Trap:

Link State Database Approaching Overflow Trap:

Syntax: show ip ospf trap
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Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled

227



Displaying OSPF information

Viewing Configured OSPF point-to-point links

You can use the show ip ospf interface command to display OSPF point-to-point information. Enter the following command at any CLI

level.

device# show ip ospf interface 192.168.1.1
Ethernet 2/1,0SPF enabled

IP Address 192.168.1.1,
OSPF state ptr2ptr,
Timers (sec): Transit 1,
DR: Router ID 0.0.0.0 Interface Address 0.0.0.0
BDR: Router ID 0.0.0.0 Interface Address 0.0.0.0
Adjacent Neighbor Count= 1

Neighbor Count =

Neighbor: 2.2.2.2
Authentication-Key:None
MD5 Authentication:

Syntax: show ip ospf interface [ ip-addr ]

Key-Id None,

Type pt-2-pt Events 1

Auth-change-wait-time 300

The ip-addr parameter displays the OSPF interface information for the specified IP address.

TABLE 33 show ip ospf interfaceoutput descriptions

This field

Displays

IP Address

The IP address of the interface.

OSPF state

The OSPF state of the interface.

Pri

The router priority.

Cost

The configured output cost for the interface.

Options

OSPF Options (Bit7 - BitO):
unused:1
opaque:1
summary:1
dont_propagate:1
nssa:1
multicast:1
externals:1
tos:1

Type

The area type, which can be one of the following:
Broadcast = OxO1
NBMA = 0x02
Point to Point = Ox03
Virtual Link = Ox04
Point to Multipoint = Ox05

Events

OSPF Interface Event:
Interface_Up = Ox00
Wait_Timer = OxO1
Backup_Seen = Ox02
Neighbor_Change = Ox03
Loop_Indication = Ox04
Unloop_Indication = Ox05
Interface_Down = Ox06

Interface_Passive = 0x07

Adjacent Neighbor Count

The number of adjacent neighbor routers.
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TABLE 33 show ip ospf interfaceoutput descriptions (continued)

Displaying OSPF information

This field

Displays

Neighbor:

The IP address of the neighbor.

Displaying OSPF virtual neighbor and link information

You can display OSPF virtual neighbor and virtual link information.

You can display OSPF virtual neighbor and virtual link information. The show run output shows the configuration in the example.

device# show run

Current configuration:
I

ver V2.

2.1T143
module 1 rx-bi-lg-24-port-fiber
module 2 rx-bi-10g-4-port
module 6 rx-bi-10g-4-port
module 7 rx-bi-lg-24-port-copper

!
1
no spanning-tree
!

vlan 1 name DEFAULT-VLAN
|
!
clock summer-time
clock timezone us Pacific
hostname R11-RX8
router ospf
area 2
area 1
area 1 virtual-link 10.1.1.10
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FIGURE 16 OSPF virtual neighbor and virtual link example
Area 0 3A4
71 |1 131.1.1.10/16

6/1 [135.14.1.10/16

Area 1
Area 2 | 3A1

1/17 |135.14.1.1/16 7/23 [8.11.1.1/8

51 Area 1 6/2
27.14.1.27/8 27.11.1.27/8

Displaying OSPF virtual neighbor
Use the show ip ospf virtual neighbor command to display OSPF virtual neighbor information.

device# show ip ospf virtual neighbor

Indx Transit Area Router ID Neighbor address options
1 1 131.1.1.10 135.14.1.10 2
Port Address state events count
6/2 27.11.1.27 FULL 5 0

Syntax: show ip ospf virtual neighbor [ num |

The num parameter displays the table beginning at the specified entry number.
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Displaying OSPF virtual link information
Use the show ip ospf virtual link command to display OSPF virtual link information.

device# show ip ospf virtual link

Indx Transit Area Router ID Transit (sec) Retrans (sec) Hello(sec)
1 1 131.1.1.10 1 5 10

Dead (sec) events state Authentication-Key

40 1 ptr2ptr None

MD5 Authentication-Key: None

MD5 Authentication-Key-Id: None

MD5 Authentication-Key-Activation-Wait-Time: 300

Syntax: show ip ospf virtual link [ num ]

The num parameter displays the table beginning at the specified entry number.

Clearing OSPF neighbors

You can clear all OSPF neighbors or a specified OSPF neighbor using the following command.
device# clear ip ospf neighbor all

Syntax: clear ip ospf neighbor { all | ip-address }

Selecting the all option clears all of the OSPF neighbors on the router.

The ip-address variable allows you to clear a specific OSPF neighbor.

Displaying OSPF Graceful Restart information
To display OSPF Graceful Restart information for OSPF neighbors use the show ip ospf neighbors command as shown in the following.

device#show ip ospf neighbors

Port Address Pri State Neigh Address Neigh ID Ev Opt Cnt
2/1 50.50.50.10 0 FULL/OTHER 50.50.50.1 10.10.10.30 21 66 O
< in graceful restart state, helping 1, timer 60 sec >

Use the following command to display Type 9 Graceful LSAs on a router.

device#show ip ospf database grace-link-state

Graceful Link States

Area Interface Adv Rtr Age Seq(Hex) Prd Rsn Nbr Intf IP
0 eth 1/2 2.2.2.2 17 80000001 60 SwW 6.1.1.2

TABLE 34 show ip ospf database grace-link-state output descriptions

This field Displays

Area The OSPF area that the interface configured for OSPF graceful restart is
in.

Interface The interface that is configured for OSPF graceful restart.

Adv Ritr ID of the advertised route.

Age The age of the LSA in seconds.

Seq(Hex) The sequence number of the LSA. The OSPF neighbor that sent the LSA

stamps the LSA with a sequence number. This number enables the device
and other OSPF routers to determine which LSA for a given route is the
most recent.

Prd Grace Period: The number of seconds that the router’s neighbors should
continue to advertise the router as fully adjacent, regardless of the state of
database synchronization between the router and its neighbors. Since this
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TABLE 34 show ip ospf database grace-link-state output descriptions (continued)

This field Displays
time period began when grace-LSA's LS age was equal to O, the grace
period terminates when either:
+  the LS age of the grace-LSA exceeds the value of a Grace
Period
+  the grace-LSA is flushed.
Rsn Graceful restart reason: The reason for the router restart defined as one of
the following:
. UK - unknown
. RS - software restart
. UP - software upgrade or reload
. SW - switch to redundant control processor
Nbr Intf IP The IP address of the OSPF graceful restart neighbor.

Displaying OSPF Router Advertisement information

Using the show ip ospf command you can display the current OSPF Router Advertisement configuration. The text show below in bold is

displayed for an OSPF Router Advertisement configuration.

device# show ip ospf

OSPF Version Version 2

Router Id 10.10.10.10
ASBR Status No

ABR Status No (0)
Redistribute Ext Routes from

External LSA Counter 5

External LSA Checksum Sum 0002460e
Originate New LSA Counter 5

Rx New LSA Counter 8

External LSA Limit 14447047
Database Overflow Interval 0

Database Overflow State NOT OVERFLOWED
RFC 1583 Compatibility : Enabled
Originating router-LSAs with maximum metric

Condition: Always Current State: Active

Link Type: PTP STUB TRANSIT

Additional LSAs originated with maximum metric:

LSA Type Metric Value
AS-External 16711680
Type 3 Summary 16711680
Type 4 Summary 16711680
Opaque-TE 4294967295

Multi-Service IronWare version 03.5.00 enhances the show ip ospf command to display LSAs that have been configured with a

maximum metric.

Displaying the OSPF area translator status information

Run the show ip ospf area command at the OSPF router level, to display the status of the area translator..

device
device

(config) # router ospf
(config-ospf-router) # show ip ospf area

Number of Areas 1s 3, NSSA area 2

Indx Area Type Cost SPFR ABR ASBR LSA Chksum (Hex) Translator
1 1 nssa 1 56 1 1 10802 153598b6 Candidate
2 0 normal O 56 0 0 4 0001alfo -=

3 2 nssa 7 56 0 0 798 018c972d Elected
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TABLE 35 show ip ospf area output descriptions

This field Displays
Indx The row number of the entry in the router's OSPF area table.
Area The area number.
Type The area type, which can be one of the following:
nssa
normal
stub
Cost The area’s cost.
SPFR The SPFR value. Number of times the SPF has run for this area.
ABR The ABR number.
ASBR The ASBR number.
LSA The LSA number.
Chksum (hex) The checksum for the LSA packet. The checksum is based on all the fields

in the packet except the age field. The device uses the checksum to verify
that the packet is not corrupted.

Translator The translator role. The types of translator roles are:
Candidate
Elected

Clearing OSPF information

You can use the clear ip ospf commands to clear OSPF data on an router as described in the following:
Neighbor information
Reset the OSPF process
+  Clear and re-add OSPF routes

Clearing OSPF neighbors

You can use the following command to delete and relearn all OSPF neighbors, all OSPF neighbors for a specified interface or a specified
OSPF neighbor.

device# clear ip ospf neighbor all
Syntax: clear ip ospf [ vrf vif-name ] neighbor all [ interface ] | interface | ip-address [ interface ]
Selecting the all option without specifying an interface clears all of the OSPF neighbors on the router.

The interface variable specifies the interface that you want to clear all of the OSPF neighbors on. The following types of interfaces can be
specified:

+  ethernet slot/port

+  tunnel tunnel-ID

veve-/D

The ip-address variable allows you to clear a specific OSPF neighbor.
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Disabling and re-enabling the OSPF process

You can use the following command to disable and re-enable the OSPF process on a router.
device# clear ip ospf all

Syntax: clear ip ospf [ vrf vrf-name] all

This command resets the OSPF process and brings it back up after releasing all memory used while retaining all configurations.

Clearing OSPF routes

You can use the following command to clear all OSPF routes or to clear a specific OSPF route.
device# clear ip ospf routes all

Syntax: clear ip ospf [ vrf vi-name ] routes { all | ip-address/prefix-length }

Selecting the all option resets the OSPF routes including external routes, and OSPF internal routes.

The ip-address and prefix-length variables specify a particular route to delete and then reschedules the SPF calculation.
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1S-IS (IPv4)
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Table 36 displays the individual Brocade devices and the IPv4 IS-IS features they support.

TABLE 36 Supported Brocade IPv4 IS-IS features

TrgQEring the TOULET 10 TUN SPF ...
«  Clearing IS-IS information
«  Clearing a specified LSP from IS-IS database

Features Brocade Netlron = Brocade Netlron = Brocade Netlron | Brocade Netlron = Brocade Netlron = Brocade Netlron | Brocade Netlron
supported XMR Series MLX Series CES Series CES Series CES Series CER Series CER Series
Series 2000 Series 2000 Series 2000 Series 2000 Series 2000 Series
BASE package = ME_PREM L3_PREM Base package Advanced
package package Services
package
IS-IS Yes Yes No Yes Yes Yes Yes
Level-1 Routing | Yes Yes No Yes Yes Yes Yes
Level-2 Routing | Yes Yes No Yes Yes Yes Yes
Restart helper- | Yes Yes No Yes Yes Yes Yes
mode
Broadcast Yes Yes No Yes Yes Yes Yes
Pseudonode
Three-Way Yes Yes No Yes Yes Yes Yes
Handshake for
Point-to-Point
Adjacencies
IS-IS PSPF Yes Yes No Yes Yes Yes Yes
Exponential
back-off
New encryption | Yes Yes No No No No No
code for
passwords,
authentication
keys, and
community
strings
IS-1S Flooding Yes Yes No Yes Yes Yes Yes
IS-IS Point-to- Yes Yes No Yes Yes Yes Yes
Point over
Ethernet
IS-IS over a Yes Yes No No No No No
GRE IP Tunnel
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TABLE 36 Supported Brocade IPv4 1S-1S features (continued)

Features
supported

Formation of
Adjacencies

IS-IS Blackhole
Avoidance
(Setting the
Overload Bit)

Priority for
Designated IS
Election

Limiting Access
to Adjacencies
With a Neighbor

Changing the
IS-IS Level on
an Interface

Disabling and

Enabling Hello
Padding on an
Interface

Displaying IPv4
IS-IS
Information

IS-IS SPF
Scaling

Disabling and
enabling IS-IS
graceful restart
helper mode

IS-IS interface
metric
enhancement

IS-IS reverse
metric

Brocade Netlron
XMR Series
Series

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Brocade Netlron
MLX Series

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Brocade Netlron
CES Series
2000 Series
BASE package

No

No

No

No

No

No

No

No

No

No

No

Brocade Netlron
CES Series
2000 Series
ME_PREM
package

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

Yes

Yes

Yes

Brocade Netlron
CES Series
2000 Series
L3_PREM
package

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Brocade Netlron
CER Series
2000 Series
Base package

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Brocade Netlron
CER Series
2000 Series
Advanced
Services
package

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

Yes

Yes

Yes

The Intermediate System to Intermediate System (IS-IS) protocol is a link-state Interior Gateway Protocol (IGP) that is based on the
International Standard for Organization/International Electrotechnical Commission (ISO/IEC) Open Systems Internet Networking model
(OSI). In IS-1S, an intermediate system (router) is designated as either a Level 1 or Level 2 router. A Level 1 router routes traffic only
within the area in which the router resides. A Level 2 router routes traffic between areas within a routing domain.

The implementation of IS-IS is based on the following specifications and draft specifications:

ISO/IEC 10589 - "Information Technology - Telecommunication and information exchange between systems - Intermediate
system to Intermediate system intra-domain routing information exchange protocol for use in conjunction with the protocol for
providing the connection less-mode Network Service (ISO 8473)", 1992

ISO/IEC 8473 - "Information processing systems - Data Communications - Protocols for providing the connectionless-mode
network service’, 1988
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ISO/IEC 9542 - "Information Technology - Telecommunication and information exchange between systems - End system to
Intermediate system intra-domain routing information exchange protocol for use in conjunction with the protocol for providing
the connection less-mode Network Service (ISO 8473)", 1988

RFC 1195 - "Use of OSI IS-IS for Routing in TCP/IP and Dual Environments’, 1990.
RFC 2763 - "Dynamic Host Name Exchange Mechanism for IS-IS", 2000.
RFC 2966 - "Domain-wide Prefix Distribution with Two-Level IS-IS", 2000

RFC 3373 - "Three-Way Handshake for Intermediate System to Intermediate System (IS-1S) Point-to-Point Adjacencies”,
2002

Portions of the Internet Draft "IS-IS extensions for Traffic Engineering” draft-ieff-isis-traffic-02.txt (dated 2000). that describe
the Extended IP reachability type-length-value (TLV type 135) and the extended Intermediate System (IS) reachability TLV (TLV
type 22). These portions provide support for the wide metric version of IS-IS. No other portion is supported on Brocade's
implementation of IS-IS.

NOTE
The Brocade device does not support routing of Connectionless-Mode Network Protocol (CLNP) packets. The Brocade device
uses IS-IS for TCP/IP only.

Relationship to IP route table

The IS-IS protocol has the same relationship to the Brocade device’s IP route table that OSPF has to the IP route table. The IS-IS routes
are calculated and first placed in the IS-IS route table. The routes are then transferred to the IP route table.

The protocol sends the best IS-IS path for a given destination to the IP route table for comparison to the best paths from other protocols
to the same destination. The CPU selects the path with the lowest administrative distance and places that path in the IP route table:

If the path provided by IS-IS has the lowest administrative distance, then the CPU places that IS-IS path in the IP route table.

If a path to the same destination supplied by another protocol has a lower administrative distance, the CPU installs the other
protocol’s path in the IP route table instead.

The administrative distance is a protocol-independent value from 1 - 255. Each path sent to the CPU, regardless of the source of the
path (IS-1S, OSPF, static IP route, and so on) has an administrative distance.

Each route source has a default administrative distance. The default administrative distance for I1S-I1S is 115.

You can change the administrative distance for IS-IS and other routes sources.

Intermediate systems and end systems

IS-IS uses the following categories to describe devices within an 1S-IS routing domain (similar to an OSPF Autonomous System):

Intermediate System (IS) - A device capable of forwarding packets from one device to another within the domain. In Internet
Protocol (IP) terminology, an IS is a router.

End System (ES) - A device capable of generating or receiving packets within the domain. In IP terminology, an ES is an end
node or IP host.

When you configure IS-IS on a Brocade device, the device is an IS.

Figure 17 shows an example of an IS-IS network.
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FIGURE 17 An IS-IS network contains Intermediate Systems (ISs) and host systems

IS-1S Routing Domain

IS-IS Area 1 L IS-IS Area 2

Router A Router B Router C : Router D

BGP4

P P IP
Host Host Host

An 15-15 routing domain can
contain multiple areas.

1S-1S routers route within an ;
area at Level-1. : Router E

15-1S routers route between e e e e e e e e s .
areas at Level-2.

NOTE
Since the implementation of IS-IS does not route OSI traffic but instead routes IP traffic, IP hosts are shown instead of
ESs.

The other basic IS-IS concepts illustrated in this figure are explained in the following sections.

Domain and areas

IS-IS is an IGP, and thus applies only to routes within a single routing domain. However, you can configure multiple areas within a
domain. A Brocade device can be a member of one area for each Network Entity Title (NET) you configure on the Brocade device. The
NET contains the area ID for the area the NET is in.

In Intermediate systems and end systems on page 237, Routers A, B, and C are in area 1. Routers D and E are in area 2. All the routers
are in the same domain.

Level-1 routing and Level-2 routing

You can configure an IS-IS router such as a Brocade device to perform one or both of the following levels of IS-IS routing:

NOTE
The ISO/IEC specifications use the spelling "routeing”, but this document uses the spelling "routing” to remain consistent with
other Brocade documentation.

Level-1 - A Level-1 router routes traffic only within the area the router is in. To forward traffic to another area, the Level-1 router
sends the traffic to its nearest Level-2 router.
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Level-2 - A Level-2 router routes traffic between areas within a domain.

In Intermediate systems and end systems on page 237, Routers A and B are Level-1s only. Routers C and D are Level-1 and Level-2
ISs. Router E is a Level-1 IS only.

Neighbors and adjacencies

A Brocade device configured for IS-IS forms an adjacency with each of the IS-IS devices to which it is directly connected. An adjacency
is a two-way direct link (a link without router hops) over which the two devices can exchange IS-IS routes and other protocol-related
information. The link is sometimes called a "circuit”. The devices with which the Brocade device forms adjacencies are its neighbors ,
which are other ISs.

In Intermediate systems and end systems on page 237, Router A has an IS-IS adjacency with Router B. Likewise, Router B has an IS-IS
adjacency with Router A and Router C.

Designated IS

A Designated IS is an IS-IS router that is responsible for gathering and distributing link state information to other Level-1 or Level-2 ISs
within the same broadcast network (LAN). The Level-1 and Level-2 Designated ISs within a broadcast network are independent,
although the same Brocade device can be a Level-1 Designated IS and a Level-2 Designated IS at the same time.

The Designated IS is elected based on the priority of each IS in the broadcast network. When an IS becomes operational, it sends a
Level-1 or Level-2 Hello PDU to advertise itself to other ISs. If the IS is configured to be both a Level-1 and a Level-2 IS, the IS sends a
separate advertisement for each level:

The Level-1 IS that has the highest priority becomes the Level-1 Designated IS for the broadcast network.
The Level-2 IS that has the highest priority becomes the Level-2 Designated IS for the broadcast network.

If the Designated IS becomes unavailable (for example, is rebooted), the IS with the next highest priority becomes the new IS. If two or
more ISs have the highest priority, the IS with the highest MAC address becomes the Designated IS.

The priority is an interface parameter. Each interface that is enabled for IS-IS can have a different priority.
Figure 18 shows an example of the results of Designated IS elections. For simplicity, this example shows four of the five routers in

Intermediate systems and end systems on page 237, with the same domain and areas.

FIGURE 18 Each broadcast network has a Level-1 Designated IS and a Level-2 Designated IS

Broadcast Broadcast ‘Broadcast
Network 1 Network 2 ‘Network 3
Router A Router B Router C : : Router D

10 aaaa.bbbb.1111 aaaa.bbbb.1121

20 64 : 64
aasabbbb.1122 ' aaaa.bbbb.1131

Designated IS election has the following results in this network topology:
Router B is the Level-1 Designated IS for broadcast network 1

Router C is the Level-1 Designated IS for broadcast network 2
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Router D is the Level-2 Designated IS for broadcast network 3

In this example, the IS-IS priorities for the IS-IS interfaces in broadcast network 1 have been changed by an administrator. The priorities
for the interfaces in the other broadcast networks are still set to the default (64). When there is a tie, IS-IS selects the interface with the
highest MAC address.

Broadcast pseudonode

In a broadcast network, the Designated IS maintains and distributes link state information to other ISs by maintaining a pseudonode . A
pseudonode is a logical host representing all the Level-1 or Level-2 links among the ISs in a broadcast network. Level-1 and Level-2
have separate pseudonodes, although the same device can be the pseudonode for Level-1 and Level-2.

Route calculation and selection

The Designated IS uses a Shortest Path First (SPF) algorithm to calculate paths to destination ISs and ESs. The SPF algorithm uses Link
State PDUs (LSPDUSs) received from other ISs as input, and creates the paths as output.

After calculating the paths, the Designated IS then selects the best paths and places them in the IS-IS route table. The Designated IS
uses the following process to select the best paths.

Prefer the Level-1 path over the Level-2 path.

2. Ifthere is no Level-1 path, prefer the internal Level-2 path over the external Level-2 path.
3. [If there is still more than one path, prefer the path with the lowest metric.
4. If there is more than one path with the lowest metric, load share among the paths.

After selecting the best path to a destination, the software places the path in the IS-IS route table.

Three-way handshake for point-to-point adjacencies
Support was provided for Three-Way Handshake for Point-to-Point adjacencies as described in RFC 3373. This feature provides three-

way handshake mechanisms on point-to-point interfaces for the following benefits:
Identifies neighbor restarts within the holding time period

|dentifies uni-directional link failures and stops forming of an adjacency with a peer where such link failures occur.

NOTE
This feature is the default operation and cannot be turned off. Brocade devices with this feature are fully backward compatible
with Brocade devices running an earlier release.

IS-1S CLI levels

The CLI includes various levels of commands for IS-IS. Figure 19 diagrams these levels.
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FIGURE 19 IS-IS CLI levels

IPv6 address-family level
unicast sub-family

Global commands for I1S-I1S

____ router isis —— .
and all address families

IPv4 address-family level

configure terminal
9 unicast sub-family

— isis interface commands

The IS-IS CLI levels are as follows:

«  Aglobal level for the configuration of the IS-IS protocol. At this level, all IS-IS configurations at this level apply to IPv4 and IPv6.
You enter this layer using the router isis command.

- Under the global level, you specify an address family. Address families to separate the IS-IS configurations for IPv4 and
IPv6. You enter configurations that are for a specific You enter this level by entering the address-family command at the
router isis level.

- Under the address family level, you select a sub-address family, which is the type of routes for the configuration. For IS-IS,
you specify unicast.

+ Aninterface level.

Global configuration level
You enter the global configuration level of IS-IS by entering the following command.

device (config) #router isis
device (config-isis-router) #

Syntax: [no] router isis

The config-isis-router# prompt indicates that you are at the global level for IS-IS. A configuration that you enter at this level applies to
both IS-IS IPv4 and IS-IS IPv6.

Address family configuration level

The Brocade device’s implementation of IS-IS includes the address family configuration level. Address families allow you to configure
IPv4 1S-IS unicast settings that are separate and distinct from IPv6 IS-IS unicast settings (when IPv6 is supported).

Under the address family level, Brocade devices currently support the unicast address family configuration level only. The Brocade
device enters the IPv4 IS-IS unicast address family configuration level when you enter the following command while at the global IS-IS
configuration level.

device (config-isis-router) # address-family ipv4 unicast
device (config-isis-router-ipvdu) #

Syntax: address-family ipv4 unicast

The (config-isis-router-ipv4u)# prompt indicates that you are at the IPv4 IS-IS unicast address family configuration level. While at this
level, you can access several commands that allow you to configure IPv4 IS-IS unicast settings.
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NOTE

Each address family configuration level allows you to access commands that apply to that particular address family only. To
enable a feature in a particular address family, you must specify any associated commands for that feature in that particular
address family. You cannot expect the feature, which you may have configured in the IPv4 I1S-IS unicast address family, to work
in the IPv6 IS-IS unicast address family unless it is explicitly configured in the IPv6 IS-IS unicast address family.

To exit from the ipv4 1S-IS unicast address family configuration level, enter the following command.

device (config-isis-router-ipv4u) # exit-address-family
device (config-isis-router) #

Entering this command returns you to the global IS-IS configuration level.

Interface level
Some IS-IS definitions are entered at the interface level. To enable IS-IS at the interface level, enter the following command.

device (config) # interface ethernet 2/3
device (config-if-el1000-2/3) #ip router isis

Syntax: [no] ip router isis

Enabling IS-IS globally

To configure IPv4 IS-IS, perform the tasks listed below.
1. Globally enable IS-IS by entering the following command.

device (config)# router isis
ISIS: Please configure NET!

Once you enter router isis , the device enters the IS-IS router configuration level.
Syntax: [no] router isis

To disable I1S-IS, use the no form of this command.
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2. If you have not already configured a NET for IS-IS, enter commands such as the following.

device (config-isis-router)# net 49.2211.0000.00bb.cccc.00
device (config-isis-router) #

The commands in the example above configure a NET that has the area ID 49.2211, the system ID 0000.00bb.cccc (the
device's base MAC address), and SEL value 0O.

Syntax: [no] net area-id.system-id.sel
The area-id parameter specifies the area and has the format xx or xx.xxxx. For example, 49 and 49.2211 are valid area IDs.

The system-id parameter specifies the Brocade device’s unique I1S-IS router ID and has the format xxxx.xxxx.xxxx. You can
specify any value for the system ID. A common practice is to use the device’s base MAC address as the system ID. The base
MAC address is also the MAC address of port 1. To determine the base MAC address, enter the following command at any
level of the CLI: show interfaces brief . The base MAC address is listed in the first row of information, in the MAC column.

You must use the same system ID in all the NETs on the Brocade device.

NOTE

The parameter descriptions above are the recommended values for the NET. However, the CLI accepts any value that
fits within the following lengths and formats: xx.xxxx.xxxx.xxxx.00 - minimum length of

INETXX XXX XXX XXX KXXXKXXXKXKXKXXXKXXXKXXXX.00 - maximum length of NET

The sel parameter specifies the NSAP Selector (SEL). This value must always be OO (two zeros). The value OO indicates that this
address is an NET.

To delete a NET, use the no form of this command.

3. Configure IS-IS parameters. Refer to the sections Globally configuring 1S-1S on a device on page 243, Configuring IPv4
address family route parameters on page 254, and Configuring ISIS properties on an interface on page 271.

None of the IS-IS parameters require a software reload to places changes into effect and most parameter changes take effect
immediately. However, changes for the following parameters take effect only after you disable and then re-enable redistribution:

Change the default metric.

Add, change, or negate route redistribution parameters.

Some IS-IS parameter changes take effect immediately while others do not take full effect until you disable, then re-enable
route redistribution.

Globally configuring IS-IS on a device

This section describes how to change the global IS-IS parameters. These parameter settings apply to both IS-IS IPv4 and IS-IS IPv6.

Setting the overload bit

If an IS’s resources are overloaded and are preventing the IS from properly performing IS-IS routing, the IS can inform other ISs of this
condition by setting the overload bit in LSPDUs sent to other ISs from O (off) to 1 (on).

When an IS is overloaded, other ISs will not use the overloaded IS to forward traffic. An IS can be in the overload state for Level-1,
Level-2, or both as described in the following section:

If an IS is in the overload state for Level-1, other Level-1 ISs stop using the overloaded IS to forward Level-1 traffic. However,
the IS can still forward Level-2 traffic, if applicable.
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+ IfanISisin the overload state for Level-2, other Level-2 ISs stop using the overloaded IS to forward Level-2 traffic. However,
the IS can still forward Level-1 traffic, if applicable.

+ IfanISisin the overload state for both levels, the IS cannot forward traffic at either level.
By default, the Brocade device automatically sets the overload bit to 1 (on) in its LSPDUSs to other ISs if an overload condition occurs.

You can set the overload bit on to administratively shut down I1S-IS without disabling the protocol. Setting the overload bit on is useful
when you want to make configuration changes without removing the Brocade device from the network.

In addition, you can configure the Brocade device to set the overload bit on for a specific number of seconds during startup, to allow IS-
IS to become fully active before the device begins IS-IS routing. By default, there is no delay (O seconds).

To immediately set the overload bit on, enter the following command.
device (config-isis-router)# set-overload-bit

This command administratively shuts down 1S-IS by configuring the Brocade device to immediately set the overload bit to 1 (on) in all
LSPs sent to other ISs.

To configure the Brocade device to temporarily set the overload bit on after a software reload, enter a commmand such as the following.
device (config-isis-router)# set-overload-bit on-startup 5

This command configures the Brocade device to set the overload bit on in all its IS-IS LSPs sent to other ISs during the first five seconds
following a successful software reload. After the five seconds expire, the Brocade device resets the overload bit to off in all its I1S-IS LSPs.

Syntax: [no] set-overload-bit [ on-startup secs ]

The on-startupsecs parameter specifies the number of seconds following a reload to set the overload bit on. You can specify a number
from 5 - 86400 (24 hours).

A new option has been added to the set-overload-bit command to prevent route black holing in support of RFC 3277. With this option
set, the behavior of IS-IS will be changed during a device reboot. During a device reboot, IS-IS sets the overload bit in its LSPDUs until
BGP has converged.

This feature is configured using the set-overload-bit command as shown in the following.
device (config-isis-router) # set-overload-bit on-startup wait-for-bgp 1000
Syntax: [no] set-overload-bit on-startup wait-for-bgp max-bgp-wait-time

The max-bgp-wait-time variable is the maximum time 1S-IS will wait for BGP convergence to complete. Once this time has been
exceeded without BGP converging, I1S-IS will exit the overload state. The default value is 600 seconds (10 minutes), possible values
range: 5 to 86400 seconds.

Configuring authentication

By default, a Brocade device does not authenticate packets sent to or received from an end system (ES) or other intermediate system
(IS). In previous releases, the Multi-Service IronWare software let you configure area, domain, and circuit passwords to direct the Brocade
device to check for a password in packets sent from the device.

The new method of configuring an authentication password introduces the option of using the Hashed Message Authentication codes -
Message Digest 5 (HMAC-MDS5) algorithm.

This implementation is in conformance with RFC 3567 - Intermediate System to Intermediate System (1S-1S) Cryptographic
Authentication.
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NOTE
The commands for setting the password used in previous versions of the Multi-Service IronWare software are now hidden in
the CLI, however they are backward compatible and will operate in this release.

Configuring IS-1S authentication at the Router IS-IS mode

To configure IS-IS authentication at the Router IS-IS mode on a Brocade device, you must perform the following tasks:
Configure IS-IS Authentication Mode
Configure IS-IS Authentication Key
Disable IS-IS Authentication Check (optional)

Configuring IS-IS authentication mode
The following commands configure the I1S-IS for the authentication mode.

device (config) # router isis
device (config-isis-router)# auth-mode md5 level-1

Syntax: [no] auth-mode [ cleartext | md5 ] [ level-1 | level-2 ]
The cleartext parameter specifies that the IS-IS PDUs will be authenticated using a cleartext password.

The md5 parameter specifies that the IS-IS PDUs will be authenticated using the Hashed Message Authentication codes - Message
Digest 5 (HMAC-MDS5) algorithm.

The level-1 parameter specifies that the authentication type-length-value (TLV) tuple be added to the L1 LSP, L1 CSNP, and LI PSNP
packets.

The level-2 parameter specifies that the authentication TLV tuple be added to the L2 LSP, L2 CSNP, and L2 PSNP packets.

NOTE
If the 1S-IS interface is configured for point-to-point, the level-1 interface-level IS-IS authentication configuration is
applied.

Configuring IS-IS authentication key

The following commands configure an authentication key to be used with the mode specified in Configuring IS-IS authentication mode
on page 245.

device (config) # router isis

device (config-isis-router)# auth-mode md5 level-1

device (config-isis-router)# auth-key supervisor level-1

device (config-isis-router)# auth-key supervisor level-2

Syntax: [no] auth-key string [ level-1 | level-2 ]

The string variable specifies a text string that is used as an authentication password. The authentication mode must be configured before
this value can be configured.

By default, the authentication key is encrypted. If you want the authentication key to be in clear text, insert a O between auth-key and
string.

device (config-isis-router) # auth-key 0 supervisor level-1
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The software adds a prefix to the authentication key string in the configuration. For example, the following portion of the code has the
encrypted code "2"

auth-key 2
Son-n level-1

The prefix can be one of the following:
O = the key string is not encrypted and is in clear text
1 = the key string uses proprietary simple cryptographic 2-way algorithm (only for Brocade Netlron CES Series)

2 = the key string uses proprietary base64 cryptographic 2-way algorithm (only for Brocade Netlron XMR Series and Brocade
Netlron MLX Series devices)

The level-1 parameter specifies that the authentication key specified here is used to authenticate the L1 LSP, L1 CSNP and LI PSNP
packets.

The level-2 parameter specifies that the authentication key specified here is used to authenticate the L2 LSP, L2 CSNP and L2 PSNP
packets.

You must enter a configuration for both level-1 and level-2 in order to enter the auth-key string.

NOTE
If the authentication mode is reset for the level specified, the authentication key must also be
reset.

Disabling IS-IS authentication checking

When transitioning from one authentication mode to another, changing the authentication mode can cause packets to drop because only
some of the routers have been reconfigured. During such a transition, it can be useful to disable I1S-IS authentication checking
temporarily until all routers are reconfigured and the network is stable.

You can use the following commands to disable I1S-IS authentication checking.

device (config) # router isis
device (config-isis-router)# no auth-check level-1

Syntax: [no] auth-check [ level-1 | level-2 ]

This command enables and disables IS-IS authentication checking. The default is enabled and the no parameter disables authentication
checking.

The level-1 parameter specifies that authentication checking is enabled/ disabled for L1 LSP, L1 CSNP and LI PSNP packets.
The level-2 parameter specifies that authentication checking is enabled/disabled for L2 LSP, L2 CSNP and L2 PSNP packets.

Configuring IS-IS MDS5 authentication on a specified interface

To configure IS-IS MDS authentication on a specified interface on a Brocade device, you must perform the following tasks:
Configure IS-IS Interface Authentication Mode for a Specified Interface
Configure IS-IS Authentication Key on the Interface

Disable IS-IS Authentication Check on an Interface (optional)
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Configuring IS-IS authentication mode for a specified interface
The following commands configure the IS-IS for the authentication mode on a specified interface.

device (confiqg) # interface ethernet 3/1
device (config-1if-el10000-3/1)# isis auth-mode md5 level-1

Syntax: [no] isis auth-mode [ cleartext | md5 ] [ level-1 | level-2 ]
The cleartext parameter specifies that the IS-IS PDUs will be authenticated using a cleartext password.

The md5 parameter specifies that the IS-IS PDUs authenticated using the Hashed Message Authentication codes - Message Digest 5
(HMAC-MD?5) algorithm.

The level-1 parameter specifies that the authentication TLV tuple be added to the L1 Hello packets.
The level-2 parameter specifies that the authentication TLV tuple be added to the L2 Hello packets.
NOTE

If either level-1 or level-2 are not specified, the configuration is applied to both level-1 and
level-2.

Configuring an IS-IS authentication key for a specified interface

The following commands configure an authentication key to be used with the mode specified in Configuring IS-IS authentication mode
for a specified interface on page 247.

device (config) # interface ethernet 3/1
device (config-if-e10000-3/1)# isis auth-key supervisor level-1

Syntax: [no] isis auth-key key [ level-1 | level-2 ]

The key value specifies a text string that is used as an authentication password. The authentication mode must be configured before this
value can be configured.

The level-1 parameter specifies that the authentication key specified here is used to authenticate the L1 Hello packets.

The level-2 parameter specifies that the authentication key specified here is used to authenticate the L2 Hello packets.

NOTE
If either level-1 or level-2 are not specified, the configuration is applied to both level-1 and
level-2.

NOTE
If the authentication mode is reset for the level specified, the authentication key must also be
reset.

NOTE
Theisis auth-key command allows the user to configure more 80 characters, but only the first 80 characters are
used.

Disabling IS-IS authentication checking on a specified interface

When transitioning from one authentication mode to another, changing the authentication mode can cause packets to drop because only
some of the routers have been reconfigured. During such a transition, it can be useful to disable IS-IS authentication checking
temporarily until all routers are reconfigured and the network is stable.
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You can use the following commands to disable IS-IS authentication checking on a specified interface.

device (config) # interface ethernet 3/1
device (1f-e10000-3/1)# no isis auth-check level-1

Syntax: [no] isis auth-check [ level-1 | level-2 ]

This command enables and disables I1S-IS authentication checking. The default is enabled and the no parameter disables authentication
checking.

The level-1 parameter specifies that authentication checking is enabled/ disabled for L1 Hello packets.

The level-2 parameter specifies that authentication checking is enabled/disabled for L2 Hello packets.

NOTE
If either level-1 or level-2 are not specified, the configuration is applied to both level-1 and
level-2.

Changing the IS-IS level globally

By default, a Brocade device can operate as both a Level-1 and IS-IS Level-2 router. To globally change the level supported from
Level-1 and Level-2 to Level-1 only, enter the following command.

device (config-isis-router) # is-type level-1
Syntax: [no] is-type level-1 | level-1-2 | level-2

The level-1 | level-1-2 | level-2 parameter specifies the IS-IS type. If you want to re-enable support for both IS-IS types, re-enter the
command you entered to change the IS-IS type, and use "no" in front of the command.

To change the IS-IS on an interface, refer to Changing the IS-IS level on an interface on page 273.

Disabling or re-enabling display of hostname

Brocade’s implementation of 1S-IS supports RFC 2763, which describes a mechanism for mapping IS-IS system IDs to the hostnames
of the devices with those IDs. For example, if you set the hostname on the Brocade device to "IS-IS Router 1", the mapping feature uses
this name instead of the Brocade device’s IS-IS system ID in the output of the following commands:

show isis database
show isis interface

show isis neighbor
The Brocade device’s hostname is displayed in each CLI command prompt, for example.
device (config-isis-router) #
The name mapping feature is enabled by default. If you want to disable name mapping, enter the following command.
device (config-isis-router)# no hostname
Syntax: [no] hostname

To display the name mappings, enter the show isis hostname command.
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Changing the Sequence Numbers PDU interval

A Complete Sequence Numbers PDU (CSNP) is a complete list of the LSPs in the Designated IS’ link state database. The CSNP
contains a list of all the LSPs in the database, as well as other information that helps IS neighbors determine whether their LSP databases
are in sync with one another. The Designated IS sends CSNPs to the broadcast interface. Level-1 and Level-2 each have their own
Designated IS.

A Partial Sequence Numbers PDU (PSNP) is a partial list of LSPs. ISs other than the Designated IS (that is, the non-Designated 1Ss)
send PSNPs to the broadcast interface.

The CSNP interval specifies how often the Designated IS sends a CSNP to the broadcast interface. Likewise, the PSNP interval specifies
how often other ISs (non-Designated 1Ss) send a PSNP to the broadcast interface.

The interval you can configure on the Brocade device applies to both Level-1 and Level-2 CSNPs and PSNPs. The default interval is 10
seconds. You can set the interval to a value from O - 65535 seconds.

To change the interval, enter a command such as the following.
device (config-isis-router)# csnp-interval 15
Syntax: [no] csnp-interval secs

The secs parameter specifies the interval and can be from O - 65535 seconds. The default is 10 seconds.

NOTE
PSNP has a default interval of 2 seconds and is not
configurable.

Changing the maximum LSP lifetime

The maximum LSP lifetime is the maximum number of seconds an unrefreshed LSP can remain in the Brocade device's LSP database.
The maximum LSP lifetime can be from 1 - 65535 seconds. The default is 1200 seconds (20 minutes).

To change the maximum LSP lifetime to 2400 seconds, enter a command such as the following.
device (config-isis-router)# max-lsp-lifetime 2400
Syntax: [no] max-Isp-lifetime secs

The secs parameter specifies the maximum LSP lifetime and can be from 1 - 65535 seconds. The default is 1200 seconds (20
minutes).

NOTE

The max-Isp-lifetime and the Isp-refresh-interval must be set in such a way that the LSPs are refreshed before the max-Isp-
lifetime expires; otherwise, the Brocade device'’s originated LSPs may be timed out by it's neighbors. Refer to Changing the
LSP refresh interval on page 249.

Changing the LSP refresh interval

The LSP refresh interval is the maximum number of seconds the Brocade device waits between sending updated LSPs to its IS-IS
neighbors. The interval can be from 1 - 65535 seconds. The default is 900 seconds.

To change the LSP refresh interval to 20000 seconds, enter a command such as the following.
device (config-isis-router)# lsp-refresh-interval 20000

Syntax: [no] Isp-refresh-interval secs
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The secs parameter specifies the maximum refresh interval and can be from 1 - 65535 seconds. The default is 900 seconds (15
minutes).

Changing the LSP generation interval

The LSP generation interval is the minimum number of seconds the Brocade device waits between sending updated LSPs to its IS-IS
neighbors. The interval can be from 1 - 120 seconds. The default is 10 seconds.

To change the LSP generation interval to 45 seconds, enter a command such as the following.
device (config-isis-router)# lsp-gen-interval 45
Syntax: [no] Isp-gen-interval secs

The secs parameter specifies the minimum refresh interval and can be from 1 - 120 seconds. The default is 10 seconds.

Changing the LSP interval and retransmit interval

You LSP interval is the rate of transmission, in milliseconds of the LSPs. The retransmit interval is the time the device waits before it
retransmits LSPs. To define an LSP interval, enter a command such as the following.

device (config-isis-router)# lsp-interval 45
Syntax: [no] Isp-interval milliseconds
Enter 1 - 4294967295 milliseconds for the LSP interval. The default is 33 milliseconds.
To define an interval for retransmission of LSPs enter a command such as the following.
device (config-isis-router)# retransmit-interval 3
Syntax: [no] retransmit-interval seconds

Enter O - 65535 seconds for the retransmission interval. The default is 5 seconds.

Changing the SPF timer

Every IS maintains a Shortest Path First (SPF) tree, which is a representation of the states of each of the IS's links to ESs and other ISs. If
the IS is both a Level-1 and Level-2 IS, it maintains separate SPF trees for each level.

To ensure that the SPF tree remains current, the IS updates the tree at regular intervals following a change in network topology or the link
state database. By default, the Brocade device recalculates its IS-IS tree every five seconds following a change. You can change the SPF
timer to a value from 1 - 120 seconds.

NOTE
This command has been superseded by the IS-IS PSPF Exponential back-off
feature.

To change the SPF interval, enter a command such as the following.
device (config-isis-router)# spf-interval 30

Syntax: [no] spf-interval secs

The secs parameter specifies the interval and can be from 1 - 120 seconds. The default is 5 seconds.
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Configuring the I1S-IS PSPF exponential back-off feature

The Brocade device uses the exponential back-off mechanism to provide a more responsive approach to running the PSPF calculations.
With this new feature, there is a new configurable command called partial-spf-interval that allows you to schedule PSPF processing as
described in the following.

An initial-wait interval can be configured as a wait time after an LSP change until the first PSPF calculation. Optionally, this value is
followed by another configurable variable called the second-wait interval that is used as a wait time between the first and second PSPF
calculations. The second-wait interval (if configured) is then increased in multiples of 2 until it reaches the maximum hold time as
configured by the max-wait variable. Once reached, the maximum hold time remains the hold interval between PSPF calculations until
there are no further changes in the network. When there are no network changes in a hold down period, the gap between PSPF
calculations returns to the initial-wait interval and the process begins again.

If an initial-wait interval is configured without a second-wait interval, the max-wait variable is used for the second and all subsequent
intervals.

If the initial-wait and second-wait intervals are not configured, the max-wait variable is used for the first and all subsequent intervals.

The IS-1S PSPF exponential back-off mechanism is configured using the partial-spf-interval command, as shown in the following.
device (config-isis-router)# partial-spf-interval 60 1000 5000

Syntax: [no] partial-spf-interval max-wait initial-waitsecond-wait

The max-wait variable specifies the maximum interval between PSPF recalculations. The range of acceptable values is O - 120000
milliseconds. The default is 5000 milliseconds (5 seconds).

The initial-wait variable is an optional value that specifies the wait time after an LSP change until the first PSPF calculation. The range of
acceptable values is O - 120000 milliseconds. The default for this variable is value of the max-wait time.

The second-wait variable is an optional value that specifies the wait time between the first and second PSPF calculations. If this optional
value is configured, it will be doubled with each PSPF recalculation until the value is equal to the spf~-max-wait value. The range of
acceptable values is O - 120000 milliseconds. The default for this variable is value of the max-wait time.

Configuring the IS-IS flooding mechanism

The IS-IS fast flooding feature allows you to configure I1S-IS on the router to flood Link State PDUs to other routers in the network before
running SPF. This improves database synchronization by allowing LSP changes to be propagated to neighbors before running SPF. The
IS-IS fast-flood feature is implemented using the fast-flood command as shown in the following.

device (config-isis-router)# fast-flood 10
Syntax: [no] fast-flood /sp-count

Thelsp-count variable sets the number of LSPs that trigger SPF that must be flooded before running SPF. The SPF run will be delayed
until the configured number of LSPs have been flooded. If the number of changed LSPs is less than the configured number, then only

the changed LSPs are flooded. The variable can be set to the following values: 1 - 25. This variable is optional and will be set to a value
of 4 if not specified.

Globally disabling or re-enabling hello padding

By default, the Brocade device adds extra data to the end of a hello packet to make the packet the same size as the maximum length of
PDU the Brocade device supports.
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The padding applies to the following types of hello packets:
ES hello (ESH PDU)
IS hello (ISH PDU)
IS to IS hello (IIH PDU)

The padding consists of arbitrarily valued octets. A padded hello PDU indicates the largest PDU that the Brocade device can receive.
Other ISs that receive a padded hello PDU from the Brocade device can therefore ensure that the IS-IS PDUs they send the Brocade
device. Similarly, if the Brocade device receives a padded hello PDU from a neighbor IS, the Brocade device knows the maximum size
PDU that the Brocade device can send to the neighbor.

When padding is enabled, the maximum length of a Hello PDU sent by the Brocade device is 1514 bytes.

If you need to disable padding, you can do so globally or on individual interfaces. Generally, you do not need to disable padding unless a
link is experiencing slow performance. If you enable or disable padding on an interface, the interface setting overrides the global setting.

To globally disable padding of IS-IS hello PDUs, enter the following command.
device (config-isis-router)# no hello padding

This command disables all hello PDU padding on the Brocade device. To re-enable padding, enter the following command.
device (config-isis-router)# hello padding

Syntax: [no] hello padding [ point-to-point ]

By default, hello padding is enabled. Enter the no form of the command to disable hello padding.

The point-to-point option enables hello PDU padding on Point-to-Point interfaces.

To disable hello padding on an interface, refer to Disabling and enabling hello padding on an interface on page 273.

Logging adjacency changes

The Brocade device can be configured to log changes in the status of an adjacency with another IS. Logging of the adjacency changes is
disabled by default. To enable or disable them, use either of the following methods.

To enable logging of adjacency changes, enter the following command.
device (config-isis-router)# log adjacency

Syntax: [no] log adjacency

To disable logging of adjacency changes, enter the following command.

device (config-isis-router) # no log adjacency

Logging invalid LSP packets received

The Brocade device can be configured to provide logging of invalid LSP packets. Logging of the invalid LSP packets is disabled by
default. To enable or disable this function, use either of the following methods.

To enable logging of invalid LSP packets, enter the following command.
device (config-isis-router)# log invalid-lsp-packets

Syntax: [no] log invalid-Isp-packets

To disable logging of invalid LSP packets, enter the following command.
device (config-isis-router)# no log invalid-lsp-packets
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Disabling partial SPF optimizations

IS-IS employs certain partial SPF optimizations to make partial changes to the routing table in network change situations where the
topology of the network has not changed but where there may be changes in the IP networks advertised by routers. These optimizations
are termed partial SPF optimizations.

You can optionally configure 1S-1S to perform a full SPF calculation when any network (non-topology) change occurs by using the
disable-partial-spf-opt command. When disable-partial-spf-opt is configured, IS-IS always runs full SPF for all such network changes.

To disable partial SPF calculations for I1S-1S, enter the following command.
device (config-isis-router)# disable-partial-spf-opt
Syntax: [no] disable-partial-spf-opt

To restore partial SPF optimizations, use the no form of this command.

Disabling incremental SPF optimizations

In the event of certain topology changes (for instance non-local adjacency flaps), IS-IS employs incremental SPF optimizations to
efficiently update the routing table. An incremental SPF is faster and takes fewer CPU cycles than a full SPF.

You can optionally configure I1S-IS to perform a full SPF calculation when any network topology change occurs by using the disable-
incremental-spf-opt command. When disable-incremental-spf-opt is configured, IS-1S always runs full SPF for all such network
topology changes.

To disable incremental SPF optimizations for IS-IS, enter the following command.
device (config-isis-router) # disable-incremental-spf-opt
Syntax: [no] disable-incremental-spf-opt

To restore incremental SPF optimizations, use the no form of this command.

NOTE

If you disable the partial SPF optimizations (by using the disable-partial-spf-opt command), IS-IS automatically disables the
incremental SPF optimizations and always runs full SPF, too. However, the reverse is not true: disabling incremental SPF
optimizations does not disable partial optimizations.

IS-1S incremental shortcut LSP SPF optimization

IS-IS can be configured to use an incremental shortcut LSP SPF optimization algorithm. Incremental shortcut LSP SPF optimization is
more efficient when updating the routes in cases where the shortcut LSP state change does not influence the topology. Incremental
Shortcut LSP SPF Optimizations are on by default.

NOTE

If you disable the partial SPF optimizations (by using the disable-partial-spf-opt command), IS-IS automatically disables the
incremental SPF optimizations and always runs full SPF, too. However, the reverse is not true: disabling incremental SPF
optimizations does not disable partial optimizations.

Configuration considerations
Incremental Shortcut SPF optimizations will not be applicable to LSP shortcuts with metrics configured on them

Incremental Shortcut SPF optimizations will not be applicable to LSP shortcuts with negative relative metrics configured.
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Incremental Shortcut SPF optimizations will not be applicable to announced LSP shortcuts.

Disabling IS-1S Incremental Shortcut LSP SPF Optimization
To disable incremental shortcut LSP SPF optimization, enter the following commands at the global configuration mode.

device ((config) #router isis
device (config-isis-router) #disable-inc-stct-spf-opt

Syntax: [no] disable--inc-stct-spf-opt

To restore incremental shortcut LSP SPF optimization, use the no form of this command.

Configuring IPv4 address family route parameters

This section describes how to modify the IS-IS parameters for the I1S-IS IPv4 unicast address family. To enter the IPv4 unicast address
family, refer to the Address family configuration level on page 241.

Changing the metric style

The metric style specifies the Types, Lengths, and Values (TLVs) an IS-IS LSP can have. The TLVs specify the types of data, the
maximum length of the data, and the valid values for the data. One of the types of data the TLVs control is a route’s default-metric. By
default, the Brocade device uses the standard IS-IS TLVs, which allows metric values from 1 - 63. The default metric style is called
"narrow.” You can increase the range of metric values supported by the Brocade device by changing the metric style to wide. The wide
metric style allows metric values in therange 1 - 16777215.

To change the metric style to wide, enter the following command.
device (config-isis-router-ipv4) # metric-style wide
This command changes the metric style for both Level-1 and Level-2.

Syntax: [no] metric-style wide [ level-1 | level-2 ]

The level-1 | level-2 parameter specifies the levels to which the change applies. If not specified, the changes are applied to both levels.

Changing the maximum number of load sharing paths

By default, IPv4 IS-IS can calculate and install four equal-cost paths into the IPv4 forwarding table. You can change the number of paths
IPv4 1S-IS can calculate and install in the IPv4 forwarding table to a value from 1 to 32. If you change the number of paths to one, the
Brocade device does not load share multiple route paths learned from IPv4 IS-IS.

NOTE
The maximum number of paths supported by the BR-MLX-10Gx24-DM module is 16.

For example, to change the number of paths IPv4 IS-IS can calculate and install in the IPv4 forwarding table to three, enter the following
command at the IPv4 IS-IS unicast address family configuration level.

device (config-isis-router-ipv4u) # maximum-paths 3
Syntax: [no] maximum-paths number

The number parameter specifies the number of paths IPv4 IS-IS can calculate and install in the IPv4 forwarding table. The number value
range is 2 to 32.
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NOTE
The value specified in number is limited by the IP load-sharing value specified in the ip load-sharing
command.

To return to the default number of maximum paths, enter the no form of this command.

Enabling advertisement of a default route

By default, the Brocade device does not generate or advertise a default route to its neighboring ISs. A default route is not advertised even
if the device’s IPv4 route table contains a default route. You can enable the device to advertise a default route to all neighboring ISs using
one of the following methods. By default, the feature originates the default route at Level 2 only. However, you can apply a route map to
originate the default route to Level 1 only or at both Level 1 and Level 2.

NOTE
This feature requires the presence of a default route in the IPv4 route table.

To enable the Brocade device to advertise a default route that is originated a Level 2, enter the following command at the IPv4 IS-IS
unicast address family configuration level.

device (config-isis-router-ipv4u)# default-information-originate
This command enables the device to advertise a default route into the IPv4 IS-IS area to which the device is attached.
Syntax: [no] default-information-originate [ route-map name ]

The route-mapname parameter allows you to specify the level on which to advertise the default route. You can specify one of the
following:
Advertise to Level-1 ISs only.
+  Advertise to Level-2 ISs only.
+  Advertise to Level-1 and Level-2 ISs.

NOTE
The route map must be configured before you can use the route map as a parameter with the default-information-originate
command.

To use a route map to specify the router to advertise a default route to Level 1, enter commands such as the following at the Global
CONFIG level.

device (config) # route-map default levell permit 1
device (config-routemap default levell)# set level level-1
device (config-routemap default levell)# exit
device (config)# router isis

device (config-isis-router) # address-family ipv4 unicast

device (config-isis-router-ipvdu) # default-information-originate route-map default levell

These commands configure a route map to set the default advertisement level to Level 1 only.
Syntax: [no] route-map map-name permit | deny sequence-number
Syntax: [no] set level level-1 | level-1-2 | level-2

For this use of a route map, use the permit option and do not specify a match statement. Specify a set statement to set the level to one
of the following:

«  level-1 - Level 1 only.
+  level-1-2 - Level 1 and Level 2.
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level-2 - Level 2 only (default).

Matching based on IS-IS protocol type

Thematch option has been added to the route-map command that allows I1S-IS routes to be matched based on level-1 or level-2 or all
IS-IS routes.

device (config-routemap test)# match protocol isis level-1

Syntax: [no] match protocol isis { level-1 | level-2 }
The match protocol isis level-1 option can be used to match the IS-IS Level-1 routes.

The match protocol isis level-2 option can be used to match the IS-IS Level-2 routes.

Changing the administrative distance for IPv4 IS-IS

When the Brocade device has paths from multiple routing protocols to the same destination, it compares the administrative distances of
the paths and selects the path with the lowest administrative distance to place in the IPv4 route table.

For example, if the Brocade device has a path from RIP, from OSPF, and IPv4 IS-IS to the same destination, and all the paths are using
their protocols’ default administrative distances, the device selects the OSPF path, because that path has a lower administrative distance
than the RIP and IPv4 IS-IS paths.
Here are the default IPv4 administrative distances on the Brocade device:

Directly connected - O (this value is not configurable)

Static - 1 (applies to all static routes, including default routes)

EBGP - 20

OSPF - 110

IPv4 IS-IS - 115

RIP - 120

IBGP - 200

Local BGP - 200

Unknown - 255 (the device will not use this route)

Lower administrative distances are preferred over higher distances. For example, if the Brocade device receives routes for the same
network from IPv4 IS-IS and from RIP, it will prefer the IPv4 1S-IS route by default.

To change the administrative distance for IPv4 IS-IS routes, enter the following command at the IPv4 1S-IS unicast address family

configuration level.
device (config-isis-router-ipv4u)# distance 100
Syntax: [no] distance number
This command changes the administrative distance for all IPv4 IS-IS routes to 100.

The number parameter specifies the administrative distance. You can specify a value from 1 - 255. (Routes with a distance value of 255
are not installed in the routing table.) The default for IPv4 1S-IS is 115.
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Configuring summary addresses

You can configure summary addresses to aggregate 1S-IS route information. Summary addresses can enhance performance by reducing
the size of the Link State database, reducing the amount of data the Brocade device needs to send to its neighbors, and reducing the
CPU cycles used for IS-IS.

When you configure a summary address, the address applies only to Level-2 routes by default. You can specify Level-1 only, Level-2
only, or Level-1 and Level-2 when you configure the address.

To configure a summary address, enter a command such as the following.
device (config-isis-router-ipv4u)# summary-address 192.168.0.0 255.255.0.0

This command configures a summary address for all Level-2 1S-IS route destinations between 192.168.1.0 - 192.168.255.255.
Syntax: [no] summary-address jp-addrsubnet-mask [ | evel-1 | level-1-2 | level-2 ]

The ip-addr subnet-mask parameters specify the aggregate address. The mask indicates the significant bits in the address. Ones are
significant, and zeros allow any value. In the command example above, the mask 255.255.0.0 matches on all addresses that begin with
192.168 and contain any values for the final two octets.

The level-1 | level-1-2 | level-2 parameter specifies the route types to which the aggregate route applies. The default is level-2.

Redistributing routes into IPv4 I1S-IS

To redistribute routes into IPv4 IS-IS, you can perform the following configuration tasks:
Change the default redistribution metric (optional).

Configure the redistribution of a particular route type into IPv4 1S-1S (mandatory).

The Brocade device can redistribute routes from the following route sources into IPv4 I1S-IS:
BGP4+.
RIP.
OSPF.
Static IPv4 routes.

IPv4 routes learned from directly connected networks.

The Brocade device can also can redistribute Level-1 IPv4 S-IS routes into Level-2 IPv4 IS-IS routes, and Level-2 IPv4 |S-IS routes
into Level-1 IPv4 IS-IS routes.

Route redistribution from other sources into IPv4 IS-IS is disabled by default. When you enable redistribution, the device redistributes
routes only into Level 2 by default. You can specify Level 1 only, Level 2 only, or Level 1 and Level 2 when you enable redistribution.

The device automatically redistributes Level-1 routes into Level-2 routes. Thus, you do not need to enable this type of redistribution. You
also can enable redistribution of Level-2 routes into Level-1 routes.

The device attempts to use the redistributed route’s metric as the route’s IPv4 IS-IS metric. For example, if an OSPF route has an OSPF
cost of 20, the device uses 20 as the route’s IPv4 IS-IS metric. The device uses the redistributed route’s metric as the IPv4 1S-IS metric
unless the route does not a have a valid metric. In this case, the device assigns the default metric value to the route. For information
about the default metric, refer to the Changing the default redistribution metric on page 258 section, which follows this section.
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Changing the default redistribution metric

When IPv4 IS-IS redistributes a route from another route source (such as OSPF, BGP4+, or a static IPv4 route) into IPv4 1S-1S, it uses
the route’s metric value as its metric when the metric is not modified by a route map or metric parameter and the default redistribution
metric is set to its default value of O. You can change the default metric to a value from O - 65535.

NOTE
The implementation of IS-IS does not support the optional metric types Delay, Expense, or Error.

For example, to change the default metric to 20, enter the following command at the IPv4 IS-IS unicast address family configuration
level.

device (config-isis-router-ipv4u) # default-metric 20
Syntax: [no] default-metric value
The value parameter specifies the default metric. You can specify a value from O - 65535. The default is O.

To restore the default value for the default metric, enter the no form of this command.

Globally change the default redistribution metric

You can change the metric value for a specific interface by using the isis metric command or isis ipv6 metric command. This feature
allows you to change the metric value globally for all the active ISIS interfaces using one command.

You can still configure the interface level metric. If ISIS metric is configured on the interface, it will take the precedence over the global
configuration.

Configuration steps

1. Configure router ISIS using the router isis command.
2. Go to the appropriate address-family using address-family [ipv4/ipv6] unicast command.

3. Configure default metric using default-link-metric <value> command.

Configuration example

The following global configuration example ISIS default metric is for the IPv4 address-family. It can be similarly configured for IPv6
address-family.

device (config) #router isis

device (config-isis-router) #address-family ipv4 unicast

device (config-isis-router-ipv4u) # default-link-metric 40

Syntax: [no] default-link-metric value [ level-1 | level-2 ]

The value parameter is the default-link-metric value to be set for the given address-family. This is a required parameter for this
command. There is no default value for this parameter. For metric-style narrow: 1 to 63. For metric-style wide: 1 to 16777215.

The level parameter is an optional parameter used to set the default-metric for only one of the levels. If this parameter is not given, the
default-link-metric will be applied to both level-1 and level-2.

The no version of command will revert the metric value to default, which is 10.
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Metric behavior with change in metric-style

There are two types of metric styles in ISIS, narrow metric and wide metric. The range of the metric value is different in both of these
styles. If there is a change in the metric-style configuration, the default-link-metric will also change with it. The new value of the default-
link-metric will be equal to the minimum of a) configured value and b) the maximum value supported for the new metric-style.

If the metric style changes from narrow metric to wide metric, there will be no change in the value of default-link-metric.

If the metric style changes from wide metric to narrow metric, and if the value of default-link-metric is greater than 63, the default-link-
metric will now take the value 63, as it is the maximum supported in the narrow metric.

ISIS Show command

The show isis command and show ipv6 isis command output has been modified to reflect the default-link-metric configured.

device#sh isis

Default redistribution metric: 0

Default link metric for level-1: 33
Default link metric for level-2: 5
Protocol Routes redistributed into IS-IS:

device#

Redistributing static IPv4 routes into IPv4 IS-IS

To redistribute static IPv4 routes from the IPv4 static route table into IPv4 IS-IS routes, enter the following command at the IPv4 1S-IS
unicast address family configuration level.

device (config-isis-router-ipvéu)# redistribute static
This command configures the Brocade device to redistribute all static IPv4 routes into Level-2 IS-IS routes.
Syntax: [no] redistribute static [ level-1 | level-1-2 | level-2 ] | metric num | metric-type [ external | internal ] | route-map name
The level-1, level-1-2, and level-2 keywords restrict redistribution to the specified IPv4 IS-IS level.
The metric num parameter changes the metric. You can specify a value from O - 4294967295.

The metric-type external | internal parameter restricts redistribution to one of the following:

external - The metric value is not comparable to an IPv4 IS-IS internal metric and is always higher than the IPv4 IS-IS internal
metric.

internal - The metric value is comparable to metric values used by IPv4 IS-IS. This is the default.

The route-mapname parameter restricts redistribution to those routes that match the specified route map. The route map must already
be configured before you use the route map name with the redistribute command. For example, to configure a route map that
redistributes only the static IPv4 routes to the destination networks 192.168.0.0/24, enter commands such as the following:

device (config)# access-1list 10 permit 192.168.0.0 0.0.255.255

device (config) # route-map static permit 1

device (config-routemap static)# match ip address 10

device (config-routemap static)# router isis

device (config-isis-router) # address-family ipv4 unicast

device (config-isis-router-ipv4u)# redistribute static route-map static
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Redistributing directly connected routes into IPv4 IS-IS

To redistribute directly connected IPv4 routes into IPv4 IS-IS routes, enter the following command at the IPv4 IS-IS unicast address
family configuration level.

device (config-isis-router-ipv4u)# redistribute connected
This command configures the Brocade device to redistribute all directly connected routes in the IPv4 route table into Level-2 IPv4 IS-IS.

Syntax: [no] redistribute connected [ level-1 | level-1-2 | level-2 ] | metric number | metric-type [ external | internal ] | route-map
name ]

The parameters are the same as the parameters for the redistribute static command.

Redistributing RIP routes into IPv4 IS-IS

To redistribute RIP routes into IPv4 I1S-IS, enter the following command at the IPv4 IS-IS unicast address family configuration level.
device (config-isis-router-ipvdu)# redistribute rip

This command configures the Brocade device to redistribute all RIP routes into Level-2 IS-IS.

Syntax: [no] redistribute rip [ level-1 | level-1-2 | level-2 ] | metric number | metric-type [ external | internal ] | route-map name

The parameters are the same as the parameters for the redistribute static command.

Redistributing OSPF routes into IPv4 IS-IS

To redistribute OSPF routes into IPv4 IS-IS, enter the following command at the IPv4 IS-IS unicast address family configuration level.
device (config-isis-router-ipv4u)# redistribute ospf
This command configures the Brocade device to redistribute all OSPF routes into Level-2 IPv4 IS-IS.

Syntax: [no] redistribute ospf [ level-1 | level-1-2 | level-2 ] | match [ externall | external2 | internal ] | metric number | metric-type
[ external | internal ] | route-map name

Most of the parameters are the same as the parameters for the redistribute static command. However, the redistribute ospf command
also has the match externall | external2 | internal parameter. This parameter specifies the OSPF route type you want to redistribute into
IPv4 1S-1S. By default, the redistribute ospf command redistributes only internal routes.

externall - An OSPF type 1 external route.
external2 - An OSPF type 2 external route.

internal - An internal route calculated by OSPF.

Redistributing BGP4+ routes into IPv4 |S-IS

To redistribute BGP4+ routes into IPv4 IS-IS, enter the following command at the IPv4 1S-IS unicast address family configuration level.
device (config-isis-router-ipvé4u)# redistribute bgp

This command configures the device to redistribute all its BGP4 routes into Level-2 IPv4 IS-IS.

Syntax: [no] redistribute bgp [ level-1 | level-1-2 | level-2 ] | metric number | metric-type [ external | internal ] | route-map name

The parameters are the same as the parameters for the redistribute static command.
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Redistributing IPv4 IS-IS routes within IPv4 [S-IS

In addition to redistributing routes from other route sources into IPv4 IS-IS, the Brocade device can redistribute Level 1 IPv4 IS-IS routes
into Level 2 IPv4 IS-IS routes, and Level 2 IPv4 IS-IS routes into Level 1 IPv4 1S-IS routes. By default, the device redistributes routes
from Level 1 into Level 2.

NOTE
The Brocade device automatically redistributes Level 1 routes into Level 2 routes, even if you do not enable redistribution.

For example, to redistribute all IPv4 IS-IS routes from Level 2 into Level 1, enter the following command at the IPv4 IS-IS unicast
address family configuration level.

device (config-isis-router-ipv4u) # redistribute isis level-2 into level-1

The device automatically redistributes Level-1 routes into Level 2.

Syntax: [no] redistribute isis level-1 into level-2 | level-2 into level-1 [ prefix-list name ]

The level-1 into level-2 | level-2 into level-1 parameter specifies the direction of the redistribution:
level-1 into level-2 - Redistributes Level 1 routes into Level 2. This is the default.
level-2 into level-1 - Redistributes Level 2 routes into Level 1.

The prefix-listname specifies an IP prefix list.

Configuring 1S-1S point-to-point over Ethernet

IS-IS uses its neighbor's MAC address to form an adjacency and stores the neighbors MAC address to recognize the adjacency in the
future. This is no problem with directly adjacent routers but can become a problem when adjacency is required between routers that are
more than one hop away. To accommodate an IS-IS network with this type of configuration, the I1S-IS Point-to-Point over Ethernet
feature has been developed.

Using the IS-IS Point-to-Point feature over ethernet, routers that are several hops away or available through an IP GRE tunnel (as
described in Configuring IS-1S over a GRE IP tunnel on page 263) can form an IS-IS adjacency. It can be used when only two IS’s are
part of the broadcast network. This feature is configured at the interface level of the routers that are forming an adjacency. For example,
Figure 20 shows two Brocade devices several hops away from each other that are configured for IS-IS adjacency.

FIGURE 20 IS-IS Point-to-Point configuration
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You can use the commands in the following configurations to enable the I1S-IS Point-to-Point feature:

Brocade IS-IS Router A configuration
To configure Brocade IS-IS Router A for the IS-IS Point-to-Point feature use the following commands.

device (config) # interface ethernet 1/1

device (config-1if-el10000-1/1)# ip router isis
device (config-if-e10000-1/1)# ip address 10.10.2.2
device (config-if-e10000-1/1)# isis point-to-point

Brocade IS-IS Router B configuration
To configure Brocade IS-IS Router B for the IS-IS Point-to-Point feature use the following commands.

device
device
device
device

config)# interface ethernet 2/1
config-if-e10000-2/1)# ip router isis
config-if-e10000-2/1) # ip address 10.10.1.2
config-if-e10000-2/1)# isis point-to-point

Syntax: [no] isis point-to-point

Displaying IS-IS point-to-point configuration

Use the show isis interface command to determine if IS-IS point-to-point is configured on an interface. In the example below, the lines in
bold identify IS-IS point-to-point configuration.

device# show isis interface
Total number of IS-IS Interfaces: 2
Interface : v128 Local Circuit Number: 0000000c
Circuit Type : PTP Circuit Mode : LEVEL-1-2
Circuit State: UP Passive State: FALSE
MTU : 1497
Level-1 Metric: 10, Level-1 Priority: 64
Circuit State Changes: 1 Circuit Adjacencies State Changes: 1
Rejected Adjacencies: 0
Circuit Authentication Fails: 0 Bad LSP O
Control Messages Sent: 45600 Control Messages Received: 6778
IP Enabled: TRUE
IP Address and Subnet Mask:
10.1.1.1 255.255.255.0
IPv6 Enabled: FALSE

To determine if IS-IS point-to-point link is being used by ISs, use the show isis neighbor command.

device# show isis neighbor

System Id Interface SNPA State Holdtime Type Pri StateChgeTime
SFO-RX16 ethl/1 0000.00db.0eee UP 10 ISL2 64 0 :5 :5 :12
SFO-RX16 ethl/1 0000.00db.0eee UP 10 ISLl1 64 0 :5 :5 :12
SFO-RX16 ve 128 0000.0000.0005 UP 30 PTPT 127 0 :4 :46:59
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Configuring IS-IS over a GRE IP tunnel

As described in Configuring IS-IS point-to-point over Ethernet on page 261, IS-IS adjacency can be established over ethernet between
routers that are more than one hop away using the IS-IS Point-to-Point feature. IS-IS over a GRE IP tunnel extends this capability by
allowing you to configure IS-IS adjacency between routers on either end of a GRE IP tunnel. To configure IS-IS over a GRE IP Tunnel
you must configure the following:
Configure the routers that you want to establish adjacency for IS-IS point-to-point as described in Configuring IS-IS point-to-
point over Ethernet on page 261.

Configure a GRE IP Tunnel.
Configure the routers used for the GRE IP Tunnel for IS-IS using therouter isis command.

Configure the tunnel interfaces on the routers used for the GRE IP Tunnel for IS-IS point-to-point using the isis point-to-point
command.

Configuration considerations

The configuration considerations are as follows:

When a GRE tunnel is configured, you cannot configure the same routing protocol on the tunnel through which the device
learns the route to the tunnel destination. For example, if a device learns the tunnel destination route through the OSPF
protocol, you cannot configure the OSPF protocol on the same Tunnel and vice-versa. When a tunnel has OSPF configured,
the device cannot learn the tunnel destination route through OSPF. This will cause the system to become unstable.

When you have keepalive configured on both sides of a GRE tunnel, we recommend that you disable the tunnel before
changing any tunnel configurations. You can then re-enable the tunnel to restore it to normal functionality.

When configuring a GRE IP Tunnel, the device must be configured with one of the following CAM Profiles: ipv4, ipv6, mpls-
I3vpn, ipv4-vpn, multi-service-2 or mpls-13vpn-2.

Configuring IS-IS over a GRE IP tunnel

Figure 21 displays a network configured for IS-IS over a GRE IP tunnel. In the example, Brocade IS-IS Router A and Brocade IS-IS
Router B are configured for adjacency. Routers Brocade C and Brocade D are configured with a GRE IP tunnel. Following the illustration
are examples of the configurations required for IS-IS over a GRE IP tunnel.
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FIGURE 21 IS-IS over a GRE IP tunnel
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The following examples describe the configurations that support IS-IS over a GRE IP tunnel for each of the routers in Figure 21.

Brocade IS-IS Router A configuration
To configure Brocade IS-IS Router A for the IS-IS Point-to-Point feature use the following commands.

device (config) # interface ethernet 2/1

device (config-if-e10000-2/1)# ip router isis
device (config-if-e10000-2/1)# ip address 10.10.1.2
device (config-if-e10000-2/1)# isis point-to-point

Brocade IS-IS Router B configuration
To configure Brocade IS-IS Router B for the IS-IS Point-to-Point feature use the following commands.

device (confiqg) # interface ethernet 1/1

device (config-if-el10000-1/1)# ip router isis
device (config-1if-el10000-1/1)# ip address 10.10.2.2
device (config-if-el0000-1/1)# isis point-to-point

Brocade C configuration

To configure the Brocade C router for the IS-IS over a GRE IP tunnel feature, use the following commands.

device (config) # router isis

device (config-isis-router)# exit

device (config)# interface tunnel 1

device (config-tnif-1)tunnel source 10.0.8.108
device (config-tnif-1)tunnel destination 10.108.5.2
device (config-tnif-1)tunnel mode gre ip
device (config-tnif-1)isis point-to-point
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device (config-tnif-1)ip address 10.10.3.1/24
device (config-tnif-1)exit
device (config) ip route 10.10.2.0/24 10.10.3.1

Brocade D configuration

To configure the Brocade D router for the S-IS over a GRE IP tunnel feature, use the following commands.

device
device
device
device
device
device
device
device
device
device

config-tnif-1
config-tnif-1
config-tnif-1) exit

config) ip route 10.10.1.0/24 10.10.3.1

config)# router isis
config-isis-router)# exit
config)# interface tunnel 1
config-tnif-1) tunnel source ethernet 5/1
config-tnif-1)
config-tnif-1) tunnel mode gre ip
)
)

tunnel destination 10.0.8.108

isis point-to-point
ip address 10.10.3.2/24

Displaying IS-IS over GRE IP tunnel

You can use the show isis interface command to determine if IS-IS point-to-point is configured on a tunnel interface. In the example
below, the lines in bold identify IS-IS point-to-point configuration in the gre_tnl 1 interface.

device# show isis interface
Total number of IS-IS Interfaces: 2

Interface gre_tnl 1
Circuit State: UP Circuit Mode: LEVEL-1-2
Circuit Type : PTP Passive State: FALSE
Circuit Number: 0x02, MTU: 1497
Level-1 Metric: 10, Level-1 Priority: 64
Level-1 Auth-mode: None
Level-2 Auth-mode: None
Level-1 Metric: 10, Level-1 Priority: 50
Level-1 Hello Interval: 10 Level-1 Hello Multiplier: 3
Level-1 Designated IS: XMR1-02 Level-1 DIS Changes: 0
Level-2 Metric: 10, Level-2 Priority: 50
Level-2 Hello Interval: 10 Level-2 Hello Multiplier: 3
Level-2 Designated IS: MLX2-02 Level-2 DIS Changes: 0
Circuit State Changes: 1 Circuit Adjacencies State Changes:
Rejected Adjacencies: 0
Circuit Authentication L1 failures: 0
Circuit Authentication L2 failures: 0
Bad LSPs 0
Control Messages Sent: 318 Control Messages Received: 229

IP Enabled: TRUE
IP Address and Subnet Mask:

10.50.50.20

255.255.255.0

IPv6 Enabled: FALSE

Configuring IS-IS over a GRE IP tunnel

To determine if IS-IS point-to-point link is being used by ISs, use the show isis neighbor command. In the example below, the line in

bold identifies a point-to-point configuration on the XMR1 system for the gre_tnl 1 interface.

device# show isis neighbor
Total number of IS-IS Neighbors: 3

System Id Interface SNPA State Holdtime Type
0000.0000.0004 eth 6/2 0000.0076.4805 UP 30 ISL1
0000.0000.0004 eth 6/2 0000.0076.4805 UP 30 ISL2
XMR1 gre tnl 1 0000.0000.0005 UP 30 PTPT

You can use the show ip route isis command to determine if next hop is a tunnel. For example.

device# show ip route isis

Pri
0
0
127

StateChgeTime
0 :0 :8 :42
0 :0 :8 :42
0 :0 :9 :16

Type

Type Codes - B:BGP D: Connected I: ISIS S: Static R: RIP 0:0 SPF; Cost - Dist/Metric
Destination Gateway Port Cost
1 10.30.30.0/24 10.50.50.10 gre tnl 1 115/20
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2 10.100.100.0/24 10.50.50.10 gre_tnl 1 115/20 IL1
3 10.100.101.0/24 10.50.50.10 gre tnl 1 115/20 IL1
4 10.100.102.0/24 10.50.50.10 gre_tnl 1 115/20 IL1
5 10.100.103.0/24 10.50.50.10 gre_tnl 1 115/20 IL1
6 10.100.104.0/24 10.50.50.10 gre tnl 1 115/20 IL1
7 10.100.105.0/24 10.50.50.10 gre_tnl 1 115/20 IL1
8 10.100.106.0/24 10.50.50.10 gre_tnl 1 115/20 IL1
9 10.100.107.0/24 10.50.50.10 gre tnl 1 115/20 IL1

IS-IS Non-Stop Routing

Overview

NOTE
IS-IS Non-Stop Routing (NSR) is applicable only to IPv4 routes computed by 1S-IS and does not apply to IPv6 routes.

NOTE
IS-IS NSR is not supported on the Brocade Netlron CES Series and Brocade Netlron CER Series platforms.

IS-IS Non-Stop Routing (NSR) enables the IS-IS router to maintain topology and data flow to avoid re-convergence in the network
during a processor switchover or hitless-reload event. The IS-IS Bidirectional Forwarding Detection (BFD) sessions survive the
switchover and hitless-reload conditions. In general, a router restart causes its peer to remove the routes originated from the router and
reinstalls them. This IS-IS NSR feature enables the router to maintain neighbors and LSA database with its peer on the event of a router
restart.

In IS-IS NSR, the processor switchovers and the hitless-reloads are treated the same as they are during startup and the overload bit is set
in the same way as it is after a reboot. For more information on overload bit setup, refer to Setting the overload bit on page 243.

NOTE
IS-IS NSR is independent of Graceful Restart (GR) and GR help role mechanisms.

Limitations

+  The IS-IS over GRE tunnel feature does not support IS-IS NSR. The GRE tunnel interface types are not supported.
The IS-IS shortcuts are not supported because they depend on the MPLS tunnel.

«  Ifthe IS-IS hellos are forwarded at Layer 2 and the device executes a hitless-reload, hellos will not be forwarded for a brief time.
The IS-IS adjacencies are lost for 12 seconds and there will be data traffic loss.

+  The configuration events that occur close to switchover or hitless-reload may get lost due to CLI synchronization issues.
The neighbor or interface state changes close to switchover or hitless-reload cannot be handled.
+  The IS-IS neighbor hold timer is restarted upon IS-IS NSR switchover or hitless-reload.

+  The traffic counters are not synchronized because the neighbor and LSP database counters are recalculated on the standby
module during synchronization.

«  With IS-IS NSR enabled, after switchover or hitless-reload to standby MP, IS-IS routes, LSP database and neighbor adjacencies
are maintained so that there will be no loss of existing traffic to the I1S-IS destinations.

The IS-IS NSR hitless failover event may not be completely invisible to the network because, after switchover, additional
flooding of CSNP packets will occur in the directly connected neighbors.
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Enabling and disabling IS-I1S NSR

To globally enable IS-IS NSR, enter the following commands.

device (config) # router isis
device (config-isis-router) # nonstop-routing

To globally disable IS-IS NSR, enter the following commands.

device (config) # router isis
device (config-isis-router) # no nonstop-routing

Syntax: [no] nonstop-routing

Disabling and enabling I1S-IS graceful restart helper mode

IS-IS Non-Stop Routing

Graceful Restart allows for the forwarding of data packets to continue along known routes while the routing protocol information is being

restored following a processor switchover.

NOTE

The ISIS GR helper mode is enabled by default on the the router and there is no configuration

required.

To disable ISIS graceful restart (GR) helper mode, enter the following commands.

device (config) # router isis

device (config-isis-router)# graceful-restart helper-disable

To enable the disabled ISIS graceful restart (GR) helper mode, enter the following commands.

device (config) # router isis

device (config-isis-router)# no graceful-restart helper-disable

[no] graceful-restart helper-disable

Displaying the IS-IS NSR status

To display the I1S-IS NSR status, enter the following command.

device (config-isis-router)# show isis
IS-IS Routing Protocol Operation State: Enabled
IS-Type: Level-2

System ID: cccc.bbbb.aaaa

Manual area address|(es):

22.6666

Level-1-2 Database State: On

Administrative Distance: 210

Maximum Paths: 4

Default redistribution metric: 0

Protocol Routes redistributed into IS-IS:

None

Number of Routes redistributed into IS-IS: 0
Level-1 Auth-mode: None

Level-2 Auth-mode: None

Metric Style Supported for Level-1: Narrow
Metric Style Supported for Level-2: Narrow
Graceful-Restart Helper support enabled

IS-IS Partial SPF Optimizations: Enabled
Timers:

L1l SPF: Max-wait 5s Init-wait 5000ms Second-wait 5000ms
L2 SPF: Max-wait 5s Init-wait 5000ms Second-wait 5000ms

L1l SPF will run in 800msec
L2 SPF is not scheduled

Multi-Service IronWare Routing
53-1003203-04

267



IS-IS Non-Stop Routing

PSPF: Max-wait 5000ms Init-wait 2000ms Second-wait 5000ms
PSPF will run in 300msec
LSP: max-lifetime 45s, refresh-interval 7s, gen-interval 10s
retransmit-interval 5s, lsp-interval 33ms
SNP: csnp-interval 10s, psnp-interval 2s
Global Hello Padding : Enabled
Global Hello Padding For Point to Point Circuits: Enabled
Ptpt Three Way HandShake Mechanism: Enabled
BGP Ipv4 Converged: FALSE, Ipv6 Converged: FALSE
IS-IS Traffic Engineering Support: Disabled
No ISIS Shortcuts Configured
BEFD: Disabled
NSR: Enabled
NSR State: Normal
Standby MP: Ready
Sync State: Enabled
Interfaces with IPv4 IS-IS configured:
ethernet 2/1 ve 20 ve 165 loopback 1 loopback 2 loopback 3

The following table describes the output of the show isis command.

TABLE 37 Output from the show isis command

This field...
IS-IS Routing Protocol Operation State

IS-Type

System ID

Manual area address(es)

Level-1-2 Database State

Administrative Distance

Maximum Paths

Default redistribution metric

Number of Routes redistributed into IS-IS
Level-1 Auth-mode

Level-2 Auth-mode

268

Displays...
This field indicates the operating state of IS-IS and the possible states
includes the following:

. Enabled - IS-IS is enabled.

. Disabled - IS-IS is disabled.
This field indicates the intermediate system type and the possible types
includes the following:

. Level 1 only - The Brocade device routes traffic only within the
area in which it resides.

. Level 2 only - The Brocade device routes traffic between areas
of a routing domain.

. Level 1-2 - The Brocade device routes traffic within the area in
which it resides and between areas of a routing domain.

This field indicates the unique 1S-IS router ID. Typically, the router base
MAC address is used as the system ID.

This field indicates the Area address(es) of the Brocade device.
This field indicates the state of the Level 1-2 Database:
. On
- Off
This field specifies the current setting of the IS-IS administrative distance.

This field specifies the number of paths IS-IS can calculate and install in
the forwarding table.

This field specifies the value of the default redistribution metric, which is
the IS-IS cost of redistributing the route into 1S-IS.

This field specifies the number of routes distributed into 1S-IS.

This field indicates one of the following authentication modes set for
Level-1 on the router:

. None
. md5
. cleartext

This field indicates one of the following authentication modes set for
Level-2 on the router:

. None
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TABLE 37 Output from the show isis command (continued)
This field...

Metric Style Supported for Level-1

Metric Style Supported for Level-2

IS-IS Graceful restart helper mode

IS-IS Partial SPF Optimizations

Timers: L1 or L2 SPF:

max-wait

Init-wait

Second-wait

SPF run status.

Timers: PSPF:

max-wait

Init-wait
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Displays...

mdS

cleartext
This field indicates the metric style supported for Level-1 and the
following values are supported:

Wide - Wide Metric Style

Narrow - Narrow Metric Style
This field indicates the metric style supported for Level-2 and the
following values are supported:

Wide - Wide Metric Style

Narrow - Narrow Metric Style
This field indicates the I1S-IS GR helper mode function and the parameter
can contain one of the following values:

Enabled

Disabled
This field indicates the I1S-IS partial SPEF optiomization and the parameter
can contain one of the following values:

Enabled

Disabled

The following values are displayed individually for IS-IS levels 1 and 2.

This fields indicates the maximum time gap that will occur between
running of SPF calculations. It is the value configured as the spf-max-wait
variable in thespf-interval command as described in Configuring the 1S-1S
PSPF exponential back-off feature on page 251.

This fields indicates the initial time gap between an SPF event and the first
running of SPF. This value reflects the spf-initial-time variable that is
configured using the spf-interval command as described in Configuring
the IS-IS PSPF exponential back-off feature on page 251.

This fields indicates the interval between the first running of SPF and the
first recalculation of the SPF tree. If this optional value is configured, it will
be doubled with each recalculation of the SPF tree until the value is equal
to the max-wait value

This value reflects the spf-second-wait variable that is configured using
the spf-interval command as described in Configuring the 1S-1S PSPF
exponential back-off feature on page 251.

This field is not specifically labeled but it is displayed directly under the
SPF timers. It can be any of the three values shown below:

SPF is running

SPF will run in sec where the sec variable is a value in seconds
until the next time that SPF will be run.

SPF is not scheduled

This fields indicates the maximum time gap that will occur between
running of PSPF calculations. It is the value configured as the max-wait
value in thepartial-spf-interval command as described in Configuring the
IS-IS PSPF exponential back-off feature on page 251.

This fields indicates the initial time gap between the wait time after an LSP
change until the first PSPF calculation. This value reflects the initial-wait
variable that is configured using the partial-spf-interval command as
described in Configuring the IS-I1S PSPF exponential back-off feature on
page 251.
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TABLE 37 Output from the show isis command (continued)
This field...

Second-wait

PSPF run status.

Timers: LSP:

max-lifetime

refresh-interval

gen-interval

retransmit-interval

Isp-interval

Timers: SNP:

csnp-interval

psnp-interval

Global Hello Padding

Global Hello Padding For Point to Point Circuits

Ptpt Three Way HandShake Mechanism

IS-1S Traffic Engineering Support

270

Displays...

This fields indicates the wait time between the first and second PSPF
calculations. If this optional value is configured, it will be doubled with each
PSPF recalculation until the value is equal to the max-wait value

This value reflects the second-wait variable that is configured using the
partial-spf-interval command as described in Configuring the S-S PSPF
exponential back-off feature on page 251.

This field is not specifically labeled but it is displayed directly under the
PSPF timers. It can be any of the three values shown below:

PSPF is running

PSPF will run in sec where the sec variable is a value in seconds
until the next time that PSPF will be run.

PSPF is not scheduled

This fields indicates the maximum number of seconds an unrefreshed
LSP can remain in the Brocade device’'s LSP database.

The default value is 1000 sec.

This fields indicates the maximum number of seconds that a Brocade
device waits between sending updated LSPs to its IS-IS neighbors.

The default value is 1 sec.

This fields indicates the minimum number of seconds that a Brocade
device waits between sending updated LSPs to its IS-IS neighbors.

The default value is 10 sec.

This fields indicates the amount of time the Brocade device waits before it
retransmits LSPs.

The default value is 5 sec.

This fields indicates the rate of transmission (in milliseconds) of the LSPs.

The default rate is 33 ms.

This fields indicates how often the designated IS sends a CSNP to the
broadcast interface.

The default value is 10 sec.
This fields indicates how often the IS sends a PSNP.
The default value is 2 sec.
The value can be:
Enabled
Disabled
The value can be:
Enabled
Disabled
The value can be:
Enabled
Disabled
The value can be:
Enabled
Disabled
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TABLE 37 Output from the show isis command (continued)

Configuring ISIS properties on an interface

This field...

Displays...

BFD

The value can be:
Enabled
Disabled

Interfaces with IPv4 IS-IS configured

This field specifies the interfaces on which IPv4 IS-IS is configured.

NSR state

This field indicates the state of the IS-IS NSR and takes the following
values:

Normal - This indicates that the switchover is either compete or
the switchover event is not triggerd.

SwitchOver Detected - This indicates that the switchover event
is recognized by the IS-IS.

All Card Done - This is an internal event after which the IS-IS
starts sending hellos to its neighbors and schedules SPF.

SPF Run Complete - This indicates that the SPF run and
updating of the IS-IS routes to RTM is complete.

Wait for BGP - This event indicates that the IS-IS is waiting for
redistribution to complete. After redistribution to IS-IS is
complete, the IS-IS NSR state will change to Normal.

Standby MP

This field indicates the standby MP is active, ready, or inactive:
Active - This indicates the standby MP is active.

Inactive - This indicates the standby MP is either down or not
present.

Ready - This indicates the standby MP is ready to accept
configuration updates or database updates.

Sync State

This field indicates whether the synchronization state is enabled or
disabled. The state changes depending on whether or not the Non Stop-
Routing command is configured under the router IS-IS.

Interfaces with IPv4 IS-IS configured

This field specifies the interfaces configured with IPv4 1S-IS.

Configuring ISIS properties on an interface

This section describe the IS-IS parameters for an interface.

Disabling and enabling IS-IS on an interface

In addition to enabling IS-IS globally, you also must enable the protocol on the individual interfaces connected to ISs or ESs. To enable
IS-IS locally on specific interfaces, enter commands such as the following.

device (confiqg) # interface ethernet 1/1
device (config-if-1/1)# ip router isis
device (config-if-1/1)# exit

device (config)# interface pos 2/3
device (config-if-2/3)# ip router isis

These commands enable I1S-IS on ports 1/1 and 2/3. The NET configured above (at the IS-IS configuration level) applies to both

interfaces.

Syntax: [no] ip router isis
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Disabling or re-enabling formation of adjacencies

When you enable IS-IS on any type of interface except a loopback interface, the interface also is enabled to send advertisements and
form an adjacency with an IS at the other end of the link by default. Adjacency formation and advertisements are disabled by default on
loopback interfaces.

You can enable or disable adjacency formation and advertisements on an interface.

NOTE
The Brocade device advertises an IS-IS interface to its area regardless of whether adjacency formation is enabled.

To disable I1S-IS adjacency formation on an interface, enter commands such as the following.

device (config) # interface ethernet 2/8
device (config-1if-el1000-2/8)# isis passive

This command disables I1S-IS adjacency formation on port 2/8. The device still advertises this IS-IS interface into the area, but does not
allow the port to form an adjacency with the IS at the other end of the link.

Syntax: [no] isis passive

Setting the priority for designated IS election

The priority of an IS-IS interface determines the priority of the interface for being elected as a Designated IS. Level-1 has a Designated
IS and Level-2 has a Designated IS. The Level-1 and Level-2 Designated ISs are independent, although the same device can become
both the Level-1 Designated IS and the Level-2 Designated IS.

By default, the Level-1 and Level-2 priority is 64. You can configure an interface’s priority to a value from 1 - 127. You can configure
the same priority for both Level-1 and Level-2 or you can configure a different priority for each level. In case of a tie (if two or more
devices have the highest priority within a given level), the device with the highest MAC address becomes the Designated IS for that level.

NOTE
You can set the IS-IS priority on an individual interface basis only. You cannot set the priority globally.

To set the IS-IS priority on an interface, enter commands such as the following.

device (config) # interface ethernet 2/8
device (config-if-el1000-2/8)# isis priority 127

This command sets the IS-IS priority on port 1/1 to 127. Since the command does not specify Level-1 or Level-2, the new priority
setting applies to both IS-IS levels.

Syntax: [no] isis priority num [ level-1 | level-2 ]
The num parameter specifies the priority and can be from 1 - 127. A higher numeric value means a higher priority. The default is 64.

The level-1 | level-2 parameter applies the priority to Level-1 only or Level-2 only. By default, the priority is applied to both levels.

Limiting access to adjacencies with a neighbor

In addition to limiting access to an area (level-1) or domain (level-2), you can limit access to forming an 1S-IS adjacency on a specific
interface by entering a password at the interface configuration level. To enter this password, enter a command such as the following.

device (config) # interface ethernet 2/8
device (config-1if-el1000-2/8)# isis password my-password

Syntax: [no] isis password string
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The string parameter specifies the password. You can enter an alphanumeric string up to 80 characters long. The password can contain
blank spaces. If you use a blank space in the password, you must use quotation marks (" ") around the entire password; for example, isis
password "admin 2"

Changing the IS-IS level on an interface

The section Changing the IS-IS level globally on page 248 explains how to change the IS-IS level globally. By default, a Brocade device
can operate as both a Level-1 and IS-IS Level-2 router. You can change the IS-IS type on an individual interface to be Level-1 only or
Level-2 only. You also can reset the type to both Level-1 and Level-2.

NOTE

If you change the IS-IS type on an individual interface, the type you specify must also be specified globally. For example, if you
globally set the type to Level-2 only, you cannot set the type on an individual interface to Level-1. The software accepts the
setting but the setting does not take effect.

To change the IS-IS type on a specific interface, enter commands such as the following.

device (config) # interface ethernet 2/8
device (config-1if-el1000-2/8)# isis circuit-type level-1

Syntax: [no] isis circuit-type level-1 | level-1-2 | level-2

The level-1 | level-1-2 | level-2 parameter specifies the IS-IS type. If you want to re-enable support for both IS-IS types, re-enter the
command you entered to change the IS-IS type, and use "no" in front of the command.

Disabling and enabling hello padding on an interface

The section Globally disabling or re-enabling hello padding on page 251 explains what hello padding is, why it is important and how to
globally disable or enable it on a device. You can also disable hello padding on a specific interface by entering commands such as the
following.

device (config) # interface ethernet 2/8
device (config-if-el1000-2/8)# no isis hello padding

Syntax: [no] isis hello padding
By default, hello padding is enabled. Enter the no form of the command to disable hello padding.

Changing the hello interval

The hello interval controls how often an IS-IS interface sends hello messages to its I1S-IS neighbors. The default interval is 10 seconds
for Level-1 and Level-2. You can change the hello interval for one or both levels to a value from 1 - 65535 seconds.

To change the hello interval for Ethernet interface 2/8, enter commands such as the following.

device (config) # interface ethernet 2/8
device (config-if-e1000-2/8)# isis hello-interval 20

This command changes the hello interval to 20 seconds. By default, the change applies to Level-1 and Level-2.
Syntax: [no] isis hello-interval num [ level-1 | level-2 ]
The num parameter specifies the interval, and can be from 1 - 65535 seconds. The default is 10 seconds.

Thelevel-1 | level-2 parameter applies the change to only the level you specify. If you do not use this parameter, the change applies to
both levels.
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Changing the hello multiplier

The hello multiplier is the number by which an IS-IS interface multiplies the hello interval to obtain the hold time for Level-1 and Level-2
IS-to-IS hello PDUs. The default multiplier is 3. You can set the multiplier to a value in the range 3 - 1000.

To change the hello multiplier for Ethernet interface 2/8, enter commands such as the following.

device (config) # interface ethernet 2/8
device (config-if-e1000-2/8)4# isis hello-multiplier 50

This command changes the hello interval to 50. By default, the change applies to both Level-1 and Level-2.
Syntax: [no] isis hello-multiplier num [ level-1 | level-2 ]
The num parameter specifies the multiplier, and can be from 3 - 1000. The default is 3.

The level-1 | level-2 parameter applies the change to only the level you specify. If you do not use this parameter, the change applies to
both levels.

DIS hello interval

The DIS hello interval value is derived from the hello interval configured under the interface. The default ISIS hellos interval is 10 sec. The
default DIS hello interval is 10/3 = sec. The default values of the DIS hello interval is not changed.

However, if you configure a hello interval of 20 for an interface, then the DIS hello interval for the interface becomes 20/3 =6 sec.

The DIS hello multipler is the same as the hello multipler configured under the interface.

Changing the metric added to advertised routes

When the Brocade device originates an IS-IS route or calculates a route, the Brocade device adds a metric (cost) to the route. Each 1S-IS
interface has a separate metric value. The default is 10.

The Brocade device applies the interface-level metric to routes originated on the interface and also when calculating routes. The Brocade
device does not apply the metric to link-state information that the Brocade device receives from one IS and floods to other ISs.

The default interface metric is 10. You can change the metric on an individual interface to a value in one of the following ranges:
1 - 63 for the narrow metric style (the default metric style for IPv4 ISIS)
1 - 16777215 for the wide metric style (the default metric style for IPv4 ISIS)
NOTE

If the metric value you want to use is higher than 63 but you have not changed the metric style to wide, change the metric style
first, then set the metric. The IS-IS neighbors that will receive the advertisements also must be enabled to receive wide metrics.

To change the IS-IS metric on an interface, use the following CLI method.

device (config) # interface ethernet 2/8
device (config-if-el1000-2/8)# isis metric 15

Syntax: [no] isis metric num [ level-1 | level-2 ]

The num parameter specifies the metric. The range of values you can specify depends on the metric style. You can specify 1 - 63 for
the narrow metric style or 1 - 16777215 for the wide metric style. The default in either case is 10.

The level-1 | level-2 parameter applies the change to only the level you specify. If you do not use this parameter, the change applies to
both levels.
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Displaying IPv4 I1S-1S information

You can display the following information:
+  General IS-IS Information - Displaying ISIS general information on page 275

+  The active configuration (the IS-IS commands in the running-config) - refer to Displaying the I1S-IS configuration in the running-
config on page 278

+ Name mappings - Displaying the name mappings on page 279

+ Neighbor information - Displaying neighbor information on page 279

+  Neighbor adjacency changes - Displaying IS-IS Syslog messages on page 281
+ Interface information - Displaying interface information on page 282

+  Route information - Displaying route information on page 285

+  LSP database entries - Displaying L.SP database entries on page 286

«  Traffic statistics - Displaying traffic statistics on page 289

«  Error statistics - Displaying error statistics on page 290

+ 1S-IS Log - Displaying the IS-IS SPF Log on page 292

Displaying ISIS general information
To display general IPv4 IS-IS information, enter the following command at any CLI level.

device#show isis
IS-IS Routing Protocol Operation State: Enabled
IS-Type: Level-1-2
System ID: 0000.0011.1111
Manual area address (es):
47
Level-1-2 Database State: On
Administrative Distance: 115
Maximum Paths: 4
Default redistribution metric: 0
Protocol Routes redistributed into IS-IS:
Static
Number of Routes redistributed into IS-IS: 11
Level-1 Auth-mode: None
Level-2 Auth-mode: None
Metric Style Supported for Level-1: Wide
Metric Style Supported for Level-2: Wide
IS-IS Partial SPF Optimizations: Enabled
Timers:
L1l SPF: Max-wait 120s Init-wait 100ms Second-wait 120000ms
L2 SPF: Max-wait 100s Init-wait 100ms Second-wait 100000ms
L1 SPF is not scheduled
L2 SPF is not scheduled
PSPF: Max-wait 120000ms Init-wait 120000ms Second-wait 120000ms
PSPF is not scheduled
LSP: max-lifetime 1200s, refresh-interval 900s, gen-interval 10s
retransmit-interval 5s, lsp-interval 33ms
SNP: csnp-interval 10s, psnp-interval 2s
Global Hello Padding : Enabled
Global Hello Padding For Point to Point Circuits: Enabled
Ptpt Three Way HandShake Mechanism: Enabled
IS-IS Traffic Engineering Support: Disabled
BED: Disabled
Interfaces with IPv4 IS-IS configured:
eth 1/1

Syntax: show isis
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This display shows the following information.

TABLE 38 IS-IS neighbor information
This field...

IS-IS Routing Protocol Operation State

IS-Type

System ID
Manual area address(es)

Level-1-2 Database State

Administrative Distance
Maximum Paths

Default redistribution metric

Number of Routes redistributed into IS-IS
Level-1 Auth-mode

Level-2 Auth-mode

Metric Style Supported for Level-1

Metric Style Supported for Level-2

IS-IS Partial SPF Optimizations

Timers: L1 or L2 SPF:

max-wait

276

Displays...

The operating state of IS-IS. Possible states include the following:
Enabled - IS-IS is enabled.
Disabled - IS-IS is disabled.

The intermediate system type. Possible types include the following:

Level 1 only - The Brocade device routes traffic only within the
area in which it resides.

Level 2 only - The Brocade device routes traffic between areas
of a routing domain.

Level 1-2 - The Brocade device routes traffic within the area in
which it resides and between areas of a routing domain.

The unique IS-IS router ID. Typically, the Brocade device’s base MAC
address is used as the system ID.

Area address(es) of the Brocade device.
The state of the Level 1-2 Database:
On
Off
The current setting of the IS-IS administrative distance.
The number of paths IS-IS can calculate and install in the forwarding table

The value of the default redistribution metric, which is the IS-IS cost of
redistributing the route into IS-IS.

The number of routes distributed into IS-IS.
One of the following authentication modes set for Level-1 on the router:
None
md5S
cleartext
One of the following authentication modes set for Level-2 on the router:
None
mdS
cleartext
The following values are supported:
Wide - Wide Metric Style
Narrow - Narrow Metric Style
The following values are supported:
Wide - Wide Metric Style
Narrow - Narrow Metric Style
This parameter can contain one of the following values:
Enabled
Disabled
These values are displayed individually for IS-IS levels 1 and 2.

The maximum time gap that will occur between running of SPF
calculations. It is the value configured as the spf-max-wait variable in
thespf-interval command as described in Configuring the IS-IS PSPF
exponential back-off feature on page 251.
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TABLE 38 IS-IS neighbor information (continued)
This field...

Init-wait

Second-wait

SPF run status.

Timers: PSPF:

max-wait

Init-wait

Second-wait

PSPF run status.

Timers: LSP:

max-lifetime

refresh-interval

gen-interval

retransmit-interval
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Displays...

The initial time gap between an SPF event and the first running of SPF.
This value reflects the spf-initial-time variable that is configured using the
spf-interval command as described in Configuring the [S-1S PSPF
exponential back-off feature on page 251.

The interval between the first running of SPF and the first recalculation of
the SPF tree. If this optional value is configured, it will be doubled with
each recalculation of the SPF tree until the value is equal to the max-wait
value

This value reflects the spf-second-wait variable that is configured using
the spf-interval command as described in Configuring the 1S-1S PSPF
exponential back-off feature on page 251.

This field is not specifically labeled but is displayed directly under the SPF
timers.) It can any of the three values shown below:
SPF is running

SPF will run in sec where the sec variable is a value in seconds
until the next time that SPF will be run.

SPF is not scheduled

The maximum time gap that will occur between running of PSPF
calculations. It is the value configured as the max-wait value in thepartial-
spf-interval command as described in Configuring the [S-1S PSPF
exponential back-off feature on page 251.

The initial time gap between the wait time after an LSP change until the
first PSPF calculation. This value reflects the initial-wait variable that is
configured using the partial-spf-interval command as described in
Configuring the IS-IS PSPF exponential back-off feature on page 251.

The wait time between the first and second PSPF calculations. If this
optional value is configured, it will be doubled with each PSPF
recalculation until the value is equal to the max-wait value

This value reflects the second-wait variable that is configured using the
partial-spf-interval command as described in Configuring the S-S PSPF
exponential back-off feature on page 251.

This field is not specifically labeled but is displayed directly under the
PSPF timers. It can any of the three values shown below:

PSPF is running

PSPF will run in sec where the sec variable is a value in seconds
until the next time that PSPF will be run.

PSPF is not scheduled

The maximum number of seconds an unrefreshed LSP can remain in the
Brocade device’s LSP database.

The default value is 1000 sec.

The maximum number of seconds that a Brocade device waits between
sending updated LSPs to its IS-IS neighbors.

The default value is 1 sec.

The minimum number of seconds that a Brocade device waits between
sending updated LSPs to its IS-IS neighbors.

The default value is 10 sec.

The amount of time the Brocade device waits before it retransmits LSPs.
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TABLE 38 IS-IS neighbor information (continued)
This field... Displays...

The default value is 5 sec.

Isp-interval The rate of transmission (in milliseconds) of the LSPs.

The default rate is 33 ms.

Timers: SNP:
csnp-interval How often the designated IS sends a CSNP to the broadcast interface.
The default value is 10 sec.
psnp-interval How often the IS sends a PSNP.
The default value is 2 sec.
Global Hello Padding This value can be:
Enabled
Disabled
Global Hello Padding For Point to Point Circuits This value can be:
Enabled
Disabled
Ptpt Three Way HandShake Mechanism This value can be:
Enabled
Disabled
IS-1S Traffic Engineering Support This value can be:
Enabled
Disabled
BFD This value can be:
Enabled
Disabled
Interfaces with IPv4 IS-IS configured Interfaces on which IPv4 IS-IS is configured.

Displaying the I1S-IS configuration in the running-config

You can display the global IS-IS configuration commands that are in effect on the Brocade device using the following CLI method.

NOTE
The running-config does not list the default values. Only commands that change a setting or add configuration information are
displayed.

To list the global IS-IS configuration commands in the Brocade device’s running-config, enter the following command at any level of the
CLI.

device# show isis config
router isis

net 20.00e0.5200.0001.00
end

The running-config shown in this example contains the command that enables I1S-IS and a command that configures a NET.

To display the interface configuration information in the running-config, enter one of the following commands at any level of the CLI:
+  show running-config

write terminal
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Syntax: show isis config

Displaying the name mappings
To display the mappings, enter the following command at any level of the CLI.
device# show isis hostname
Total number of entries in IS-IS Hostname Table: 1
System ID Hostname * = local IS
* 0000.00cc.dddd  XMR
Syntax: show isis hostname

The table in this example contains one mapping, for this Brocade device. The Brocade device’s IS-IS system ID is "0000.00cc.dddd"
and its hostname is "XMR". The display contains one entry for each IS that supports name mapping.

NOTE

Name mapping is enabled by default. When name mapping is enabled, the output of the show isis database , show isis
interface , and show isis neighbor commands uses the host name instead of the system ID. To disable mapping so that these
displays use the system ID instead, refer to Disabling or re-enabling display of hostname on page 248.

Displaying neighbor information
To display IS-IS neighbor information, enter the following command at any level of the CLI

device# show isis neighbor
Total number of IS-IS Neighbors: 2

System ID Interface SNPA State Holdtime Type Pri StateChgeTime
Protocol

00e0.52b5.7800 Ether2/4 00e0.52b5.7843 UP 10

ISL2 64 0 :0 :16:8 M-ISIS

00e0.52b5.7800 Ether2/4 00e0.52b5.7843 UP 10

ISL1 64 0 :0 :16:8 ISIS

Syntax: show isis neighbor [ detail ]
The detail option displays more details for each neighbor.

This display shows the following information.

TABLE 39 IS-IS neighbor information

This field... Displays...

Total number of I1S-IS Neighbors The number of ISs with which the Brocade device has formed IS-IS
adjacencies.

System ID The System ID of the neighbor or the hostname of the neighbor.

Interface The Brocade device port or virtual interface attached to the neighbor.

SNPA The Subnetwork Point of Attachment (SNPA), which is the MAC address
of the Brocade device port or virtual interface attached to the neighbor.

State The state of the adjacency with the neighbor. The state can be one of the
following:

DOWN - The adjacency is down.
INIT - The adjacency is being established and is not up yet.
UP - The adjacency is up.

Holdtime The neighbor’s advertised hold time.
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TABLE 39 IS-IS neighbor information (continued)

This field... Displays...
Type The I1S-IS type of the adjacency. The type can be one of the following:
. ISL1 - Level-1 1S
ISL2 - Level-2 IS
ES-ES
NOTE
The Brocade device forms a separate adjacency for each IS-
IS type. Thus, if the Brocade device has both types of IS-IS
adjacencies with the neighbor, the display contains a separate
row of information for each adjacency.
Pri The priority of this IS to be elected as the Designated IS in this broadcast
network.
StateChgeTime The amount of time that has passed since the adjacency last changed
state.
Protocol The routing protocol supported by the neighbor. The protocol can be one

of the following:
MT-ISIS - Multi-Topology is enabled on the neighbor.
ISIS - Multi-Topology is not enabled on the neighbor.

To display IS-IS neighbor detail information, enter the following commmand at any level of the CLI.

device# show isis neighbor detail
Total number of IS-IS Neighbors:
1
System ID Interface SNPA State Holdtime Type Pri StateChgeTime Protocol
Core2 ve 501 0900.2b00.0005 UP 30 PTPT 127 0 :0 :46:41 M-ISIS
3-Way HandShake TLV received: circuit-id 2
Area Address(es): 00.0000
Adj Usage L1
Protocols Supported: IP IPv6
IP Address: 191.28.1.2, circuit-id 2

Syntax: show isis neighbor [ detail ]
The detail option displays more information about each neighbor.

Table 40 describes the output parameters of the show isis neighbor detail command.

TABLE 40 IS-1S neighbor information

This field... Displays...

Total number of I1S-IS Neighbors The number of ISs with which the Brocade device has formed IS-IS
adjacencies.

System ID The System ID of the neighbor or the hostname of the neighbor.

Interface The Brocade device port or virtual interface attached to the neighbor.

SNPA The Subnetwork Point of Attachment (SNPA), which is the MAC address
of the Brocade device port or virtual interface attached to the neighbor.

State The state of the adjacency with the neighbor. The state can be one of the
following:

DOWN - The adjacency is down.
INIT - The adjacency is being established and is not up yet.
UP - The adjacency is up.

Holdtime The neighbor’s advertised hold time.
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TABLE 40 IS-IS neighbor information (continued)

This field... Displays...
Type The I1S-IS type of the adjacency. The type can be one of the following:
. ISL1 - Level-11S
ISL2 - Level-2 IS
ES-ES
NOTE
The Brocade device forms a separate adjacency for each IS-
IS type. Thus, if the Brocade device has both types of IS-IS
adjacencies with the neighbor, the display contains a separate
row of information for each adjacency.
Pri The priority of this IS to be elected as the Designated IS in this broadcast
network.
StateChgeTime The amount of time that has passed since the adjacency last changed
state.
3-Way Handshake TLV received The received 3-way handshake TLV for the interface.
Area Address (es) The address of the area.
Protocols Supported The topology supported by the neighbor.
IP Address The IP address assigned to the neighbor interface.
Adj Usage L1 The adjacency level used by the neighbor.
circuit ID The ID of the IS-IS circuit running on the neighbor interface.
Protocol The routing protocol supported by the neighbor. The protocol can be one

of the following:
MT-ISIS - Multi-Topology is enabled on the neighbor.
ISIS- Multi-Topology is not enabled on the neighbor.

Displaying IS-IS Syslog messages
When logging is enabled, the Brocade device generates Syslog messages and SNMP traps for the following IS-IS events:
+  Overload state (the Brocade device entering or leaving the overload state)

Memory overrun (IS-1S is demanding more memory than is available)

You also can enable the Brocade device to generate Syslog messages and SNMP traps when an adjacency with a neighbor comes up or
goes down. To enable logging of adjacency changes, refer to Logging adjacency changes on page 252.

To display Syslog entries, enter the following command at any level of the CLI.

device# show logging

Syslog logging: enabled (0 messages dropped, 0 flushes, 0 overruns)
Buffer logging: level ACDMEINW, 3 messages logged
level code: A=alert C=critical D=debugging M=emergency E=error

I=informational N=notification W=warning

Static Log Buffer:

Dynamic Log Buffer (50 lines):

00d00h0O0m42s:N:BGP Peer 10.147.202.10 UP (ESTABLISHED)

00d00h00m18s:N:ISIS L2 ADJACENCY UP 0000.0034.1234 on interface 2/8
00d00h00m08s:N:ISIS L1 ADJACENCY UP 0000.0034.1234 on interface 2/8
00d00h00m08s:N:ISIS L2 ADJACENCY UP 0000.00de.5520 on interface 5/1
00d00h00m00s:I:Warm start

The messages in this example indicate that the software has been reloaded (Warm start) and adjacencies between the Brocade device
and three ISs have come up.
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Syntax: show logging

Displaying interface information

To display information about the Brocade device’s IS-IS interfaces, enter the show isis commands at any level of the CLI, as the

examples in this section illustrate.

The following is an example of the show isis interface command for an Ethernet Interface module configured for a Circuit Type BCAST.

device (config-1if-e10000-1/1) #show isis interface
Interfaces:
1
Interface: eth 1/1
Circuit State: UP Circuit Mode: LEVEL-1-2
Circuit Type: BCAST Passive State: FALSE
Circuit Number: 0x01, MTU: 1500
Level-1 Auth-mode: None
Level-2 Auth-mode: None
Level-1 Metric: 10, Level-1 Priority: 64
Level-1 Hello Interval: 5 Level-1 Hello Multiplier: 3
Level-1 Designated IS: mu2-01 Level-1 DIS Changes: 3
Level-2 Metric: 10, Level-2 Priority: 64
Level-2 Hello Interval: 5 Level-2 Hello Multiplier: 3
Level-2 Designated IS: mu2-01 Level-2 DIS Changes: 3
Next IS-IS LAN Level-1 Hello in 1 seconds
Next IS-IS LAN Level-2 Hello in 4 seconds
Number of active Level-1 adjacencies: 0
Number of active Level-2 adjacencies: 0

Circuit State Changes: 1 Circuit Adjacencies State Changes:

Rejected Adjacencies: 0

Circuit Authentication L1 failures: O
Circuit Authentication L2 failures: 0
Bad LSPs: O

Control Messages Sent: 63 Control Messages Received:
Hello Padding: Enabled

IP Enabled: TRUE

IP Addresses:

10.1.1.2/24

IPv6 Enabled: TRUE

IPv6 Addresses:

1000::1/32

IPv6 Link-Local Addresses:
fe80::200:££:£e02:c000

MPLS TE Enabled: FALSE

27

Total number of IS-IS

The following is an example of the show isis interface command for a POS Interface module configured with a Circuit Type: PTP.

device#show isis interface
Total number of IS-IS Interfaces:
1
Interface: eth 1/1
Circuit State: UP Circuit Mode: LEVEL-1-2
Circuit Type: PTP Passive State: FALSE
Circuit Number: 0x01, MTU: 1500
Level-1 Auth-mode: None
Level-1 Metric: 10
Level-1 Hello Interval: 5 Level-1 Hello Multiplier: 3
Level-2 Metric: 10
Circuit State Changes: 1 Circuit Adjacencies State Ch
Rejected Adjacencies: 0
Circuit Authentication L1 failures:
0
Bad LSPs: O
Control Messages Sent: 9 Control Messages Received: 1
Hello Padding: Enabled
IP Enabled: TRUE
IP Addresses:
10.1.1.2/24

282

anges:

Multi-Service IronWare Routing
53-1003203-04



Displaying IPv4 1S-IS information

IPv6 Enabled: TRUE

IPv6 Addresses:

1000::1/32

IPv6 Link-Local Addresses:
fe80::200:££:£e02:c000
MPLS TE Enabled: FALSE

Syntax: show isis interface [ brief | ethernet slot-number/port-number | pos slot-number/port-number | loopback number | ve
number ]

This display shows the following information.

TABLE 41 |S-IS interface information

This field... Displays...
Total number of IS-IS interfaces The number of interfaces on which IS-IS is enabled.
Interface The port or virtual interface number to which the information listed below
applies.
Circuit State The state of the circuit, which can be one of the following:
DOWN
UP
Circuit Mode The IS-IS type in use on the circuit. The mode can be one of the following:
LEVEL-1
LEVEL-2
LEVEL-1-2
Circuit Type The type of IS-IS circuit running on the interface. The circuit type can be
one of the following:
BCAST (broadcast).
PTP (Point-to-Point)
Passive State The passive state determines whether the interface is allowed to form an

IS-1S adjacency with the IS at the other end of the circuit. The state can be
one of the following:

FALSE - The passive option is disabled. The interface can form
an adjacency with the IS at the other end of the link.

TRUE - The passive option is enabled. The interface cannot
form an adjacency, but can still advertise itself into the area.

Circuit Number The ID that the instance of IS-IS running on the interface applied to the
circuit between this interface and the interface at the other end of the link.
MTU The maximum length supported for IS-IS PDUs sent on this interface.
Level-1 Auth-mode One of the following authentication modes set for Level-1 on the router:
None
mdS
cleartext
Level-2 Auth-mode One of the following authentication modes set for Level-2 on the router:
None
mdS
cleartext

This parameter is not displayed for interfaces that are configured with a
Point-to-Point circuit type. This is because separate Level-2 Hello
messages are not sent on Point-to-Point interfaces. Consequently, "Hello
Interval’, "Hello Multiplier, and "Authentication” parameters should always
be configured in the Level-1 mode for Point-to-Point interfaces.
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TABLE 41 IS-IS interface information (continued)

This field...
Level-1 Metric

Level-1 Priority

Level-1 Hello Interval

Level-1 Hello Multiplier

Level-1 Designated IS
Level-1 DIS Changes
Level-2 Metric

Level-2 Priority

Level-2 Hello Interval

Level-2 Hello Multiplier

Level-2 Designated IS
Level-2 DIS Changes
Next IS-IS LAN Level-1 Hello

Next IS-IS LAN Level-2 Hello

Number of active Level-1 adjacencies

Number of active Level-2 adjacencies

Circuit State Changes
Circuit State Adjacencies Changes

Rejected Adjacencies

Circuit Authentication L1 failures

Circuit Authentication L2 failures
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Displays...

The default-metric value that the Brocade device inserts in IS-IS Level-1
PDUs for this interface.

The priority of this IS to be elected as the Designated IS for Level-1 in this
broadcast network.

The number of seconds the software waits between sending Level-1 hello
PDUs to the IS at the other end of the circuit.

The number by which the software multiplies the hello interval to calculate
the hold time set in Level-1 Hello PDUs sent on the circuit.

The NET of the Level-1 Designated IS.
The number of times the NET of the Level-1 Designated IS has changed.

The default-metric value that the Brocade device inserts in IS-IS Level-2
PDUs for this interface.

The priority of this IS to be elected as the Designated IS for Level-2 in this
broadcast network.

The number of seconds the software waits between sending Level-2 Hello
messages to the IS at the other end of the circuit.

The number by which the software multiplies the hello interval to calculate
the hold time set for Level-2 Hello PDUs sent on this circuit.

This parameter is not displayed for interfaces that are configured with a
Point-to-Point circuit type. This is because separate Level-2 Hello
messages are not sent on Point-to-Point interfaces. Consequently, "Hello
Interval’, "Hello Multiplier, and "Authentication” parameters should always
be configured in the Level-1 mode for Point-to-Point interfaces.

The NET of the Level-2 Designated IS.
The number of times the NET of the Level-2 Designated IS has changed.

Number of seconds before next Level-1 Hello PDU will be transmitted by
the Brocadedevice.

Number of seconds before next Level-2 Hello PDU will be transmitted by
the Brocade device.

The number of ISs with which this interface has an active Level-1
adjacency.

The number of ISs with which this interface has an active Level-2
adjacency.

The number of times the state of the circuit has changed.
The number of times an adjacency has started or ended on this circuit.

The number of adjacency attempts by other ISs rejected by the Brocade
device.

The number of times the Brocade device rejected a circuit because the
authentication did not match the authentication configured for Level-1on
the Brocade device.

The number of times the Brocade device rejected a circuit because the
authentication did not match the authentication configured for Level-2 on
the Brocade device.

This parameter is not displayed for interfaces that are configured with a
Point-to-Point circuit type. This is because separate Level-2 Hello
messages are not sent on Point-to-Point interfaces. Consequently, "Hello
Interval’, "Hello Multiplier, and "Authentication” parameters should always
be configured in the Level-1 mode for Point-to-Point interfaces.
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This field...
Bad LSP

Control Messages Sent
Control Messages Received
Hello Padding:

IP Enabled

IP Address and Subnet Mask
IPv6 Enabled

IPv6 Address and Subnet Mask
lpv6 Link-Local Addresses
MPLS TE Enabled:

BFD Enabled:

Displaying IPv4 1S-IS information

Displays...

The number of times the interface received a bad LSP from an IS at the
other end of the circuit. The following conditions can cause an LSP to be
bad:

Invalid checksum

Invalid length

Invalid lifetime value
The number of IS-IS control PDUs sent on this interface.
The number of IS-IS control PDUs received on this interface.

The Hello Padding configuration, which can be:
Enabled
Disabled

If set to TRUE, the IP protocol is enabled for this circuit.
The IP address and subnet mask for this interface.

If set to TRUE, the IPv6 protocol is enabled for this circuit.
The IPv6 address and subnet mask for this interface.

The IPvE link local address for this interface.

If set to TRUE, MPLS Traffic Engineering protocol is enabled for this
circuit.

If set to TRUE, BiDirectional Forwarding Detection is enabled for this

circuit.

Displaying route information
To display the routes in the Brocade device’s IS-IS route table, use either of the following methods.
To display information about the routes in the Brocade device’s IS-IS route table, enter the following command at any level of the CLI.

device# show isis routes
Total number of IS-IS routes: 173

Destination Mask Cost Type Tag Flags
10.0.0.0 255.255.255.0 21 L2 00000000 00000242
Path: 1 Next Hop IP: 10.1.1.1 Interface: 7/1
10.0.0.0 255.255.255.255 30 L2 00000000 00000242
Path: 1 Next Hop IP: 10.1.1.1 Interface: 7/1
10.0.0.1 255.255.255.255 30 L2 00000000 00000242
Path: 1 Next Hop IP: 10.1.1.1 Interface: 7/1
10.0.10.0 255.255.255.0 30 L2 00000000 00000242
Path: 1 Next Hop IP: 10.1.1.1 Interface: 7/1

Syntax: show isis routes [ ip-address subnet-mask | ip-address/prefix |
You may enter ip-addresssubnet-mask or ip-address/prefix if you want information for a specific route.
device# show isis routes 10.0.111.0 255.255.255.0

10.0.111.0 255.255.255.0 21 L2 00000000 00000242
Path: 1 Next Hop IP: 10.1.1.1 Interface: 7/1

This display shows the following information.
TABLE 42 |S-IS route information

This field... Displays...

The total number of routes in the Brocade device’s IS-IS route table. The
total includes Level-1 and Level-2 routes.

Total number of IS-IS routes
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TABLE 42 IS-IS route information (continued)

This field... Displays...

Destination The IP destination of the route.

Mask The subnet mask for the destination address.

Cost The IS-IS default metric for the route, which is the cost of using this route
to reach the next-hop router to this destination.

Type The route type, which can be one of the following:

L1 - Level-1 route
L2 - Level-2 route

Tag The tag value associated with the route.

Path The path number in the table. The IS-IS route table can contain multiple
equal-cost paths to the same destination, in which case the paths are
numbered consecutively. When IP load sharing is enabled, the Brocade
device can load balance traffic to the destination across the multiple paths.

Next Hop IP The IP address of the next-hop interface to the destination.

Interface The Brocade device interface (port or virtual interface) attached to the next
hop.

Flags Values used by Brocade technical support for troubleshooting.

Displaying LSP database entries

Use the following methods to display summary or detailed information about the entries in the LSP database.

NOTE
The Brocade device maintains separate LSP databases for Level-1 LSPs and Level-2 LSPs.

Displaying summary information

To display summary information for all the LSPs in the Brocade device’s LSP databases, enter the following command at any level of the
CLI.

device) # show isis database
IS-IS Level-1 Link State Database

LSPID LSP Seqg Num LSP Checksum LSP Holdtime ATT/P/OL
XMR-1.00-00 0x0000000c 0xd048 963 1/0/0
XMR-1.01-00 0x00000004 0x09b0 957 0/0/0
XMR-1.02-00 0x00000001 0xc57b 961 0/0/0
XMR.00-00%* 0x0000000Db 0x23fDb 1030 1/0/0
IS-IS Level-2 Link State Database

LSPID LSP Seqg Num LSP Checksum LSP Holdtime ATT/P/OL
XMR-1.00-00 0x0000000d 0x7d97 964 1/0/0
XMR-1.01-00 0x00000004 0x09b0 958 0/0/0
XMR-1.02-00 0x00000001 0x200f 962 0/0/0
XMR.00-00%* 0x0000000Db 0x5647 1030 1/0/0
0000.0100.0003.00-00 0x0000001f 0x76la 932 0/0/0
0000.0100.0003.00-01 0x0000001d 0x9c9d 606 0/0/0

The command in this example shows information for the LSPS in the Brocade device’s Level-1 and Level-2 LSP databases. Notice that
the display groups the Level-1 and Level-2 LSPs separately.

Syntax: show isis database [ Isp-id | detail | 11 | 12 | levell | level2 ]

The Isp-id parameter displays summary information about a particular LSP. Specify an LSPID for which you want to display information
in HHHH.HHHH.HHHH.HH-HH format, for example, 3333.3333.3333.00-00. You can also enter name.HH-HH, for example, XMR.
00-00.
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The detail parameter displays detailed information about the LSPs. Refer to Displaying detailed information on page 287.

The |11 and levell parameters display the Level-1 LSPs only. You can use either parameter.

The |12 and level2 parameters display the Level-2 LSPs only. You can use either parameter.

The show isis database summary display shows the following information.

TABLE 43 [S-IS summary LSP database information

This field...
LSPID

LSP Seg Num
LSP Checksum

LLSP Holdtime

ATT

oL

Displaying detailed information

Displays...

The LSP ID, which consists of the source ID (6 bytes), the pseudonode (1
byte), and LSPID (1 byte).

NOTE
If the address has an asterisk ( *) at the end, this indicates that
the LSP is locally originated.

The sequence number of the LSP.

The checksum calculated by the device that sent the LSP and used by the
Brocade device to verify that the LSP was not corrupted during
transmission over the network.

The maximum number of seconds during which the LSP will remain valid.

NOTE

The IS that originates the LSP sets the timer for the LSP. As a
result, LSPs do not all have the same amount of time
remaining when they enter the Brocade device’s LSP
database.

A 4-bit value extracted from bits 4 - 7 in the Attach field of the LSP.
The value in the Partition option field of the LSP. The field can have one of
the following values:

O - The IS that sent the LSP does not support partition repair.

1 - The IS that sent the LSP supports partition repair.
The value in the LSP database overload field of the LSP. The field can
have one of the following values:

O - The overload bit is off.

1 - The overload bit is on, indicating that the IS that sent the
LSP is overloaded and should not be used as a IS-IS transit
router for that level.

To display detailed information for all the LSPs in the Brocade device’s LSP databases, enter the following command at any level of the

CLL.

device# show isis database detail
IS-IS Level-1 Link State Database
LSP Seqg Num

LSPID

XMR.00-00*
Area Address:

NLPID:

Hostname:
IP Address:
IPv6 Address:
Metric:
Metric:
IS-IS Level-2 Link State Database
LSP Seg Num

LSPID

XMR.00-00%*
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2001:db8::14
IP-Internal 10.1.

LSP Checksum
0x23fb

1.0/24

LSP Checksum
0x7d97

LSP Holdtime ATT/P/OL
1/0/0
Up-bit: 0
LSP Holdtime ATT/P/OL
1/0/0

287



Displaying IPv4 IS-IS information

Area Address: 49

NLPID: IPV6IP

Hostname: XMR14

IP address: 10.1.1.1

IPv6 address: 2001:db8::14
Flooding to 1 interface: eth 1/7

Metric: 10 IP-Internal 10.1.1.0/24
Metric: 10 IP-Internal 10.85.1.0/24
Metric: 10 IS XMR.O1
Metric: 10 IS XMR.02

TABLE 44 |S-IS detailed LSP database information
This field...
LSPID
LSP Segq Num
LSP Checksum
LSP Holdtime
ATT or Por OL
Area Address
NLPID

IP address

Destination addresses

Flooding to num interface:

Acking to num interface:

Displaying database summary information

The following command is used to display the ISIS database.

device# show isis database summary
IS-IS Level-1 Link State Database Summary
Number of LSPs : 2
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Up-bit: 0
Up-bit: 0

Displays...

Refer to the description of the summary display.
Refer to the description of the summary display.
Refer to the description of the summary display.
Refer to the description of the summary display.
Refer to the description of the summary display.
The address of the area.

The Network Layer Protocol Identifier (NLPID), which specifies the
protocol the IS that sent the LSP is using. Usually, this value is "CC(IP)".

The IP address of the interface that sent the LSP. The Brocade device can
use this address as the next hop in routes to the addresses listed in the
rows below.

The rows of information below the IP address row are the destinations
advertised by the LSP. The Brocade device can reach these destinations
by using the IP address listed above as the next hop.

Each destination entry contains the following information:

Metric - The value of the default metric, which is the IS-IS cost
of using the IP address above as the next hop to reach this
destination.

Device type - The device type at the destination. The type can
be one of the following:

- End System - The device is an ES.

- IP-Internal - The device is an ES within the current area.
The IP address and subnet mask are listed.

- IS - The device is another IS. The NET (NSAP address) is
listed.

- IP-Extended - Same as IP-Internal, except the device uses
the extended TLV fields described in draft-ietf-isis-
traffic-O2.txt to carry the information.

- IS-Extended - Same as IS, except the device uses the
extended TLV fields described in draft-ietf-isis-
traffic-O2.txt to carry the information.

Identifies the number of interfaces on which the specific LSP entry will be
flooded and identifies the interfaces.

Identifies the number of interfaces on which the specific LSP entry will be
acknowledged and identifies the interfaces.
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Number of LSPs loading :

Number of LSP fragments

Number of Pseudo LSPs

Number of Pseudo LSP fragments

Number of My LSPs

Number of My LSP fragments

Number of My Pseudo LSPs

Number of My Pseudo LSP fragments : 0

Sum of LSPs Checksum : 0x00018004

IS-IS Level-2 Link State Database Summary

Number of LSPs 2

Number of LSPs loading : 0

Number of LSP fragments 0

Number of Pseudo LSPs 1

Number of Pseudo LSP fragments 0

Number of My LSPs : 1
0
0
0
0

OO O oo

Number of My LSP fragments

Number of My Pseudo LSPs

Number of My Pseudo LSP fragments
Sum of LSPs Checksum : x00019775

Table 45 defines the fields shown in the above example output of the show ip ospf interface brief command.

TABLE 45 Output of the show isis database summary command

This field Displays

Number of LSPs Total number of LSPs in database (includes those in the loading state).

Number of LSPs loading Number of LSPs pending a full LSP update. This value is generally non-
zero during adjacency formation.

Number of LSP fragments The number of LSPs with a non-zero LSP number (a fragment of an LSP)

Number of Pseudo LSPs The number of pseudo LSPs.

Number of Pseudo LSP fragments The number of pseudo LSPs with a non-zero LSP number (a fragment of
an LSP).

Number of My LSPs Total number of LSPs originated by this router.

Number of My LSP fragments The number of LSPs originated by this router with a non-zero LSP
number (a fragment of an LSP)

Number of My Pseudo LSPs The number of pseudo LSPs originated by this router.

Number of My Pseudo LSP fragments The number of pseudo LSPs originated by this router with a non-zero
LSP number (a fragment of an LSP).

Sum of LSPs Checksum Total checksum of all LSPs in database (including those in loading state).

This number should be the same across ISIS routers during periods of
network stability.

Displaying traffic statistics
The Brocade device maintains statistics for common IS-IS PDU types. To display the statistics, use either of the following methods.
To display IS-IS PDU statistics, enter the following command at any level of the CLI.

device# show isis traffic

Message Received Message Sent
Level-1 Hellos 1029 115
Level-2 Hellos 1027 112
Level-1 LSP 6 3
Level-2 LSP 6 3
Level-1 CSNP 0 0
Level-2 CSNP 0 0
Level-1 PSNP 107 0
Level-2 PSNP 107 0

Syntax: show isis traffic
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This display shows the following information.

TABLE 46 1S-IS traffic statistics
This field...

Level-1 Hellos
Level-2 Hellos
Level-1 LSP
Level-2 LSP
Level-1 CSNP

Level-2 CSNP
Level-1 PSNP

Level-2 PSNP

Displaying error statistics

Displays...

The number of Level-1 hello PDUs sent and received by the Brocade
device.

The number of Level-2 hello PDUs sent and received by the Brocade
device.

The number of Level-1 link-state PDUs sent and received by the Brocade
device.

The number of Level-2 link-state PDUs sent and received by the Brocade
device.

The number of Level-1 Complete Sequence Number PDUs (CSNPs) sent
and received by the Brocade device.

The number of Level-2 CSNPs sent and received by the Brocade device.

The number of Level-1 Partial Sequence Number PDUs (PSNPs) sent
and received by the Brocade device.

The number of Level-2 PSNPs sent and received by the Brocade device.

To display IS-IS error statistics, enter the following command at any level of the CLI.

device# show isis counts

Area Mismatch: 0O

Max Area Mismatch: 0

System ID Length Mismatch: 0O

LSP Sequence Number Skipped: 0

LSP Max Sequence Number Exceeded: 0
Level-1 Database Overload: 0
Level-2 Database Overload: 0

Our LSP Purged: O

PDU Drop Count

CSNP Auth Failures : [L1: 100] [L2: 0]
PSNP Auth Failures : [L1l: 100] [L2: 0]
HELLO Auth Failures : [Ll: 100] [L2: 0]
Adjacency not found : [Ll: 100] [L2: 200]
Adjacency Level Mismatch : [Ll: 100] [L2:
IS Level Mismatch : [L1l: 100] [L2: 200]
Length Too Short : [L1l: 100] [L2: 200]
Length Too Large : [L1l: 100] [L2: 200]
Max Area Check Failure : [L1l: 100] [L2: 200]
Zero Checksum : [L1l: 100] [L2: 200]
Checksum Mismatch : [L1: 100] [L2: 200]

Invalid Length : [L1l: 100] [L2: 200]
Syntax: show isis counts

This display shows the following information.

TABLE 47 IS-IS error statistics
This field...

Area Mismatch

Max Area Mismatch
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Displays...

The number of times the Brocade device interface was unable to create a
Level-1 adjacency with a neighbor because the Brocade device interface
and the neighbor did not have any areas in common.

The number of times the Brocade device received a PDU whose value for
maximum number of area addresses did not match the Brocade device's
value for maximum number of area addresses.
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TABLE 47 IS-IS error statistics (continued)
This field...

System ID Length Mismatch

LSP Sequence Number Skipped

LSP Max Sequence Number Exceeded

Level-1 Database Overload

Level-2 Database Overload

Our LSP Purged

PDU Drop Count
CSNP Auth Failures

PSNP Auth Failures

HELLO Auth Failures

Adjacency not found

Adjacency Level Mismatch

IS Level Mismatch

Length Too Short

Length Too Long
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Displays...

The number of times the Brocade device received a PDU whose ID field
was a different length than the ID field length configured on the Brocade
device.

The number of times the Brocade device received an LSP with a
sequence number that was more than 1 higher than the sequence number
of the previous LSP received from the same neighbor.

The number of times the Brocade device attempted to set an LSP
sequence number to a value higher than the highest number in the CSNP
sent by the Designated IS.

The number of times the Level-1 state on the Brocade device changed
from Waiting to On or from On to Waiting.

Waiting to On - This change can occur when the Brocade
device recovers from a previous Level-1 LSP database
overload and is again ready to receive new LSPs.

On to Waiting - This change can occur when the Brocade
device’s Level-1 LSP database is full and the Brocade device
receives an additional LSP, for which there is no room.

The number of times the Level-2 state on the Brocade device changed
from Waiting to On or from On to Waiting.

The change from Waiting to On can occur when the Brocade
device recovers from a previous Level-2 LSP database
overload and is again ready to receive new LSPs.

The change from On to Waiting can occur when the Brocade
device’s Level-2 LSP database is full and the Brocade device
receives an additional LSP, for which there is no room.

The number of times the Brocade device received an LSP that was
originated by the Brocade device itself and had age zero (aged out).

The number of CSNP Authentication failures recorded for Level-1 and
Level-2. This counter will only be displayed if it has a value greater than
zero.

The number of PSNP Authentication failures recorded for Level-1 and
Level-2. This counter appears only if it has a value greater than O.

The number of HELLO Authentication failures recorded for Level-1 and
Level-2. This counter will only be displayed if it has a value greater than
zero.

The number of PDUs dropped at both Level-1 and Level-2 because there
is no valid adjacency on the interface where they were received. This
counter will only be displayed if it has a value greater than zero.

The number of PDUs dropped at both Level-1 and Level-2 because the
adjacency from which the PDU is received has a different level than the
PDU level. This counter will only be displayed if it has a value greater than
zero.

The number of PDUs dropped at both Level-1 and Level-2 because the
IS-IS router level mismatches with the PDU level received. This counter
will only be displayed if it has a value greater than zero.

The number of PDUs dropped at both Level-1 and Level-2 because the
received PDU length is less than the standard PDU header length. This
counter will only be displayed if it has a value greater than zero.

The number of PDUs dropped at both Level-1 and Level-2 because the
received PDU length is greater than the MTU of the link. This counter will
only be displayed if it has a value greater than zero.
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TABLE 47 IS-IS error statistics (continued)
This field... Displays...

Max Area Check Failure The number of PDUs dropped at both Level-1 and Level-2 because the
received PDU has a maximum area count different than what is configured
on this IS-IS router. This counter will only be displayed if it has a value
greater than zero.

Zero Checksum The number of PDUs dropped at both Level-1 and Level-2 because the
received PDU has a zero checksum. This counter will only be displayed if it
has a value greater than zero.

Checksum Mismatch The number of PDUs dropped at both Level-1 and Level-2 because the
received PDU has a checksum different than the computed checksum on
the received PDU. This counter will only be displayed if it has a value
greater than zero.

Invalid Length The number of PDUs dropped at both Level-1 and Level-2 because the
received PDU has a different length than what is advertised in the PDU
header. This counter will only be displayed if it has a value greater than
zero.

Displaying the I1S-IS SPF Log
The show isis spf-log command displays the ISIS Log, as shown in the following.

device#show isis spf-log detail
ISIS Level-1 SPF Log

When Duration Nodes Count Last-Trigger-LSP Trigger
Ohlm57s 0 3 2 mul.00-00 Adjacency Change
Ipv4 Route updates: 4000 Ipv6 Route updates: 0
First Trigger: Ohlm45s Adj TLV Changed in LSP mu2.00-00
Last Trigger : Ohlmé45s Adj TLV Changed in LSP mul.00-00
O0h2m3s 0 3 2 mu2.00-00 New LSP
Ipv4 Route updates: 4000 Ipv6 Route updates: 0
First Trigger: 1h42m45s Adjacency mu2 is added
Last Trigger : 1h42m45s New LSP mu2.00-00 Appeared in database
0h2m9s 0 0 3 mul.00-00 New LSP
Ipv4 Route updates: 4000 Ipv6 Route updates: 0
First Trigger: 1h42m45s Interface ve 3 is Up
Last Trigger : 1h42mé45s New LSP mul.00-00 Appeared in database
1h5ml2s Oms 0 1 XMR16.00-00 ISTCT_SPF Computation
ISIS Level-2 SPF Log
When Duration Nodes Count Last-Trigger-LSP Trigger
0h2m9s 0 0 3 mul.00-00 New LSP
Ipv4 Route updates: 4000 Ipv6 Route updates: 0O
First Trigger: 1h42m45s Interface ve 3 is Up
Last Trigger : 1h42m45s New LSP mul.00-00 Appeared in database
Oh2m21s 0 0 6 mul.00-00 New LSP
Ipv4 Route updates: 4000 Ipv6 Route updates: 0O
First Trigger: 1h42m45s Interface eth 1/1 is Up
Last Trigger : 1h42m45s New LSP mul.00-00 Appeared in database
0h3m21ls 0 0 3 mul.00-00 Adjacency Change
Ipv4 Route updates: 4000 Ipv6 Route updates: 0
First Trigger: 1h42m45s New LSP mul.00-00 Appeared in database
Last Trigger : 1h42mé45s Adj TLV is Changed in LSP mul.00-00

Syntax: show isis spf-log { detail | level-1 [ detail ] | level-2 [ detail ] }
This display shows the following information.
TABLE 48 IS-IS SPF log information

This field... Displays...

When When (in hours: minutes : seconds) a full SPF calculation occurred. The
last 20 occurrences are logged.
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TABLE 48 IS-IS SPF log information (continued)
This field...

Duration

Nodes

Count

Last Trigger LSP

Triggers

For a description of the trigger types, refer to the following table.

TABLE 49 Trigger types and description
Trigger
Alternate Route Check

Route Change in L1 SPF Run

LSP Purged
LSP Added

Summary Address Change
Adjacency State Change
Admin Distance Change
LSP Header Change

IS Neighbor TLV Change
Area Address TLV Change
Interface IP Address Change
IP Address TLV Change
IPv6 Address TLV Change
IS-IS Level Change
Interface Metric Change
LSP Changed - PSPF Disabled
LSP Overload Bit Change
Interface State Change
Redist Prefix-List Change
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Displays...

The time required to complete this SPF run, Elapsed time is normal clock
time (not CPU time). Other options for this field are:

Running - the SPF is still running and the duration will be
updated after the SFP has run.

Pending - the event is pending and another SPF will be run
once the currently executing SPF has completed.

The number of routers and pseudonodes (LANSs) that make up the
topology calculated in this SPF run.

The number of events that triggered this SPF run. When a topology
change has occurred, multiple link-state packets (LSPs) are received in a
short time. Since a router waits about 5 seconds before running a full SPF
run, it can include all new information. This count includes the number of
events (such as receiving new LSPs) that occurred while the router was
waiting the 5 second interval before running full SPF.

When a full SPF calculation is triggered by the arrival of a new LSP, the
router stores the LSP ID. The LSP ID can provide a clue about the source
of routing instability in an area. If multiple LSPs in a single level are
causing SPF runs, only the LSP ID of the last received LSP is recorded.

The reason that a full SPF calculations was triggered. Table 49 describes
each of the triggers that can be displayed in this field.

Description

PSPF deleted an IPv4 or IPv6 route. Full SPF must run to find the
alternate route.

The L1 SPF run added or deleted an IPv4 or IPv6 route. The L2 SPF
must run to accommodate this change.

An LSP was purged. A full SPF calculation must process this change.

A new LSP has appeared in the database. A full SPF calculation is needed
to process this new LSP.

A summary address configuration change has occurred.
An adjacency was added or deleted.

The administrative distance configuration has changed.
The LSP header (attached or overload bits) is changed.
An IS neighbor TLV was added or deleted in an LSP.
The area address TLV changed.

The IP address configuration changed.

An IP address TLV changed in the LSP.

An IPv6 address TLV changed in the LSP.

The IS-IS level configuration changed.

The IS-IS interface metric configuration changed.

The LSP changed and PSPF is disabled.

The overload bit in the LSP header changed.

The interface state changed to up or down.

The redistribution list configuration changed.
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TABLE 49 Trigger types and description (continued)
Trigger
Redist Policy Change
Maximum Path Change
IP Load Sharing Change
User Cleared IS-IS Route
User Cleared IS-IS Routes
Neighbor NLPID Change
ISIS Enable
ISTCT_SPF Computation
User Cleared IS-IS All
Interface Config Change
User Trigger
Recompute InterLeve Routes

Exited Overload State

Description

The redistribution policy configuration changed.

The IS-IS maximum path configuration changed.

The IP load sharing configuration changed.

The user cleared a specific IS-IS route.

The user cleared all IS-IS routes.

NLPID set is changed in received hellos.

IS-IS was enabled.

The user issued the disable-incremental-stct-spf-opt command.
The user issued the clear isis all command.

ISIS was enabled or disabled on a port.

The user issued the clear isis spf-trigger command.

The neighbor IS-type is changed either from L1 to L12 or L12to L1

IS-IS exited from an overload condition.

By using the detail option with theshow isis spf-log command, you can display more detail about the total number of IPv4 and IPv6
route updates and the reason for the first and last SPF events. Like SPF events, the incremental SPF events are displayed. However, for
incremental SPF, only the first trigger is displayed, as the example below illustrates. In addition, the logging changes include the number
of RTM updates that were carried out in each SPF or incremental SPF run.

To show details about the RTM updates, use the show isis spf-log detail command, as follows.

device#show isis spf-log detail
ISIS Level-2 SPF Log

When Duration Nodes Count Last-Trigger-LSP Trigger
2h38m9s Oms 3 2 XMR14.00-00 Adjacency State Change
Ipv4 Route updates: 4000 Ipv6 Route updates: 0
First Trigger: 2h39m23s loopback 1 State Changed to Up
Last Trigger : 2h38ml4s Adjacency 0000.0000.0001 Added
2h41ml7s Oms 26 1 XMR14.00-00 IS Neighbor TLV Change
Ipv4 Route updates: 1 Ipv6 Route updates: 0O
First Trigger: 2h41m2s ISPF Run

Syntax: show isis spf-log detail

Clearing the 1S-IS SPF Log

You can clear the I1S-IS SPF Log accumulated since the last software reload or last clearing of the SPF Log through use of the following
command.

device# isis clear spf-log
Syntax: clear isis spf-log [ level-1 | level-2 ]

When the level-1 or level-2 options are used, only the log for the specified level is cleared. If not specified, both will be cleared.
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Triggering the router to run SPF

You can trigger the router to run the SPF calculations through use of the following command.
device# clear isis spf-trigger
Syntax: clear isis spf-trigger [ level-1 | level-2 ]

When the level-1 or level-2 options are used, the SPF calculation is only triggered for the specified level. If not specified, the SPF
calculation will be triggered for both.

Clearing IS-IS information

To clear the IS-1S information that the Brocade device has accumulated since the last time you cleared information or reloaded the
software, use either of the following methods.

To clear IS-IS information, enter the clear isis all command at any level of the CLI except the User EXEC level.
device# clear isis all
This command clears all the following:
Neighbors (closes the Brocade device’s adjacencies with its IS-IS neighbors)
Routes

PDU statistics

Error statistics
Syntax: clear isis all | counts | neighbor | route [ ip-address subnet-mask | ip-address/prefix ] | traffic

The all parameter clears all the 1S-IS information. Using this option is equivalent to entering separate commands with each of the other
options.

The counts parameter clears the error statistics.
The neighbor parameter closes the Brocade device’s adjacencies with its IS-IS neighbors and clears neighbor statistics.
The route [ip-address subnet-mask | ip-address/prefix ] parameter clears the IS-IS route table or the specified matching route.

The traffic parameter clears the PDU statistics.

NOTE
The traffic option also clears the values displayed in the show isis interface command’s Control Messages Sent and Control
Messages Received fields.

The neighbor option of the clear isis command has been enhanced as described in the following:
Syntax: clear isis neighbor all [ ethernet slot/port | pos slot/port | tunnel tunnel-id | ve port-number ]

The all option directs the router to clear all neighbors on all IS-IS interfaces or clear all neighbors on an interface specified using one of
the following options:

ethernet slot / port - clears all IS-IS neighbors on the specified Ethernet interface.
pos slot / port - clears all IS-IS neighbors on the specified POS interface.
ve port-no - clears all IS-IS neighbors on the specified virtual interface.

tunnel tunnel-port - clears all IS-IS neighbors on the specified tunnel interface.
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Syntax: clear isis neighbor sys-id [ ethernet slot/port | pos slot/port | tunnel tunnel-id | ve port-number ]

This command directs the router to clear the IS-IS neighbor specified by the sys-id variable on all possible interfaces or to clear the IS-IS
neighbor specified by the sys-id variable on an interface specified using one of the following options:

ethernet slot/port - clears the specified I1S-IS neighbor on the specified Ethernet interface.
pos slot/port - clears the specified 1S-IS neighbor on the specified POS interface.
ve port-no - clears the specified I1S-IS neighbor on the specified virtual interface.

tunnel tunnel-port - clears the specified I1S-IS neighbor on the specified tunnel interface.

Clearing a specified LSP from IS-IS database

A new command has been added that allows you to clear a specified LSP from the IS-IS database. Running this command causes the
regeneration of the specified LSP where this LSP was originated by this router. For example, to clear the LSP named "XMR-1.00-00"
from the IS-IS database, enter the following command.

device# clear isis database XMR-1.00-00
Syntax: clear isis database Isp-id [ level-1 | level-2 | level-1-2 ]

The Isp-id parameter displays summary information about a particular LSP. Specify an LSPID for which you want to display information
in HHHH.HHHH HHHH.HH-HH format, for example, 3333.3333.3333.00-00. You can also enter name.HH-HH, for example, XMR.
00-00.

Thelevel-1parameter limits you to clear level-1 LSPs only.
The level-2 parameter limits you to clear level-2 LSPs only.

Thelevel-1-2 parameter clears level-1 and level-2 LSPs. This is the default.

NOTE
Theclear isis all command should be used to regenerate the complete database.
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RIP feature support

The following features are documented in the Multi-Service IronWare Routing Configuration Guide.

Features supported Brocade Brocade Brocade Brocade Brocade Brocade Brocade
Netlron XMR ' Netlron Netlron CES | Netlron Netlron Netlron Netlron CER
Series MLX Series = 2000 Series CES 2000 @ CES 2000 CER 2000 @ 2000 Series
BASE Series Series Series Base = Advanced
package ME_PREM  L3_PREM | package Services
package package package
RIP vl and v2 Yes Yes Yes Yes Yes Yes Yes
Route redistribution into RIP Yes Yes Yes Yes Yes Yes Yes
Route loop prevention - poison reverse and | Yes Yes Yes Yes Yes Yes Yes
split horizon
RIP route filters Yes Yes Yes Yes Yes Yes Yes
CPU utilization statistics for RIP Yes Yes Yes Yes Yes Yes Yes

RIP Overview

Routing Information Protocol (RIP) is an IP route exchange protocol that uses a distance vector (a number representing distance) to
measure the cost of a given route. The cost is a distance vector because the cost often is equivalent to the number of router hops
between the Brocade device and the destination network.

A Brocade device can receive multiple paths to a destination. The software evaluates the paths, selects the best path, and saves the path
in the IP route table as the route to the destination. Typically, the best path is the path with the fewest hops. A hop is another router
through which packets must travel to reach the destination. If the Brocade device receives a RIP update from another router that contains
a path with fewer hops than the path stored in the Brocade device route table, the device replaces the older route with the newer one. The
device then includes the new path in the updates it sends to other RIP routers, including Brocade devices.

RIP routers, including the Brocade device, also can modify a route cost, generally by adding to it, to bias the selection of a route for a
given destination. In this case, the actual number of router hops may be the same, but the route has an administratively higher cost and is
thus less likely to be used than other, lower-cost routes.

A RIP route can have a maximum cost of 15. Any destination with a higher cost is considered unreachable. Although limiting to larger
networks, the low maximum hop count prevents endless loops in the network.

Brocade devices support the following RIP versions:
« Version 1(v1)
+ V1 compatible with v2
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« Version 2 (v2, the default)

RIP parameters and defaults

You can configure global RIP parameters for the protocol and interface RIP parameters on those interfaces that send and receive RIP

information.

RIP global parameters

TABLE 50 RIP global parameters

Parameter

Description

Default

RIP state

The global state of the protocol

NOTE

You also must enable the protocol
on individual interfaces. Globally
enabling the protocol does not allow
interfaces to send and receive RIP
information.

Disabled

Administrative distance

The administrative distance is a numeric value
assigned to each type of route on the device.

When the device is selecting from among
multiple routes (sometimes of different origins)
to the same destination, the device compares
the administrative distances of the routes and
selects the route with the lowest administrative
distance.

120

Redistribution

RIP can redistribute routes from other routing
protocols such as OSPF and BGP4 into RIP. A
redistributed route is one that a router learns
through another protocol, then distributes into
RIP.

Disabled

Redistribution metric

RIP assigns a RIP metric (cost) to each external
route redistributed from another routing protocol
into RIP.

1 (one)

Update Interval

How often the router sends route updates to its
RIP neighbors.

30 seconds

Learning default routes

The device can learn default routes from its RIP
neighbors.

NOTE

You also can enable or disable this
parameter on an individual interface
basis.

Disabled

Advertising and learning with specific neighbors

The device learns and advertises RIP routes with
all its neighbors by default. You can prevent the
deivce from advertising routes to specific
neighbors or learning routes from specific
neighbors.

Learning and advertising permitted for all
neighbors
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RIP interface parameters

TABLE 51 RIP interface parameters
Parameter Description Default

RIP state and version The state of the protocol and the version that is Disabled
supported on the interface. The version can be
one of the following:

Version 1 only
Version 2 only

Version 1, but also compatible with
version 2

NOTE
You also must enable RIP globally.

Metric A numeric cost the device adds to RIP routes 1 (one)
learned on the interface. This parameter applies
only to RIP routes.

Learning default routes Locally overrides the global setting. Disabled
Loop prevention The method a device uses to prevent routing Split horizon
loops caused by advertising a route on the same
interface as the one on which the device learned NOTE
the route. Enabling poison reverse disables

Split horizon - The device does not splithorizon on the interface.

advertise a route on the same
interface as the one on which the
device learned the route.

Poison reverse - The device assigns a
cost of 16 ("infinite” or "unreachable”)
to a route before advertising it on the
same interface as the one on which
the device learned the route.

Advertising and learning specific routes You can control the routes that a device learns or | The device learns and advertises all RIP routes
advertises. on all interfaces.

Configuring RIP parameters

Use the following procedures to configure RIP parameters on a system-wide and individual interface basis.

Enabling RIP

RIP is disabled by default. To enable RIP, you must enable it globally and also on individual interfaces on which you want to advertise RIP.
Globally enabling the protocol does not enable it on individual interfaces. When you enable RIP on a port, you also must specify the
version (version 1 only, version 2 only, or version 1 compatible with version 2).

To enable RIP globally, enter the router rip command.

device (config)# router rip

Syntax: [no] router rip
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Configuring RIP parameters

After globally enabling the protocol, you must enable it on individual interfaces. You can enable the protocol on physical interfaces as well
as virtual routing interfaces. To enable RIP on an interface, enter commands such as the following.

device (config) # interface ethernet 1/1
device (config-if-e01000-1/1)# ip rip vl-only

Syntax: [no] ip rip {v1-only | vi-compatible-v2 | v2-only}

Configuring metric parameters

By default, a Brocade device port increases the cost of a RIP route that is learned or advertised on the port by one. You can configure
individual ports to add more than one to a learned or advertised route’s cost.

Changing the administrative distance

By default, the Brocade device assigns the default RIP administrative distance (120) to RIP routes. When comparing routes based on
administrative distance, the Brocade device selects the route with the lower distance. You can change the administrative distance for RIP
routes.

To change the administrative distance for RIP routes, enter the distance command.
device (config-rip-router)# distance 140

The command changes the administrative distance to 140 for all RIP routes.

Syntax: [no] distance number

The number variable specifies a range from 1 through 255.

Configuring redistribution

You can configure the Brocade device to redistribute routes learned through Open Shortest Path First (OSPF) or Border Gateway
Protocol version 4 (BGP4), connected into RIP, or static routes. When you redistribute a route from one of these other protocols into RIP,
the Brocade device can use RIP to advertise the route to its RIP neighbors.

To configure redistribution, perform the following tasks:

1. Configure redistribution filters (optional). You can configure filters to permit or deny redistribution for a route based on its origin
(OSPF, BGP4, and so on), the destination network address, and the route’s metric. You also can configure a filter to set the
metric based on these criteria.

2. Change the default redistribution metric (optional). The Brocade device assigns a RIP metric of 1 to each redistributed route by
default. You can change the default metric to a value up to 15.

3. Enable redistribution.

Configuring redistribution filters

RIP redistribution filters apply to all interfaces. Use route maps to define how you want to deny or permit redistribution.

NOTE

The default redistribution action is permit, even after you configure and apply redistribution filters to the virtual routing interface.
If you want to tightly control redistribution, apply a filter to deny all routes as the last filter (the filter with the highest ID), then
apply filters to allow specific routes.
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A route map is a named set of match conditions and parameter settings that the Brocade device can use to modify route attributes and
to control redistribution of the routes into other protocols. A route map consists of a sequence of up to 50 instances . The Brocade
device evaluates a route according to a route map’s instances in ascending numerical order. The route is first compared against instance

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































isis reverse-metric

alternate paths away from the link between the maintenance router and the neighbor router as nodes in the IS-IS domain
receive the new LSP. Once the maintenance is complete, you can remove the isis reverse-metric command configuration on
the link, and the reverse metric TLV in the IS-IS hello PDU is no longer advertised to the neighbor router. The IS-IS neighbor
router reverts back to its original IS-1S metric, and the traffic switches to the original IS-IS link to reach its destination.

In a multi-access link, the I1S-IS DIS router adds the reverse metric TLV value to each node’s default metric value in the
pseudonode LSP when the whole-lan flag is set. All non-DIS nodes ignore the reverse metric TLV. If multiple neighbor routers
advertise the reverse metric TLV with the whole LAN flag set, the neighbor router with the highest MAC address takes
precedence, and the value advertised by that neighbor is updated in the pseudonode LSP for all neighbors. If some neighbor
routers do not set the whole LAN flag, then the reverse metric TLV value advertised by the neighbor router is updated in the
pseudonode LSP for that neighbor only.

The S flag is set when the sender of the reverse metric TLV signals to the neighbor router to use the TE sub-tlv for the default
metric (sub-tlv type 18) in the reverse metric TLV. When the receiving router finds the S flag set in the reverse metric TLV, the
router searches for the TE sub-tlv. The router adds the default metric value in the TE sub-tlv to the configured TE default metric
value and recalculates the CSPF.

The no form of the command, specified with the configured value, resets the metric value to the default value of 16777214.
The no isis reverse-metric command removes the entire reverse metric configuration.

NOTE
The isis reverse-metric value command is supported on the Brocade Netlron XMR Series, the Brocade MLX Series,
and the Brocade Netlron CER Series and Brocade Netlron CES Series platforms.

Examples
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The following example configures the reverse metric value to 40 on a single IS-1S interface level. The whole-lan option is
enabled to include the entire LAN.

device (config) #interface ethernet 2/2

device (config-1if-el000-2/2)# isis reverse-metric ?

DECIMAL Narrow metric range 1-63, Wide metric range 1-16777214,
Default is 16777214

te-def-metric Update TE default metric sub-tlv

whole-lan Change metric for whole LAN

device (config-if-el1000-2/2)# isis reverse-metric 40 ?

te-def-metric Update TE default metric sub-tlv

whole-lan Change metric for whole LAN

<cr>

device (config-1if-el1000-2/2) #isis reverse-metric 40 whole-lan

device (config-if-el1000-2/2) #
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Use the show isis command to display the configuration of the reverse metric value at the global level. The reverse metric value

and flags are highlighted in the output.

device (config) #show isis

IS-IS Routing Protocol Operation State: Enabled
IS-Type: Level-1-2

System ID: aaaa.bbbb.cccc

Manual area address(es):

49.2211

Level-1-2 Database State: On

Administrative Distance: 115

Maximum Paths: 4

ISIS Global Reverse Metric 40
ISIS Global Reverse Metric Flags: W S

Use the show isis interface command to display the configuration of the reverse metric value at the interface level. The reverse

metric value and flags are highlighted in the output.

device (config) #show isis interface
Total number of IS-IS Interfaces: 1

Interface: eth 1/1
Circuit State: DOWN Circuit Mode: LEVEL-1-2
Circuit Type: BCAST Passive State: FALSE
Circuit Number: 1, MTU: 1500
Level-1 Auth-mode: None
Level-2 Auth-mode: None
Level-1 Metric: 10, Level-1 Priority: 64

Level-1 Hello Interval: 10 Level-1 Hello Multiplier:
Level-1 Designated IS: MLX-2-01 Level-1 DIS Changes:

Level-2 Metric: 10, Level-2 Priority: 64

Level-2 Hello Interval: 10 Level-2 Hello Multiplier:
Level-2 Designated IS: MLX-2-01 Level-2 DIS Changes:

IP Enabled: TRUE

IPv6 Enabled: FALSE

MPLS TE Enabled: FALSE

ISIS Reverse Metric 40

ISIS Reverse Metric Flags: W S
LDP-SYNC: Disabled, State: -

History

Release version Command history

Multi-Service Ironware RO5.7.00 This command was introduced.
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mac-move-det-syslog

mac-move-det-syslog

The following command enable or disable the display of MAC movement syslog messages on Brocade Netlron MLX Series
device.

Syntax

[no] mac-move-det-syslog

Command Default

By default this command is enabled.

Modes

Global configuration mode.

Usage Guidelines

The no form of the command disables the display of MAC movement syslog messages.

Examples
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The following example shows the MAC movement syslog message output when mac-move-det-syslog command is used.

Brocade (config) #mac-move-det-syslog
Brocade (config) #show arp

Total number of ARP entries: 2

(In all VRFs)

Entries in default routing instance:

IP Address MAC Address Type Age Port (Vpls-Id, Vlan)/ Vpls-
Id:Peer

1 19.19.19.1 0010.9400.0606 Dynamic 1 1/24

2 172.26.67.1 0024.381c.b900 Dynamic 1 mgmt1

Brocade (config) #

Brocade (config) #

Brocade#

SYSLOG: <12>Sep 25 02:43:07 IP/ARP: IP address 19.19.19.1 MAC movement detected, changed from MAC
0010.9400.0606 / port 1/24 to MAC 0010.9400.0001 / port 1/24

Brocade#

Brocade#

Brocade#

Brocade (config) #show arp

Total number of ARP entries: 2
(In all VRFSs)

Entries in default routing instance:

IP Address MAC Address Type Age Port/
Port (Vpls-Id, Vlan)/
1 19.19.19.1 0010.9400.0001 Dynamic 1 1/24
2 172.26.67.1 0024.381c.b900 Dynamic 2 mgmt1

Brocade (config) #

Brocade (config) #

SYSLOG: <12>Sep 25 02:43:40 IP/ARP: IP address 19.19.19.1 MAC movement detected, changed from MAC
0010.9400.0001 / port 1/24 to MAC 0010.9400.0606 / port 1/24
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Use [no] mac-move-det-syslog command to disable the MAC movement syslog.

The following example shows the MAC movement syslog message output when [no] mac-move-det-syslog command is

used.

Brocade (config) #no mac-move-det-syslog
Brocade (config) #

Brocade (config) #

Brocade (config) #show arp

Total number of ARP entries: 2

(In all VRFs)

Entries in default routing instance:
IP Address MAC Address Type Age Port (Vpls-Id, Vlan)/
Vpls-Id:Peer

1 19.19.19.1 0010.9400.0001 Dynamic 1 1/24
2 172.26.67.1 0024.381c.b900 Dynamic 2 mgmt1
Brocade#

Brocade#

History

Release version Command history

Multi-Service IronWare Release 5.7.00 This command was introduced.
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neighbor next-hop-self (BGP)

Causes the device to list itself as the next hop in updates that are sent to the specified neighbor.

Syntax
neighbor jp-address | ipv6-address | peer-group-name next-hop-self [ always ]

no neighbor jp-address | ipv6-address | peer-group-name next-hop-self

Command Default

None.

Parameters

ip-address IPv4 address of the neighbor.

ipv6-address IPv6 address of the neighbor.

peer-group-name Peer group name configured by the neighbor peer-group-name.
always Enables this feature for route reflector (RR) routes.

Modes

BGP configuration mode.

Usage Guidelines

Use the no form of this command to remove this configuration at BGP level.

Use this command to cause the device to list itself as the next hop in updates that are sent to the specified neighbor.

Examples

This example configures the device to list itself as the next hop in updates sent to a neighbor with the IP address

10.157.22.26.

device# config
device (config) # router bgp
device (config-bgp-router)# neighbor 10.157.22.26 next-hop-self

This example configures the device to list itself as the next hop in updates sent to a neighbor that is a route-reflector client of the

device.
device# config

device (config) # router bgp
device (config-bgp-router)# neighbor 10.157.22.26 next-hop-self always

700
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History

Release version Command history
Not available This command was introduced.
Not available This command was enhanced to support IPv6 addresses.
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reverse-metric

Configures the reverse metric value at the IS-IS router level.

Syntax

reverse-metric [ value] [whole-lan] [te-def-metric]

no reverse-metric [ value] [whole-lan] [te-def-metric]

reverse-metric tiv-type[ value]

no reverse-metric tlv-type[ value]

Command Default

The reverse-metric command is disabled by default.

Parameters

reverse-metric
value

whole-lan

te-def-metric

tlv-type value

Modes

Specifies the reverse metric parameter at the IS-IS router level.

Specifies the reverse metric value in metric style. The metric style consists of narrow or wide style. The narrow metric
range is from 1 - 63. The wide metric range is from 1 - 16777215. The default value is 16777214 irrespective of
the metric style configured. If the reverse-metric value is configured, the local LSP is updated with the sum of the
default metric and the reverse metric value. When the 1S-IS neighbor router receives the reverse metric value
through the IS hello, the neighbor router updates the cost to reach the original IS-IS router with the sum of default
metric and the reverse metric value. This helps in shifting traffic to the other alternate paths.

Specifies changing the reverse metric parameter for the entire LAN. The whole-lan option indicates the whole LAN
bit in the flag. If the whole-lan option is enabled, the configured reverse metric value affects the entire LAN. If the
whole-lan option is not enabled, the reverse metric value affects only the neighbor router. This option takes effect
only on the multi-access LAN. IS-IS point-to-point interfaces are not affected when the whole-lan option is enabled.
Specifies setting the TE default metric sub-TLV. If the te-def-metric option is enabled, the router sends a TE default
metric sub-TLV within the reverse-metric TLV.

Specifies the TLV type for the reverse metric parameter. The TLV type can only be configured at the IS-IS router
level. The tiv-type value parameter must be configured in the range of unassigned IS-IS TLV values. The tlv-type
value parameter should not be configured with existing IS-IS TLV types. The default value is 254.

IS-IS router level.

Usage Guidelines

Use the reverse-metric command when you are performing network maintenance operations, such as software upgrades, on
an IS-1S router node. When maintenance operations are performed, the router undergoing maintenance should not be used by
the neighbor routers to forward transit traffic. In order to shift traffic away from the router undergoing maintenance, configure the
reverse-metric command on the maintenance router. The router undergoing maintenance first advertises a reverse metric TLV
in a IS-IS hello PDU to its neighbor router on a point-to-point or multi-access link. When the neighbor router receives a high
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reverse metric value, the router selects alternate paths to forward traffic while maintenance is going on. The neighbor router adds
the reverse metric TLV to its own TE default metric sub-TLV and recalculates its SPF tree and route topology. The neighbor
router floods the new LSP containing the extended IS reachability TLV throughout the domain. Traffic gradually shifts onto
alternate paths away from the link between the maintenance router and the neighbor router as nodes in the IS-IS domain
receive the new LSP. Once the maintenance is complete, you can remove the reverse-metric command configuration from the
router, and the reverse metric TLV in the IS-IS hello PDU is no longer advertised to the neighbor router. The IS-IS neighbor
router reverts back to its original IS-IS metric, and the traffic switches to the original IS-IS router to reach its destination.

In @ multi-access link, the IS-IS DIS router adds the reverse metric TLV value to each node’s default metric value in the
pseudonode LSP when the whole-lan flag is set. All non-DIS nodes ignore the reverse metric TLV. If multiple neighbor routers
advertise the reverse metric TLV with the whole LAN flag set, the neighbor router with the highest MAC address takes
precedence, and the value advertised by that neighbor is updated in the pseudonode LSP for all neighbors. If some neighbor
routers do not set the whole LAN flag, then the reverse metric TLV value advertised by the neighbor router is updated in the
pseudonode LSP for that neighbor only.

The S flag is set when the sender of the reverse metric TLV signals to the neighbor router to use the TE sub-tlv for the default
metric (sub-tlv type 18) in the reverse metric TLV. When the receiving router finds the S flag set in the reverse metric TLV, the
router searches for the TE sub-tlv. The router adds the default metric value in the TE sub-tlv to the configured TE default metric
value and recalculates the CSPF.

The no form of the command, specified with the configured value, resets the metric value to the default value of 16777214.
The no reverse-metric command removes the entire reverse metric configuration.

NOTE
The reverse-metric value command is supported on the Brocade Netlron XMR Series, the Brocade MLX Series, and
the Brocade Netlron CER Series and Brocade Netlron CES Series platforms.

Examples

The following example configures the reverse metric value to 50 at the router level. The whole-lan option is enabled to include
the entire LAN.

device (config) #router isis

device (config-isis-router) #reverse-metric ?

DECIMAL Narrow metric range 1-63, Wide metric range 1-16777214,
Default is 16777214

te-def-metric Update TE default metric sub-tlv

tlv-type Configure reverse metric TLV type

whole-lan Change metric for whole LAN

device (config-isis-router) #reverse-metric 50 ?

te-def-metric Update TE default metric sub-tlv

whole-lan Change metric for whole LAN

<cr>

device (config-isis-router) #reverse-metric 50 whole-lan

device (config-isis-router) #

Multi-Service IronWare Routing
53-1003203-04 703



reverse-metric

The following example configures the reverse metric TLV type in the range of unassigned IS-IS TLV values.

device (config-isis-router) #reverse-metric tlv-type ?

DECIMAL Configure in the range of unassigned ISIS TLV values
device (config-isis-router) #reverse-metric tlv-type 230

device (config-isis-router) #

Use the show isis config command to display the configuration of the reverse metric value at the router level. The reverse
metric value and the parameters, whole-lan and te-def-metric are highlighted in the output.

device (config) #show isis config

router isis
net 49.2211.aaaa.bbbb.cccc.00
reverse-metric 50 whole-lan te-def-metric
address-family ipv4 unicast
exit-address-family

address-family ipv6 unicast
exit-address-family

History

Release version Command history

Multi-Service Ironware RO5.7.00 This command was introduced.

Multi-Service IronWare Routing

704 53-1003203-04



	Multi-Service IronWare Routing
	Preface
	Document conventions
	Notes, cautions, and warnings
	Text formatting conventions
	Command syntax conventions

	Brocade resources
	Document feedback
	Contacting Brocade Technical Support
	Brocade customers
	Brocade OEM customers


	About This Document
	Audience
	Supported hardware and software
	Supported software

	Notice to the reader
	Related publications
	How command information is presented in this guide

	Configuring BGP4 (IPv4)
	BGP4 feature support
	BGP4 overview
	Relationship between the BGP4 route table and the IP route table
	How BGP4 selects a path for a route (BGP best path selection algorithm)
	BGP4 message types
	OPEN message
	UPDATE message
	KEEPALIVE message
	NOTIFICATION message
	REFRESH message

	Grouping of RIB-out peers

	Implementation of BGP4
	BGP4 restart
	BGP4 Peer notification during a management module switchover
	BGP4 neighbor local AS

	Basic configuration and activation for BGP4
	Disabling BGP4

	BGP4 parameters
	Parameter changes that take effect immediately
	Parameter changes that take effect after resetting neighbor sessions
	Parameter changes that take effect after disabling and re-enabling redistribution

	Memory considerations
	Basic configuration tasks required for BGP4
	Enabling BGP4 on the device
	Changing the device ID
	Setting the local AS number
	Setting the local AS number for VRF instances

	Adding a loopback interface
	Adding BGP4 neighbors
	Removing route dampening from suppressed routes
	Encrypting BGP4 MD5 authentication keys
	Encryption example
	Displaying the authentication string

	Advertising IPv4 routes between IPv6 BGP peers
	Displaying neighbor information
	Clearing IPv6 route information

	Adding a BGP4 peer group
	Peer group parameters
	Peer group configuration rules
	Configuring a peer group
	Applying a peer group to a neighbor
	Administratively shutting down a session with a BGP4 neighbor


	Optional BGP4 configuration tasks
	Changing the Keep Alive Time and Hold Time
	Changing the BGP4 next-hop update timer
	Enabling fast external fallover
	Changing the maximum number of paths for BGP4 Multipath load sharing
	How Multipath load sharing affects route selection
	Changing the maximum number of shared BGP4 paths

	Customizing BGP4 Multipath load sharing
	Enhancements to BGP4 Multipath load sharing

	Specifying a list of networks to advertise
	Specifying a route map when configuring BGP4 network advertising

	Changing the default local preference
	Using the IP default route as a valid next-hop for a BGP4 route
	Changing the default MED (Metric) used for route redistribution
	Enabling next-hop recursion
	Enabling recursive next-hop lookups
	Example when recursive route lookups are disabled
	Example when recursive route lookups are enabled

	Changing administrative distances
	Requiring the first AS to be the neighbor AS
	Disabling or re-enabling comparison of the AS-Path length
	Enabling or disabling comparison of device IDs
	Configuring the device to always compare Multi-Exit Discriminators
	Treating missing MEDs as the worst MEDs
	Configuring route reflection parameters
	Support for RFC 4456
	Configuration procedures for BGP4 route reflector
	Disabling or re-enabling client-to-client route reflection

	Configuring confederations
	Configuring a BGP4 confederation
	Commands for device A
	Commands for device B
	Commands for device C
	Commands for device D


	Aggregating routes advertised to BGP4 neighbors

	Configuring BGP4 restart
	Configuring BGP4 Restart for the global routing instance
	Configuring BGP4 Restart for a VRF
	Configuring timers for BGP4 Restart (optional)
	Configuring the restart timer for BGP4 Restart
	Configuring BGP4 Restart stale routes timer
	Configuring BGP4 Restart purge timer

	BGP4 null0 routing
	Configuring BGP4 null0 routing
	Configuration examples
	Show commands for BGP4 null 0 routing


	Modifying redistribution parameters
	Redistributing connected routes
	Redistributing RIP routes
	Redistributing OSPF external routes
	Redistributing static routes
	Redistributing IBGP routes

	Filtering
	AS-path filtering
	Defining an AS-path ACL
	Using regular expressions
	BGP4 Special characters


	BGP4 filtering communities
	Defining a community ACL

	Defining and applying IP prefix lists
	Defining neighbor distribute lists
	Defining route maps
	Entering the route map into the software
	Specifying the match conditions
	Match examples using ACLs
	Matching based on AS-path ACL
	Matching based on community ACL
	Matching based on extcommunity ACL
	Matching based on destination network
	Matching based on next-hop device
	Matching based on the route source
	Matching on routes containing a specific set of communities
	Matching based on BGP4 static network
	Matching based on interface

	Setting parameters in the routes
	Setting a BGP4 route MED to equal the next-hop route IGP metric
	Setting the next-hop of a BGP4 route
	Deleting a community from a BGP4 route


	Using a table map to set the tag value
	Configuring cooperative BGP4 route filtering
	Enabling cooperative filtering
	Sending and receiving ORFs
	Displaying cooperative filtering information


	Four-byte Autonomous System Numbers (AS4)
	Enabling AS4 numbers
	Global AS4 configuration
	Peer group configuration of AS4s
	Neighbor configuration of AS4s
	Specifying the local AS number
	Route-map set commands and AS4s
	Clearing BGP4 routes to neighbors
	AS4 notation


	BGP4 AS4 attribute errors
	Error logs
	Attribute length error (ignore the AS4_PATH)
	Attribute flag error (ignore the AS4_PATH)
	Confederation segments after AS_SEQ/AS_SET (ignore the AS4_PATH)
	Invalid segment types (ignore the AS4_ PATH)
	More than one AS4_PATH (Use the first one and ignore the others)


	Configuring route flap dampening
	Globally configuring route flap dampening
	Using a route map to configure route flap dampening for specific routes
	Using a route map to configure route flap dampening for a specific neighbor
	Removing route dampening from a route
	Displaying and clearing route flap dampening statistics
	Displaying route flap dampening statistics
	Clearing route flap dampening statistics


	Generating traps for BGP4
	Configuring BGP4
	Entering and exiting the address family configuration level
	BGP route reflector
	Configuring BGP route reflector
	Displaying configuration for BGP route reflector


	Specifying a maximum AS path length
	Setting a global maximum AS path limit
	Setting a maximum AS path limit for a peer group or neighbor

	BGP4 max-as error messages
	Maximum AS path limit error
	Memory limit error

	Originating the default route
	Changing the default metric used for route cost
	Configuring a static BGP4 network
	Setting an administrative distance for a static BGP4 network
	Limiting advertisement of a static BGP4 network to selected neighbors
	Route-map continue clauses for BGP4 routes
	Specifying route-map continuation clauses
	Dynamic route filter update
	Commands for dynamic route filter updating
	Setting a time delay for route filter update notification
	Performing an immediate route filter update

	Filter update delay and BGP
	BGP4 policy processing order


	Generalized TTL Security Mechanism support
	Displaying BGP4 information
	Displaying summary BGP4 information
	Displaying the active BGP4 configuration
	Displaying summary neighbor information
	Displaying BGP4 neighbor information
	Displaying route information for a neighbor
	Displaying advertised routes
	Displaying the best routes
	Displaying the routes with destinations that are unreachable
	Displaying the Adj-RIB-Out for a neighbor


	Displaying peer group information
	Displaying summary route information
	Displaying the BGP4 route table
	Displaying the best BGP4 routes
	Displaying BGP4 routes whose destinations are unreachable
	Displaying information for a specific route
	Displaying route details

	Displaying BGP4 route-attribute entries
	Displaying the routes BGP4 has placed in the IP route table
	Displaying route flap dampening statistics
	Displaying the active route map configuration
	Displaying BGP4 graceful restart neighbor information
	Displaying AS4 details
	Route entries with four-byte path information
	Current AS numbers
	Attribute entries
	Running configuration
	Access lists that contain AS4s
	Formats of AS4s in show command output

	Displaying route-map continue clauses
	Updating route information and resetting a neighbor session
	Using soft reconfiguration
	Enabling soft reconfiguration
	Placing a policy change into effect
	Displaying the filtered routes received from the neighbor or peer group
	Displaying all the routes received from the neighbor

	Dynamically requesting a route refresh from a BGP4 neighbor
	Dynamically refreshing routes
	Displaying dynamic refresh information

	Closing or resetting a neighbor session
	Clearing and resetting BGP4 routes in the IP route table

	Clearing traffic counters
	Clearing diagnostic buffers

	OSPFv2
	OSPFv2 feature support
	OSPF overview
	OSPF point-to-point links
	Designated routers in multi-access networks
	Designated router election in multi-access networks
	OSPF RFC 1583 and 2328 compliance
	Reduction of equivalent AS external LSAs
	Algorithm for AS external LSA reduction

	Support for OSPF RFC 2328 Appendix E
	OSPF graceful restart
	Hitless upgrade support for OSPF graceful restart
	OSPF stub router advertisement
	OSPF Shortest Path First throttling
	IETF RFC and internet draft support
	Dynamic OSPF activation and configuration

	OSPF VRF-Lite for customer edge routers
	Configuring OSPF
	Configuration rules
	OSPF parameters
	Global parameters
	Interface parameters

	Enable OSPF on the device
	Note regarding disabling OSPF
	Resetting OSPF

	Assign OSPF areas
	Assign a totally stubby area
	Assign a Not-So-Stubby Area (NSSA)
	Configuring an NSSA
	Disabling the router to perform translations for NSSA LSAs
	Configuring an address range for the NSSA


	Assigning an area range (optional)
	Assigning an area cost (optional parameter)
	Assigning interfaces to an area
	Setting all OSPFv2 interfaces to the passive state
	Modify interface defaults
	OSPF interface parameters
	Rules for OSPF dead interval and hello interval timers

	Change the timer for OSPF authentication changes
	Block flooding of outbound LSAs on specific OSPF interfaces
	Assign virtual links
	Modify virtual link parameters
	Virtual link parameter descriptions

	Changing the reference bandwidth for the cost on OSPF interfaces
	Interface types to which the reference bandwidth does not apply
	Changing the reference bandwidth
	Determining cost calculation for active ports only on LAG and VE interfaces


	Define redistribution filters
	Modify default metric for redistribution
	Enable route redistribution
	Example using a route map

	Disable or re-enable load sharing
	Configure external route summarization
	Configure default route origination
	Supported match and set conditions

	OSPF non-stop routing
	Synchronization of critical OSPF elements
	Link state database synchronization
	LSA delayed acknowledging
	LSA syncing and packing

	Neighbor router synchronization
	Limitations

	Interface synchronization

	BFD with OSPF NSR
	Standby module operations
	Neighbor database
	LSA database

	Enabling and disabling NSR
	Limitations of NSR

	Adding additional parameters
	Disabling configuration
	OSPF distribute list
	Configuring an OSPF distribution list using ACLs
	Examples

	Configuring an OSPF distribution list using route maps
	Modify SPF timers
	Modify redistribution metric type
	Modify administrative distance
	Configuring administrative distance based on route type

	Configure OSPF group Link State Advertisement (LSA) pacing
	Usage guidelines
	Changing the LSA pacing interval

	OSPF ABR type 3 LSA filtering
	Usage and configuration guidelines
	Configuring an OSPF area prefix list
	Configuring OSPF ABR type 3 LSA filtering
	Defining and applying IP prefix lists

	Displaying the configured OSPF area prefix list
	Displaying the configured IP prefix list

	Modify OSPF traps generated
	Modify OSPF standard compliance setting
	Modify exit overflow interval
	Specify types of OSPF Syslog messages to log
	Configuring an OSPF network type
	Configuring OSPF Graceful Restart
	Configuring OSPF Graceful Restart for the global instance
	Configuring OSPF Graceful Restart time for the global instance
	Disabling OSPF Graceful Restart helper mode for the global instance

	Configuring OSPF Graceful Restart per VRF
	Configuring OSPF Graceful Restart time per VRF
	Disabling OSPF Graceful Restart helper mode per VRF


	Configuring OSPF router advertisement
	Examples

	Configuring OSPF shortest path first throttling
	Command replacement
	Displaying OSPF Router Advertisement


	Displaying OSPF information
	Displaying general OSPF configuration information
	Displaying CPU utilization and other OSPF tasks
	Displaying OSPF area information
	Displaying OSPF neighbor information
	Displaying OSPF interface information
	Displaying OSPF interface brief information
	Displaying OSPF route information
	Displaying the routes that have been redistributed into OSPF

	Displaying OSPF database information
	Displaying OSPF external link state information
	Displaying OSPF database-summary information
	Displaying OSPF database link state information
	Displaying OSPF ABR and ASBR information
	Displaying OSPF trap status
	Viewing Configured OSPF point-to-point links
	Displaying OSPF virtual neighbor and link information
	Displaying OSPF virtual neighbor
	Displaying OSPF virtual link information

	Clearing OSPF neighbors
	Displaying OSPF Graceful Restart information
	Displaying OSPF Router Advertisement information
	Displaying the OSPF area translator status information

	Clearing OSPF information
	Clearing OSPF neighbors
	Disabling and re-enabling the OSPF process
	Clearing OSPF routes


	IS-IS (IPv4)
	Relationship to IP route table
	Intermediate systems and end systems
	Domain and areas
	Level-1 routing and Level-2 routing
	Neighbors and adjacencies
	Designated IS
	Broadcast pseudonode
	Route calculation and selection

	Three-way handshake for point-to-point adjacencies

	IS-IS CLI levels
	Global configuration level
	Address family configuration level
	Interface level
	Enabling IS-IS globally

	Globally configuring IS-IS on a device
	Setting the overload bit
	Configuring authentication
	Configuring IS-IS authentication at the Router IS-IS mode
	Configuring IS-IS authentication mode
	Configuring IS-IS authentication key
	Disabling IS-IS authentication checking

	Configuring IS-IS MD5 authentication on a specified interface
	Configuring IS-IS authentication mode for a specified interface
	Configuring an IS-IS authentication key for a specified interface
	Disabling IS-IS authentication checking on a specified interface


	Changing the IS-IS level globally
	Disabling or re-enabling display of hostname
	Changing the Sequence Numbers PDU interval
	Changing the maximum LSP lifetime
	Changing the LSP refresh interval
	Changing the LSP generation interval
	Changing the LSP interval and retransmit interval
	Changing the SPF timer
	Configuring the IS-IS PSPF exponential back-off feature
	Configuring the IS-IS flooding mechanism
	Globally disabling or re-enabling hello padding
	Logging adjacency changes
	Logging invalid LSP packets received
	Disabling partial SPF optimizations
	Disabling incremental SPF optimizations
	IS-IS incremental shortcut LSP SPF optimization
	Configuration considerations
	DIsabling IS-IS Incremental Shortcut LSP SPF Optimization


	Configuring IPv4 address family route parameters
	Changing the metric style
	Changing the maximum number of load sharing paths
	Enabling advertisement of a default route
	Matching based on IS-IS protocol type

	Changing the administrative distance for IPv4 IS-IS
	Configuring summary addresses
	Redistributing routes into IPv4 IS-IS
	Changing the default redistribution metric
	Globally change the default redistribution metric
	Configuration steps
	Configuration example
	Metric behavior with change in metric-style

	ISIS Show command
	Redistributing static IPv4 routes into IPv4 IS-IS
	Redistributing directly connected routes into IPv4 IS-IS
	Redistributing RIP routes into IPv4 IS-IS
	Redistributing OSPF routes into IPv4 IS-IS
	Redistributing BGP4+ routes into IPv4 IS-IS
	Redistributing IPv4 IS-IS routes within IPv4 IS-IS

	Configuring IS-IS point-to-point over Ethernet
	Brocade IS-IS Router A configuration
	Brocade IS-IS Router B configuration
	Displaying IS-IS point-to-point configuration

	Configuring IS-IS over a GRE IP tunnel
	Configuration considerations
	Configuring IS-IS over a GRE IP tunnel
	Brocade IS-IS Router A configuration
	Brocade IS-IS Router B configuration
	Brocade C configuration
	Brocade D configuration

	Displaying IS-IS over GRE IP tunnel

	IS-IS Non-Stop Routing
	Overview
	Limitations
	Enabling and disabling IS-IS NSR
	Displaying the IS-IS NSR status

	Configuring ISIS properties on an interface
	Disabling and enabling IS-IS on an interface
	Disabling or re-enabling formation of adjacencies
	Setting the priority for designated IS election
	Limiting access to adjacencies with a neighbor
	Changing the IS-IS level on an interface
	Disabling and enabling hello padding on an interface
	Changing the hello interval
	Changing the hello multiplier
	DIS hello interval
	Changing the metric added to advertised routes

	Displaying IPv4 IS-IS information
	Displaying ISIS general information
	Displaying the IS-IS configuration in the running-config
	Displaying the name mappings
	Displaying neighbor information
	Displaying IS-IS Syslog messages
	Displaying interface information
	Displaying route information
	Displaying LSP database entries
	Displaying summary information
	Displaying detailed information
	Displaying database summary information

	Displaying traffic statistics
	Displaying error statistics
	Displaying the IS-IS SPF Log

	Clearing the IS-IS SPF Log
	Triggering the router to run SPF
	Clearing IS-IS information
	Clearing a specified LSP from IS-IS database

	RIP
	RIP feature support
	RIP Overview
	RIP parameters and defaults
	RIP global parameters
	RIP interface parameters

	Configuring RIP parameters
	Enabling RIP
	Configuring metric parameters
	Changing the administrative distance
	Configuring redistribution
	Configuring redistribution filters
	Matching based on RIP protocol type
	Changing the default redistribution metric

	Configuring route learning and advertising parameters
	Enabling learning of RIP default routes
	Configuring a RIP neighbor filter

	Changing the route loop prevention method
	Suppressing RIP route advertisement on a VRRP or VRRPE backup interface
	Configuring RIP route filters using prefix-lists and route maps
	Setting RIP timers

	Displaying RIP Information
	Displaying CPU utilization statistics

	Policy-Based Routing (IPv4)
	Configuration considerations
	Configuring a PBR policy
	Configure the route map
	Setting the next hop
	Setting the next hop to an IP address
	Setting the next hop to a GRE tunnel
	Setting the next hop to a GRE physical interface
	Setting the next hop to a Null0 interface
	Setting the next hop to an LSP
	Setting next hop VLAN flooding


	Enabling PBR
	Enabling PBR globally
	Enabling PBR locally


	Configuration examples
	Basic example
	Setting the next hop
	Setting the next hop to a GRE tunnel
	Setting the output interface to the null interface
	Selectively applying normal routing to packets
	Applying IPv6 PBR next hop VLAN flooding
	ACL configuration
	Route-map configuration
	Apply route-map

	LAG formation

	Policy based routing with the preserve VLAN option
	Configuring a physical interface to accept all VLAN packets for PBR
	Configuration considerations
	Configuring policy based routing with the preserve VLAN option
	Preserve VLAN option as part of a set policy
	Configuring a rule-name for a route-map
	Limitations



	Configuration examples
	Preserve VLAN IDs and forwarding to single destination
	Preserve VLAN IDs and replicate to multiple ports within a VLAN
	Specify an interface as a PBR next-hop
	Show telemetry command
	Output examples


	Policy-based routing support for preserve VLAN
	Configuration considerations


	Multi-VRF
	Overview of Multi-VRF
	Benefits and applications of Multi-VRF
	Example of Multi-VRF usage in an enterprise data center
	Example of Multi-VRF usage in a service provider network

	Summary

	Configuring Multi-VRF
	Configuration 1
	PE1 configuration
	PE2 Configuration:
	CE 1 and CE 2 configurations
	CE 3 and CE 4 configurations

	Configuration 2
	PE1 configuration:
	PE2 configuration:
	CE 1 and CE 2 configurations
	CE 3 and CE 4 configurations



	Inter-VRF Routing
	Features and benefits
	Configuration considerations
	Tie breaker rules

	Maximum route limitations
	Configuring Inter-VRF routing
	Show commands
	Displaying the IP route table for a specified VRF
	Displaying the IP route table for a specified VRF import, local or summary
	Displaying IPv4 routes in VRF one
	Displaying IPv4 routes in VRF one import
	Displaying outputs routed from other VRF
	Configuring routes from multiple VRFs
	Displaying IPv6 routes in VRF one from local
	Displaying IPv6 imported routes summary
	Displaying IPv6 routes in VRF one imported from another VRF


	Clearing IP routes
	Configuring the number of VRFs for IPv4 and IPv6
	Modified CLI commands

	Management VRF
	Management VRF overview
	Source interface and management VRF compatibility
	Supported management applications
	SNMP server
	SNMP trap generator
	Telnet server
	SSH server
	Telnet client
	RADIUS client
	TACACS+ client
	TFTP
	SCP
	Syslog


	Configuring a global management VRF
	Configuration notes

	Displaying the management VRF information

	Basic IPv6 Connectivity
	Enabling IPv6 routing
	Configuring IPv6 on each interface
	Configuring a global or unique local IPv6 unicast address
	Configuring a global or unique loal IPv6 unicast address with a manually configured interface ID
	Configuring a global or unique local IPv6 unicast address with an automatically computed EUI-64 interface ID

	Configuring a link-local IPv6 address
	Configuring IPv6 anycast addresses
	Configuring IPv6 127 bit mask address
	Benefits of using 127 bit mask:

	Configuring the management port for an IPv6 automatic address configuration
	IPv6 host support
	IPv6 host supported features
	Restricting SNMP access to an IPv6 node
	Specifying an IPv6 SNMP trap receiver
	Restricting Telnet access by specifying an IPv6 ACL
	Restricting SSH access by specifying an IPv6 ACL
	Restricting Web management access by specifying an IPv6 ACL
	Restricting SNMP access by specifying an IPv6 ACL
	Restricting Web management access to your device to a specific IPv6 host
	Specifying an IPv6 Syslog server
	Viewing IPv6 SNMP server addresses
	Disabling router advertisement and solicitation messages

	IPv6 Non stop routing and graceful restart
	Limitations
	Supported protocols
	Restart global timers
	Graceful-restart IPv6 max-hold-timer
	Graceful-restart IPv6 protocols-converge-timer

	Configuring NSR and graceful restart on OSPFv3
	Show commands
	Show running-configuration
	Show ipv6 ospf
	Show ipv6 ospf vrf vrf name
	Show ipv6 ospf database
	Show ipv6 ospf data summary
	Show ipv6 ospf database grace


	Configuring Non Stop Routing on IS-IS
	Show commands
	Show isis


	Configuring BGP graceful restart
	Show commands
	Show running-configuration
	Show ipv6 bgp neighbors IP address


	IPv6 Hitless OS upgrade

	Configuring IPv4 and IPv6 protocol stacks
	Configuring IPv6 Domain Name Server (DNS) resolver
	Defining a DNS entry
	Defining an IPv6 DNS entry
	DNS queries of IPv4 and IPv6 DNS servers


	IPv6 Non-Stop Routing support
	Limitations
	Configuring IPv6 NSR support

	ECMP load sharing for IPv6
	Disabling or re-enabling ECMP load sharing for IPv6
	Changing the maximum number of load sharing paths for IPv6

	DHCP relay agent for IPv6
	DHCPv6 Relay Agent Prefix Delegation Notification
	DHCPv6 Relay Agent Prefix Delegation Notification limitations
	Upgrade and downgrade considerations

	Configuring DHCP for IPv6 relay agent
	Configuring DHCPv6 Relay Agent Prefix Delegation Notification
	Enabling DHCPv6 Relay Agent Prefix Delegation notification on an interface
	Assigning the administrative distance to DHCPv6 static routes

	Displaying the DHCPv6 Relay Agent Prefix Delegation Notification information
	Displaying the DHCPv6 Relay configured destinations
	Displaying the DHCPv6 Relay Agent options
	Displaying the DHCPv6 Relay prefix delegation information
	Displaying the DHCPv6 Relay information for an interface
	Clearing the DHCPv6 delegated prefixes
	Clearing the DHCPv6 packet counters

	Enabling support for network-based ECMP load sharing for IPv6
	Configuring the CAM mode to support network-based ECMP load sharing for IPv6

	Displaying ECMP load-sharing information for IPv6

	Configuring IPv6 ICMP
	Configuring ICMP rate limiting
	Enabling ICMP redirect messages
	Disabling or re-enabling ICMP redirect messages
	Disabling ICMP error messages for source-routed IPv6 packets
	Enabling ICMP error messages for an unreachable address
	Enabling ICMP messages for an unreachable route
	Enabling ICMP error messages for IPv6 packets with hop-limit 0
	Enabling ICMP error messages for multicast Too Big packets
	Enabling ICMP error messages for CES/CER devices

	Configuring IPv6 neighbor discovery
	Neighbor solicitation and advertisement messages
	Router advertisement and solicitation messages
	Neighbor redirect messages
	Setting neighbor solicitation parameters for duplicate address detection
	Setting IPv6 router advertisement parameters
	Controlling prefixes advertised in IPv6 router advertisement messages
	Configuring the Domain Name of DNS suffix
	Configuration considerations

	Configuring the recursive DNS server addresses and lifetime multiplier
	Configuration considerations

	Setting flags in IPv6 router advertisement messages
	Configuring reachable time for remote IPv6 nodes

	IPv6 source routing security enhancements
	Complete filtering of IPv6 source-routed packets
	Hardware filtering of IPv6 source-routed packets
	Software filtering of IPv6 source-routed packets

	Selective filtering of IPv6 source-routed packets using ACLs
	Selective hardware filtering of IPv6 source-routed packets
	Selective software filtering of IPv6 source-routed packets

	Complete and selective filtering combination and order of application
	Configuration examples for complete and selective filtering of source routed packets
	Dropping all IPv6 source-routed packets on all ports
	Dropping all IPv6 source-routed packets on a specified port
	Silently dropping all IPv6 source-routed packets sent to IPv6 addresses
	Dropping all IPv6 source-routed packets to IPv6 addresses from a specified source


	Changing the IPv6 MTU
	How to determine the actual IPv6 MTU value

	Configuring static neighbor entries
	Limiting the number of hops an IPv6 packet can traverse
	QoS for IPv6 traffic
	Configuring the rate limit for IPv6 subnet traffic
	Clearing global IPv6 information
	Clearing the IPv6 cache
	Clearing IPv6 neighbor information
	Clearing IPv6 routes from the IPv6 route table
	Clearing IPv6 traffic statistics
	Clearing statistics for IPv6 subnet rate limiting

	Displaying global IPv6 information
	Displaying IPv6 cache information
	Displaying IPv6 interface information
	Displaying IPv6 interface information for a specified interface

	Displaying interface counters for all ports
	Clearing the interface counters

	Displaying IPv6 neighbor information
	Displaying the IPv6 route table
	Using the nexthop option
	Displaying IPv6 routes with nexthop ID
	Description of command output fields

	Displaying IPv6 routes using the detail option

	Displaying local IPv6 devices
	Displaying IPv6 TCP information
	Displaying IPv6 traffic statistics
	Displaying statistics for IPv6 subnet rate limiting
	Displaying IPv6 information for Router Advertisement Options
	Displaying IPv6 interface information for Router Advertisement Options

	Commands
	ipv6 nd ra-dns-server
	ipv6 nd ra-domain-name


	IPv6 Addressing
	IPv6 addressing overview
	IPv6 address types

	IPv6 stateless auto-configuration

	IPv6 Prefix List
	Configuring an IPv6 prefix list
	Displaying prefix list information
	IPv6 ND Prefix Suppress
	Configuring IPv6 Prefix Suppress
	Configuration Considerations for IPv6 Prefix Suppress

	IPv6 ND Router Advertisement Control


	Managing a Device Over IPv6
	Using the IPv6 copy command
	Copying a file to an IPv6 TFTP server
	Copying a file from flash memory
	Copying a file from the running or startup configuration

	Copying a file from an IPv6 TFTP server
	Copying a file to flash memory
	Copying a file to the running or startup configuration


	Using the IPv6 ncopy command
	Copying a primary or secondary boot image from flash memory to an IPv6 TFTP server
	Copying the running or startup configuration to an IPv6 TFTP server
	Uploading files from an IPv6 TFTP server
	Uploading a primary or secondary boot image from an IPv6 TFTP server
	Uploading a running or startup configuration from an IPv6 TFTP server


	Using the IPv6 ping command
	Using the IPv6 traceroute command
	Using Telnet
	Using the IPv6 Telnet command
	Establishing a Telnet session from an IPv6 host

	Using Secure Shell

	Static IPv6 Routes
	Configuring a static IPv6 route
	Configuring a IPv6 static multicast route
	BFD for Static Routes
	Configuration considerations
	Configuring BFD for static routes
	Single hop configuration
	Syntax to configure BFD Static neighbor for IPv4:
	Syntax to configure BFD Static neighbor for IPv6:
	Syntax to enable BFD monitoring for IPv4:
	Syntax to enable BFD monitoring for IPv6:

	Multi-hop configuration

	Show commands


	Configuring BGP4+
	Supported BGP4+ features
	BGP4+ overview
	Address family configuration level
	Configuring BGP4+
	Enabling BGP4+
	Configuring BGP4+ neighbors using global or unique link local IPv6 addresses
	Adding BGP4+ neighbors using link-local addresses
	Adding BGP4+ neighbor
	Identifying a neighbor interface
	Configuring a route map

	Configuring a BGP4+ peer group
	Creating a BGP4+ peer group
	Adding a neighbor to a local device
	Assigning IPv6 neighbor to peer group
	Activating the IPv6 neighbor /peer group

	Advertising the default BGP4+ route
	Importing routes into BGP4+
	Redistributing prefixes into BGP4+
	Aggregating routes advertised to BGP4 neighbors
	Using route maps
	Enabling next-hop recursion
	Enabling recursive next-hop lookups
	Example when recursive route lookups are disabled
	Example when recursive route lookups are enabled


	Clearing BGP4+ information
	Removing route flap dampening
	Clearing route flap dampening statistics
	Clearing BGP4+ local route information
	Clearing BGP4+ neighbor information
	Clearing BGP4+ neighbor diagnostic buffers
	Resetting a BGP4+ neighbor session to send and receive ORFs
	Closing or resetting a BGP4+ neighbor session
	Clearing BGP4+ neighbor traffic counters
	Clearing BGP4+ neighbor route flap dampening statistics

	Clearing and resetting BGP4+ routes in the IPv6 route table
	Clearing traffic counters for all BGP4+ neighbors

	Displaying BGP4+ information
	Displaying the BGP4+ route table
	Displaying BGP4+ route information
	Displaying BGP4+ route-attribute entries
	Displaying the BGP4+ running configuration
	Displaying dampened BGP4+ paths
	Displaying filtered-out BGP4+ routes
	Displaying route flap dampening statistics
	Displaying BGP4+ neighbor information
	Displaying IPv6 neighbor configuration information and statistics
	Displaying routes advertised to a BGP4+ neighbor
	Displaying routes advertised to a BGP4+ neighbor
	Displaying route flap dampening statistics for a BGP4+ neighbor
	Displaying last error packet from a BGP4+ neighbor
	Displaying Outbound Route Filters received from a BGP4+ neighbor
	Displaying routes received from a BGP4+ neighbor
	Displaying the Adj-RIB-Out for a BGP4+ neighbor
	Displaying the best and unreachable routes received from a BGP4+ neighbor
	Displaying IPv6 neighbor route summary information

	Displaying BGP4+ peer group configuration information
	Displaying BGP4+ summary

	Configuring BGP4+ graceful restart
	Configuring BGP4+ graceful restart for the global routing instance
	Configuring timers for BGP4+ graceful restart (optional)
	Configuring the restart timer for BGP4+ graceful restart
	Configuring BGP4+ graceful restart stale routes timer
	Configuring BGP4+ graceful restart purge timer

	Displaying BGP4+ graceful restart neighbor information


	OSPFv3
	OSPFv3 feature support
	OSPFv3 overview
	Link-state advertisement types for OSPFv3
	Configuring OSPFv3
	Enabling OSPFv3
	Enabling OSPFv3 in a VRF
	Disabling OSPFv3 in a VRF

	Assigning OSPFv3 areas
	Assigning a totally stubby area
	Assign a Not-So-Stubby Area (NSSA)
	Configuring an NSSA
	Disabling the router to perform translations for NSSA LSAs
	Configuring an address range for the NSSA


	Assigning an area cost for OSPFv3 (optional parameter)
	Assigning interfaces to an area

	Specifying a network type
	Configuring virtual links
	Assigning a virtual link source address
	Modifying virtual link parameters

	Changing the reference bandwidth for the cost on OSPFv3 interfaces
	Redistributing routes into OSPFv3
	Configuring route redistribution into OSPFv3
	Modifying default metric for routes redistributed into OSPF Version 3
	Modifying metric type for routes redistributed into OSPFv3
	Configuring external route summarization

	Filtering OSPFv3 routes
	Configuration examples
	Configuring an OSPFv3 distribution list using an IPv6 prefix list as input
	Configuring an OSPFv3 distribution list using a route map as input


	Configuring default route origination
	Modifying Shortest Path First timers
	Modifying administrative distance
	Configuring administrative distance based on route type

	Configuring the OSPFv3 LSA pacing interval
	Modifying exit overflow interval
	Modifying external link state database limit
	Setting all OSPFv3 interfaces to the passive state
	Modifying OSPFv3 interface defaults
	Disabling or re-enabling event logging
	IPsec for OSPFv3
	Configuring IPsec for OSPFv3
	General considerations
	Interface and area IPsec considerations
	Considerations for IPsec on virtual links
	Specifying the key rollover timer
	Specifying the key add remove timer
	Configuring IPsec on a interface
	Configuring IPsec for an area
	Configuring IPsec for a virtual link
	Disabling IPsec on an interface
	Changing the key rollover timer
	Clearing IPsec statistics

	Configuring OSPFv3 Graceful Restart Helper mode
	Configuring OSPFv3 Non-stop routing (NSR)
	Configuring OSPFv3 max-metric router LSA

	Displaying OSPFv3 information
	General OSPFv3 configuration information
	Displaying OSPFv3 area information
	Displaying OSPFv3 database information
	Displaying IPv6 interface information
	Displaying IPv6 OSPFv3 interface information
	Displaying IPv6 OSPFv3 interface information in brief mode
	Displaying IPv6 OSPFv3 interface information in full mode

	Displaying OSPFv3 memory usage
	Displaying OSPFv3 neighbor information
	Displaying routes redistributed into OSPFv3
	Displaying OSPFv3 route information
	Displaying OSPFv3 SPF information
	Displaying OSPFv3 GR Helper mode information
	Displaying OSPFv3 NSR information
	Displaying OSPFv3 max-metric router LSA information
	Displaying IPv6 OSPF virtual link information
	Displaying OSPFv3 virtual neighbor information
	IPsec examples
	Showing IPsec security association information
	Showing IPsec policy
	Showing IPsec statistics
	Displaying IPsec configuration for an area
	Displaying IPsec for an interface
	Displaying IPsec for a virtual link
	Changing a key

	Displaying IPv6 OSPF information for a VRF


	OSPFv3 clear commands
	Clearing all OSPFv3 data
	Clearing all OSPFv3 packet counters
	Scheduling Shortest Path First (SPF) calculation
	Clearing all redistributed routes from OSPFv3
	Clearing OSPFv3 neighbors
	Clearing all OSPF neighbors
	Clearing OSPF neighbors attached to a specified interface
	Clearing OSPFv3 counters
	Clearing all OSPFv3 counters
	Clearing OSPFv3 counters for a specified neighbor
	Clearing OSPFv3 counters for a specified interface




	IS-IS (IPv6)
	IPv6 IS-IS single-topology mode
	IS-IS CLI levels
	Global configuration level
	Address family configuration level
	Interface level

	Configuring IPv6 IS-IS
	Enabling IPv6 IS-IS globally
	Enabling IS-IS and assigning an IPv6 address to an interface

	Configuring IPv6 IS-IS single topology
	Globally configuring IS-IS on a device
	Configuring IPv6 specific address family route parameters
	Changing the maximum number of load sharing paths
	Enabling advertisement of a default route
	Changing the administrative distance for IPv6 IS-IS
	Configuring summary prefixes
	Redistributing routes into IPv6 IS-IS
	Changing the default redistribution metric
	Globally change the default redistribution metric
	Configuration steps
	Configuration example
	IPv6 metric behavior with multi-topology configuration
	Metric behavior with change in metric-style

	ISIS Show command
	Redistributing static IPv6 routes into IPv6 IS-IS
	Redistributing directly connected routes into IPv6 IS-IS
	Redistributing RIPng routes into IPv6 IS-IS
	Redistributing OSPF version 3 routes into IPv6 IS-IS
	Redistributing BGP4+ routes into IPv6 IS-IS
	Redistributing IPv6 IS-IS routes within IPv6 IS-IS
	Disabling and re-enabling IPv6 protocol-support consistency checks

	Configuring IS-IS properties on an interface
	Changing the metric added to advertised routes

	IPv6 IS-IS Non-Stop Routing
	Overview
	Limitations

	Configuring IS-IS NSR

	Displaying IPv6 IS-IS information
	Displaying IPv6 IS-IS information
	Displaying the IPv6 IS-IS configuration in the running configuration
	Displaying IPv6 IS-IS error statistics
	Displaying LSP database entries
	Displaying the system ID to name mappings
	Displaying IPv6 IS-IS interface information
	Displaying IPv6 IS-IS memory usage
	Displaying IPv6 IS-IS neighbor information
	Displaying IPv6 IS-IS redistribution information
	Displaying the IPv6 IS-IS route information
	Displaying IPv6 IS-IS traffic statistics

	IPv6 IS-IS Multi-Topology
	Configuration considerations for IPv6 IS-IS MT
	Migrating to IPv6 IS-IS MT
	Maintaining MT adjacencies
	Forming adjacencies on the point-to-point interfaces
	Forming adjacencies on the broadcast interfaces

	New TLV attributes
	Enabling IPv6 IS-IS MT
	Configuring the IS-IS IPv6 PSPF exponential back-off feature
	Changing the SPF timer
	Changing the metric added value
	Configuration example to deploy IPv6 IS-IS MT
	Configuration commands to enable IPv6 IS-IS MT on router D1
	Configuration commands to enable IPv6 IS-IS MT on router D2
	Configuration commands to enable IPv6 IS-IS MT on router E2
	Configuration commands to enable IPv6 IS-IS MT on router C2


	default-link-metric
	reverse-metric
	isis reverse-metric

	RIPng
	RIPng feature support
	RIPng Overview
	Configuring RIPng
	Enabling RIPng
	Enabling RIPng for a VRF instance

	Configuring RIPng timers
	Configuring route learning and advertising parameters
	Configuring default route learning and advertising
	Advertising IPv6 address summaries
	Changing the metric of routes learned and advertised on an interface

	Redistributing routes into RIPng
	Controlling distribution of routes through RIPng
	Configuring poison reverse parameters

	Clearing RIPng routes from IPv6 route table
	Clearing RIPng for a VRF instance

	Displaying RIPng information
	Displaying RIPng configuration
	Displaying RIPng configuration for a VRF instance

	Displaying RIPng routing table
	Displaying RIPng routing table for a VRF instance



	Policy-Based Routing (IPv6)
	Configuration considerations
	Considerations specific to Brocade NetIron CES Series and Brocade NetIron CER Series

	Configuring an IPv6 PBR policy
	Configuring the route map
	Setting the next hop
	Setting the next hop to an IPv6 address
	Setting the next hop to a Null0 interface
	Setting next hop VLAN flooding


	Enabling IPv6 PBR
	Enabling IPv6 PBR locally

	LAG formation

	Configuration examples
	Basic example
	Combined example
	Selectively applying normal routing to packets

	Displaying IPv6 PBR information
	Displaying IPv6 accounting information
	Displaying IPv6 PBR route map information
	Displaying IPv6 route map information

	Displaying IPv6 ACL and route map informationon the Brocade NetIron CES Series and Brocade NetIron CER Series
	Displaying IPv6 ACL output
	Displaying IPv6 route map output
	Displaying IPv6 PBR selected next hop information


	Policy based routing with the preserve VLAN option
	Configuring a physical interface to accept all VLAN packets for PBR
	Configuration considerations
	Configuring policy based routing with the preserve VLAN option
	Preserve VLAN option as part of a set policy


	Configuration examples
	Preserve VLAN IDs and forwarding to specific egress port
	Preserve VLAN IDs and forwarding to multiple ports within a VLAN
	Applying IPv6 PBR next hop VLAN flooding
	ACL configuration
	Route-map configuration
	Apply route-map


	Policy-based routing support for preserve VLAN
	Configuration considerations


	VRRP and VRRP-E
	Overview of VRRP
	Standard VRRP
	Master router election
	Pre-emption
	Virtual router MAC address

	Enhancements to VRRP
	Configuring unique virtual MAC addresses per VRID
	Track ports and track priority
	Suppression of RIP advertisements for backed-up interfaces
	Authentication
	Forcing a Master router to abdicate to a standby router
	VRRP alongside RIP, OSPF, and BGP4


	Overview of VRRP-E
	ARP behavior with VRRP-E

	Comparison of VRRP and VRRP-E
	VRRP and VRRP-E parameters
	Configuring parameters specific to VRRP
	Configuring the VRRP version
	Configuring the Owner for IPv4
	Configuring the Owner for IPv6
	Configuring a Backup for IPv4
	Configuring a Backup for IPv6
	Configuration rules and feature limitations for VRRP

	Configuring parameters specific to VRRP-E
	Configuring IPv4 VRRP-E
	Configuring IPv6 VRRP-E
	Configuration rules and feature limitations for VRRP-E

	Configuring additional VRRP and VRRP-E parameters
	Authentication type
	Simple Authentication
	Configuring router 1
	Configuring router 2

	MD5 Authentication

	Suppressing RIP advertisements on backup routers for the backup up interface
	Hello interval
	Dead interval
	Backup hello message state and interval
	Track port
	Track priority
	Backup preempt
	Master router abdication and reinstatement
	VRRP-extended slow start
	VRRP-extended scale timer
	Enable and Disable password display

	Displaying VRRP and VRRP-E information for IPv4
	Displaying summary information
	Displaying detailed information
	Displaying statistics

	Displaying VRRP and VRRP-E information for IPv6
	Displaying summary information
	Displaying detailed information
	Displaying statistics

	Displaying configuration information for VRRP and VRRP-E
	Clearing VRRP or VRRP-E statistics
	Configuration examples
	VRRP example for IPv4
	Configuring router1
	Configuring router2

	VRRP example for IPv6
	Configuring router1
	Configuring router2

	VRRP-E example for IPv4
	Configuring router1
	Configuring router2

	VRRP-E example for IPv6
	Configuring router1
	Configuring router2


	VRRP-E Extension for Server Virtualization
	VRRP-E Extension for server virtualization configuration example
	Packets from the local subnet of the virtual IP address
	IPv4 VRF support
	Configuration considerations


	GPRS Tunneling Protocol
	GPRS Tunneling Protocol Overview
	GPRS Tunneling Protocol Filtering and Load-balancing
	About GTP load-balance configuration
	Enable masking of the TEID (Tunnel endpoint identifier) field for GTP packets
	MPLS unknown label handling
	Enabling internal loopback
	GTP Profile configuration commands
	Naming a GTP profile
	Adding port list to enable GTP with this profile
	Show GTP
	Show loadbalance mask-options command



	Enabling and Disabling MAC movement syslog on MLX device
	Routing commands
	default-link-metric
	ipv6 nd ra-dns-server
	ipv6 nd ra-domain-name
	isis reverse-metric
	mac-move-det-syslog
	neighbor next-hop-self (BGP)
	reverse-metric



