F= Extreme
CONFIGURATION GUIDE ‘ '

Extreme Netlron
Security Configuration Guide, 06.2.00

Supporting Netlron OS 06.2.00

9036120-00
March 2019



Copyright © 2019 Extreme Networks, Inc. All Rights Reserved.

Legal Notice

Extreme Networks, Inc. reserves the right to make changes in specifications and other information contained in this document and its
website without prior notice. The reader should in all cases consult representatives of Extreme Networks to determine whether any such
changes have been made.

The hardware, firmware, software or any specifications described or referred to in this document are subject to change without notice.

Trademarks

Extreme Networks and the Extreme Networks logo are trademarks or registered trademarks of Extreme Networks, Inc. in the United
States and/or other countries.

All other names (including any product names) mentioned in this document are the property of their respective owners and may be
trademarks or registered trademarks of their respective companies/owners.

For additional information on Extreme Networks trademarks, please see: www.extremenetworks.com/company/legal/trademarks

Open Source Declarations

Some software files have been licensed under certain open source or third-party licenses. End-user license agreements and open source
declarations can be found at: www.extremenetworks.com/support/policies/software-licensing

Extreme Netlron Security Configuration Guide, 06.2.00
2 9036120-00


http://www.extremenetworks.com/company/legal/trademarks
http://www.extremenetworks.com/support/policies/software-licensing

Contents

= T o 13
CONVENTIONS . ettrtvetsreies ittt 8888888888888 48R 13
NOTES, CAUtIONS, GNT WAININGS . 1urvvivrieiiiesisineeesseseessssssssss st st a8 s8 8888818888888 8 8585858888888 13

TEXE fOIMNATHING CONVENTIONS. ...ttt ess sttt st 8888858585888 13
COMMEANA SYNTAX CONVENTIONS......euveieiiseieseeeseeeses s ssssssss st ss s sess st ss 8828848581488 4858058888580 8 8881480888 14
DOCUMENTAHION AN TIAINING ittt ess st s s8££ 8188858515888 5818888558588kt 14
L= 111 T OO OO OO OO OO OO OO OO OSSOSO 14

GEEHING HOIPD. etttk 8 8888588585858 4818485888885 14
SUDSCrDING 10 SEIVICE NOTTICAIONS.....cuu ettt st 15
PrOVIAING FEEUDACK 10 US.....uiiiiieiiieietieciiise it et ssss s ess st 8484888885888 8588888888880 15

WY oo LU Lol B oYU 3 =Y o PP 17
WHEt'S NEW 1N ThiS AOCUMIBNT .....eooeeieee ittt ss st 8 1888858858558 17
SUPPOIEd NArAWAIE @NA SOTIWAIE........c.eeeceeee ettt 17
SUPPOITEA SOFIWAIE. ..vo1ivveirireeiseriisseesesesssss s ssssssesss st st 8888848858858 8488854885845 8 8588048888858 18

What’s NeW iN this dOCUMIENT......cci eSS E R 19
SUPPOrted NArdWare aNd SOFEWAIE.......ccccccirierirrce e a e s A e AR A A eE R R A e e A e nE e e e s 21
SUPPOIEA SOFIWAIE. ...vu. vttt st s st 8 58558558588+ 4 8888858851808 8 1488880 21
How command information is presented in thisS QUIE. ..o reesse e sessesesssse s sssessse s s se e s s s s s se s e snesessses 23
LY =T E= T 1 e LU 7= Yol TU 3 =N 25
SECUMNG ACCESS MNETNOTS ..ottt st 8888818858885 5881888 25
Restricting remote access t0 MaNageMENt FUNCHONS. ... ettt s s 27
USING ACLS 10 rESIIIC FEMOTE @CCESS ...ovuivirieiciie it 27

DEfINING the CONSOIE I8 TIMIE.....iouieeircie ettt e st 8 588888800 30
Restricting remote access to the device to SPECfic IP @dArESSES.........rriirceireeie et s ssss s sessss s sssssees 30

DEfINING the TEINET IAIE HIME. ..ttt ss s s8££ 8888888558888 31
Specifying the maximum login atemMpts fOr TEINET ACCESS ...t s sttt e 32
Restricting remote access to the device to specific VLAN IDs... .32

Enabling specific access Methods........creineeineenneeneeeseneenns .33

SEtHING PASSWOIS. ... eiueeerieseis st eees sttt et 8 £ 8858888585558 8 2882815882588 1458225842485 4 14 £8 258588258 35
SEHNG @ TEINET PASSWOIT ..ottt s 8888888588588 888888 35
Setting passwords for ManagemMENt PriVIIEGE IEVEIS..........ciices s st bbb st 36
RECOVEING FrOM @ [0St PASSWOIT. ...ttt s 888888588880 38
Displaying the SNMP COMMUNITY STHNG. ...t isiseesssse st et ss s 88888888888 39
DiSADIING PASSWOIA ENCIYITION. c...tteettreetsereissecesieeeessseess st 8888888884888 R8RS 39
Specifying @ MINIMUNM PASSWOIT IENGTN ...ttt s s8R 888888 39

SEHHING UP [OCI USEI BCCOUNS ... vt ceeetiereeeti e esssss e esses et 8888888 39
CONFIGUINNG @ [OCAI USEI GCCOUNL.......ourveireeieirreceisseeessessessessess st sss s sss s 8888888888858 8888888 40

ENabling StriCt PaSSWOIA ©NFOICEMENT........oi ittt sS85 41
CoNfIGUINNG the STHCT PASSWOI FUIES.......iierieeieeiiee ettt sttt 88888888 41
TSI ) £ N 1 (oY Y200 41
SEHNG PASSWOIAS 10 EXPIIE.....veueverreieieseieieeesss e sssseessss et st ss st ss a8 8585888588488 8581588458588 551488888t 42
Login lockout......coovinrrirnerenne. .43
Requirement to accept the message of the day.. .43
REGUIAT PASSWOIT TUIES.......ovouivereiereeiseeises s sses sttt ss s s 8888888888885 888888888880 43

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 3



SHICT PASSWOI TUIES.....oooeeereeeieeieeces et ses et ees s8££ 5888888585585 8 5885885885588 R 8 43

WED INTEITACE TOGIN IOCKOUL......oueeevteeteceis et sseeese st sss st e84 8888885885585 44
Creating an encrypted all-NUMIEIIC PASSWOIT. ......rwrieeiersirissinresssessssssassssssssssssasessssssssssssessssssessssssessssssassssssassssssssssssssssssssesssssssssssssssssssassssssnssssssassssss 44
Granting ACCESS DY HMIE OFf TAY ... ittt s st s s 88 8888588888888 44
L 45
CONFIGUNNG AAA ON TNE CONSOIE ... ettt ettt ess st e84 8858588585828 8 8148858588885 8 8RR 45
Configuring AAA authentication-mMethod ISTS fOr IOGIN. ...ttt 45
Configuring authentication-method lists.........cooneonniinreinniinnirnennn. .46
Configuration considerations for authentication-Method lISTS.........ccoi sttt 47
Examples of authentiCatioN-mETNOM lISTS........ et 48

LT B L0 ISR T =T 4 Tor- 1o o VP 51
CONFIGUING RADIUS SOCUIMY ....vevueieeiieeeeiseeesseseessessssssssesssssesssssseessssessssssessssssesessssassssssasessssee45810045884004588140488 14041881400 588 400258058858 51
RADIUS authentication, authorization, @aNd @CCOUNTING ...t sssse st sst st st 51
RADIUS configuration considerations @nd reStrICHONS. ... sceiesssssssssisssssssesssssssssss s sss s sss s sss s ssssssssssssssssssssssssssssssssssssssnnees 55
RADIUS CONTIGUIAtION DIOCEAUIE. ... .vveireveisneeesieseissessessessssssssssssssssssssessssssssssssssssssssssssssasesssssssssssessssssessssssessssssassssssassssssasssssssssssssnssssssssssssssassssssssssnnes 55
Configuring Extreme-specific attributes on the RADIUS SEIVET ... ssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 56
Enabling SNMP traps for RADIUS ... .58
Identifying the RADIUS SEIVET 10 The GEVICE. ...ttt 58
Specifying different servers for iNdiVIAUal AAA fUNCHONS ... st 59
RAIUS NEAITN CRECK ... vttt s st es s8££ 8858588884884 60
SEHING RADIUS PAraMEIEIS......ceociieiieiieeieeiiee ettt sttt et st ss 2282858828128 4858855158488 RS EE 8 e ettt 60
Configuring authentication-method lists fOr RADIUS..........eeeesee i et esss sttt 62
CoNfIGUING RADIUS QUINOTIZATION. ......iveirreieiseeeiiee s eeessse et esssse st esssssess 8881888888588 63
CONFIGUING RADIUS QCCOUNTING .1 vvttreeesueressaeeeesssesesssseesssssessssessssssesssssssssssssesssssessssaesssssessssssassssssasessssassssssasesssssessssssassssssassssssasssssssessssnssssssssssssssnees 64
Configuring an interface as the source for all RADIUS PACKELS........c...riirrriireriesesessssssessssssssssesssssssssessssssssssssssssssssssssssssessssssssees 65
Configuring an IPv6 interface as the source for all RADIUS PACKETS.........ririeiseesssssssessssssssssssssssssssssssssssssssssssssssssssssssssssssnsnsss 66
Displaying RADIUS cONfIGUIration INfOIMMETION. ... ssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssessssssnnsssssnns 66
TACACSH SerVer AUtNENTICATION. ....cuiucu iSRS RS SRR R e 69
CoNfIGUNNG TACACS OF TACACSH SECUIMY..uvvuureerreesereseeessieessssesssesssesssseessessssessssasssssesssassssassssssssssessssassssssssssesssassssasesssessssessssssssessssassssassssasssssassssssssnnes 69
HOW TACACSH dIffErs frONM TACACS.......cerreeeisereeeeesssseeesessseseesssssssseessssssss s sssssse 5881144445588 1444455881140 5 88058885 R 8RR 69
TACACS or TACACS+ authentication, authorization, and @CCOUNTING ...ttt enees 69
TACACS or TACACS+ coONfIgUIration CONSIAEIAtIONS... ...ttt sttt ss st s s 73
ENAbliNG SNMP 1raps fOr TACACS........eieeese ettt s 1888518888588t 73
|dentifying the TACACS OF TACACSH SEIVEIS......oivueeeeieersiseessssaeesssesessssasessssasessssa st s£58 1104581144458 1110458148888 81888888 74
Specifying different servers for individual AAA TACACS fUNCHONS ...t sssss st ssssssssss st sssss 74
XMR Series and MLX Series: Setting optional TACACS or TACACSH ParamMeEterS... . cireeessssessssssssssssssssssssssssssssssssssssssssssns 75
Configuring authentication-method lists for TACACS OF TACACS ... rwurrrieiieeessssiessesssssssssssssssssssssssssssessssssessssssssssssssssssssssessssssnesees 76
CoNfIGUING TACACSH QUNOIZATION. ...euuriererieieeeieisecesisseessssssessesssssssssss s sss s sss e85 8458058888888 58888888 79
Configuring TACACS+ accounting....... .81
Configuring an interface as the source for all TACACS or TACACSH PACKETS......vviiriiriiisiiessissss s ssssssssssssssssssssssssssssssssssssssssssns 82
Displaying TACACS or TACACS+ statistics and configuration information.......c..rsssssssssssssssssssssssssssssssssssssss 83
Validating TACACSH rEPIY PACKETS ...ttt st es st s s8££ 8888888885888kt 84
Yo PP 87
AACLL OVEIVIEW....oovivirtrireitieesise i s sss st s8££ 8888448888488 R 8RR 87
ACL @NA TUIE TSttt e eeesse st ees et et 8 8888888484848 8 8RR 88
LLAYET 2 ACLS oottt esseess st s s8££ 89
Layer 2 ACL CONFIGUIATION GUIAETINES ...t cessee st ss s ess s8££ 888 89
Creating @ NUMDErEd Layer-2 ACL a1 ... i setseessi st ssss st et es 8888888888888 91

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00



Creating @ NAMEA LAYr-2 ACL 18DIE.... ... eeeisseeesse et sss st es st 8888585858888 888 98

AAC L @CCOUNTING . tttrttaeeereeeseeeseeeeseses e ess et es s ess s8££ 8888585888828 8481588884458 8 28888 E 581 R 8828 E 8 99
Configuring ACL Deny Logging for Layer-2 INDOUNG ACLS......iieisiissessssssssssssssssssisssssssssssssssssssssssssssssssssssassssssssssssssssssssssssssesss 100
DISPIAYING LAYEI=2 ACLS.....oouerverieeresssesssssesssssssssssessssssesssssssssssssasssssssssssssssssssasssssssssssssssssssassssssassssssssssssssssssassssssssssssssassssssassssssssssssssssssassssssasssssssnseses 101
IPVA A LS ... ereeeeuseeeeeesssseeeseesss e esssss s8££ 8888880888448 8 5884588445848 1R8£SR 103
IPVA ACL OVEIVIEW GNA GUIAEINES ..vooieieieeiieeiis ittt ssssse sttt ess s ss 5885858888888 88 104
Disabling outbound ACLS for SWICHING traffiC. ... st ss st 106
CES @NA CER INTEINAI ACLS...ottittreietieeisssseeesseesessseesssssse st sss s sssss s sesss 5814458844488 8818804588888 ER 8RR 107
Disabling INErNal ACLS fOr DHOCP........oiieiiieies sttt st 8 88888888 109
NUMDEIEA ANA NAMEA IPVA ACLS......veiieeeeiiieeeeieeeesiseeeesseee s esssss et ss 8888588588888 8488888880 109
Simultaneous per VAN rate liMit @Nd QUOS ... essss st st sess st et s8 88188888888 124
IMOTITYING ACLS cvetteieermeeeeseeeeasseeessseeesessssessssssesss s ess e es e85 8128884885588 5582582448814 8 4881588558588 8RR 124
AAPPIYING ACLS 10 INTEITACES ...uurveerrieiiieereieeeesieeseesee st ses s sss 1888888888888 5885585858588 8888 129
ENabling ACL AUPIICATION CRECK w...ouuiveireieiesreiiees it sesssssess st st s8££ 8585858588888 131
ENQDING ACL CONTIICT CRECK .ottt ssts st ssssss s st 5858888585858 132
Enabling ACL filtering of fragmented or Non-fragmented PACKETS ...t s esnsees 132

ACL filtering for traffic switched within a virtual routing INTEIfACE ... st sttt 138
Filtering and priority manipulation based 0N 8O2. 110 PrOTTY ... sss sttt ssss st ssss st sss s sssssssssnssen 138
ICMP fIRErING FOr @XIENAEA ACTLS ...ttt s8R 139
Binding IPv4 inbound ACLS t0 @ MaNagemMENT POI .. ...ttt sttt ss sttt 142
[P DFORACAST ACL...oouiiieireietieeetieeeesseeeessseesss st s s8££ 8888888588848 88 R R 142
[P DIrOQACAST ACL CAM ..ottt et essss e ess s s s8££ 8888858858888 88858888 146
[P TECEIVE ACLS ..ot s8££ 4188884888818 148
ACL CAM sharing for inbound IPv4 ACLs ( XMR Series and MLX Seri@s deVICES).......cccurrmreeeeeismmnsssesssssssssssssssssssesssssssssssssssssseeess 154
Matching ON TCP header flags fOr IPVA ACLS.......cc.ureeeemerreesimeesessessseeessssseessssssssseessssssssssessssss s ssssssssesssssssssssssssssssssssssssssssssssssssssssssssnnes 154
AACLL @CCOUNTING . ttrrereeteeseeees s ees e ess s ees e85 8888581882888 4588488815888 8585288888188 155
[PV AACLLS cvvettreeeeesssseeeeessssseeessssseseessss s ess s ess 8885888588488 8488148882848 159
IPVG ACL OVEIVIEW N GUIAEINES ..ovouevvirieriiiiesiiies i sesissessssssssssssess s st st 5858855558888 159
UsING IPVE ACLS @S iNPUL 10 OtNEI fEETUIMES ...ttt st 163
CONFIGUING QN TPVB ACL ....eeteeereiriiseeeisesessesesssessses st sssssessssess s ss 1885810058155 5 8405580588058 1408880458588 5 825858588858 163
DiISPIAYING IPVEO ACL AOfINIHIONS.....cveiiireiieiiiiieeeiieeesssee s ess st sss st s 288188888888 168

(@7 2| o =T (111 o[V OO OO OO OO OO PT OO 168
APPIVING N TPVE ACL ..ottt sss st 8 1888885858888 1858581885888t 170

AddING @ COMMENT L0 AN TPVEB ACL ©NTIY ..ottt et seesssss st sss 8888888888888 171

ACL CAM Sharing fOr INDOUNG [PV ACLS......ieireeiireeisneeeeseesesssesssssesssssesesssse st st essssssssssasessssssssssssssssssssssssssssssssssssssssssssssesssssessssssssssns 173

Filtering and priority manipulation based 0N 8O2. 110 PriOrtY ......couieerreeseeessessssesssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 174

AACL @CCOUNTING 1vtttrvttrreitseritse st asi st b8R8 174

[PV TECEIVE ACLS...oomivveurieiiisiseises s essisssess e esss et st 888888888 178

GONEIAI ACL LOPICS urvvrrurrersreressseesssssseesssessesssssessssassssssasessssssesssssssssssessssssesssseesssssasessssassssssansssssaesssssaaessssaesssssassssssansssssansssssansssssasesssssesssssassssssnssssssnsssssssssssnnes 187
Summary of ACL system and POlICY PAramEters.........iiieieieisssessssssssssssss st sss s ssss s ssss s ss s sss st sss s sssssssssss 187

LAYET 3 ACL IOGGING tttttretrrrereeesseeeseeesssesssasessesesseeesssessseesssasessssesssassssaeesssessssessssssssasessseesssassssaessssessssessssssssssesssassssasssssesssessssasssssnssssnsssseesssanesssnesssnsssnnees 188

UDAS fOr SECUMTY QNG FOr PBR......uuviiriiisesiissssisse st ssssesssssssssssssssssss s sss s st 5515815518551 8 58588 195
Upgrade and downgrade considerations (5.6.00)...............orreersrveeesssssesssseeesssssssssssssssessssssssssssssssssssessssssssssssssssssesssssssssssssssssssesssssssssssssssseeess 203

HT TP @NA HTTPS....ocieccercrescsssesssesssseesseseasssessssessssessssessssessssssessssessssessssessssessssesessssessssessssessssessssessssesssssssssseasssissssensssesssnessnese st seasssessseeassnesssnsacs 207
Configuring SSL security for the Web Management INtErfaCe........ sttt 207
ENQDIING The SSL SEIVET ON @ GEVICE. ...uieeieeiiieeeeeseeeiie st esss st s8££ 8888858888888 207
Importing digital certificates and RSA Private KEY fllES.. ...ttt 208
GENEIAtING BN SSL COMITICATE. ..uurveurr ettt st s8££ 885885888888 208

T 209

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 5



1T ol o 1YL= VA=) 70O 210

AACTONYIMNS oottt sse bbb s st b 1488488288448+ 4 1448840424214 18£SRt 211
IPSEC STANTAITS. . rveeetreeeeeseereeess et eeess s8R 8888848848888 212
SUPPOITEA NAITAWAIE ...vvevoiiveisesieieeeeesessessssesssssssssss s sss s sss s s 8888888880558 5845884884488 8 855855888888 212
IPSEC tUNNE| SETUD [DIOCESS. ... i veerreerreireeeseeeiseeisee e estse et sssseesss st st ss 8888882858580 8 8885885885888 R8st 213
Configuration of traffic to route OVEr an IPSEC TUNNEL.......ccoovisi s sttt st 215
Recommendation for using LAG on the Same IPSEC lINE CAM.........oiireiiisies s sssssssssssssssssss st ssssssssssssssssssssssssssssssses 215
SUPPOMEA QIGOTINMIS ..ottt b8R8 8 8888548858588t 215
SUPPOIT FOr PSK fOI HIKEVZ SAS ..ottt sesssss st st ss st 5108158581581 1 5888188858880 216
Self MAC addreSSes aNd IPSEC TUNNEIS ...ttt 216
Unicast IPV4 and 1PV OVET IPSEC TUNNEIS.........ciiiriieeissies sttt sttt 216
Using Unicast IPSec IPv4 with Network Address Translation (NAT) .. ..eeesseseesssssonsssseessssssssssssssssssessssssssssssssssssessssssssssssssssseeeess 216
MUIICAST IPVA OVEI IPSEC TUNNEIS......oooeeeeeeee s 219
MURTIVRE SURPOM ..ottt s 221
IPSEC SCAIADIIITY LIMIES....ovoieeeeeeee ettt st 221
Supported FEAtures and FUNCHONAITY ...t sttt 222

UNSUPPOIEA FEAUMNES ... vvviriviirsiiiiiiise st sst st b5 8888588588588 8 8858858888 223
LTINS ettt 224
The use Of ACLS t0 CONON IPSEC TUNNEI TrAffIC. ... et ecees s sesss et ees st 225
Impact of upgrades or dOWNGrades Of NEHION ...t s s 226
SUPPOIT FOI Pl oottt sttt 5148881585885 8588585858515 226
Support for Certificate Path Construction and Validation ...t ssesss s ssesst st sessss s ssssns 229
Support for hash and URL encoding of X.509 COrtifICates. ... sssssssssssessssessssssssssssssssssssssssssssssssssssssssssssssneess 231
Support for Logging IKE and PKI TranSaCtion DEtailS. ... sessssssssssssssssssssssssssssssssssssssssssssssssssssssasssssssssssssssssssnns 232
Y7 VT OO OO 233
[P SEC @IS . iuuiiieiic ittt 8411 R RS R AR 234
IPSEC SYSIO0 MIESSAGES. ..ttuurveirierisirreesseresssessessssssssssssssstsssssssassssssssssss s sss 4588140848800 58 8045880588208 8 8058805888585 088800 234
IKE and PKI Default and Extended Logging SYSIOg MESSAGES.......coiiiriiriinsseisssssissssssssssssssssssssssssssssssssssssssssssssssasssssssssssssssssssnns 235
Generating and elEtiNG @ PKI KEY [DaIN. ... essseessse st ssesssss st ssessse s sessse e84 8405815880885 8 88888858t 239
CONFIGUING @ PIKI @NTY ..ottt sess sttt 8888588858588 5548428885814 4 8858581885858 240
CONFIGUINNG @ PKIITUSTDOINT. oottt ettt s8££ 888888 241
AUTNENTICAHING @ P ITUSTPOINT ..ottt 8585884888 242
Creating @ PKI @NIOIMENT PrOfile... ...ttt s8R 243
OBtaINING @ PRI ClIENT COMIICAtE. ..uuuiieiriie ettt e s8££ 244
Exporting PKI keys, certificates, and CRLS MANUAIIY ......cieieiseeieseeeessseessssessssse st sttt st ss s 245
Authenticating @ PKI trUSTDOINT MIANUAIIY ...t sss s st 888888888 245
Generating @ CSR for manual SUDMISSION 10 @ CA........irrrieiereseeieeeeessssseesessss s ssssst s sesssss e sesss s st 247
Importing a client certificate MAaNUAIlY DY USING TE TP eiesieinsessssesssiesssssss st sss s sss s sss st sssssss s sss s ssss s ssssssssssssssssnssssses 248
Importing a client certificate manually by way of the device terMINGL.......ci s s ssssseees 249
IMporting @ CRL MAaNUAIIY DY USING T TP s st sssssssssssssssssssssssss s ssssss sttt ss 18888 250
Importing a CRL manually by Way Of deViCe teIMMINGL. ...ttt sssss st s s 251
Enabling hash and URL encoding of X.509 COMIfICAtES. ...t sss st sss st s sss sttt 252
ClEANNG PII CRLS ..ottt iesseisseees s sesse st st sss 8858588258580 8 5414588858588 2585858258148 885880585888 253
ClEATNG PIKI COUNTEIS... oottt ettt sess sttt 8 8585858885848 8 8581588858581 8 2585858181888 254
Displaying PKI configuration iNfOrMAtION..........sise st ssss sttt s s 254
Configuring GloDal PAraMIELEIS FOr IKEV2........iriee ittt ettt 257
Configuring an IKEv2 proposal
CONFIGUIING N TKEV2 DOlICY 1 vvtteveiseeesieeeisseseessseessssse st esssseassss e ssss s sss 8 s £88 1058805855805 8 8588885885888
Configuring an IKEV2 authentiCation PrOROSAL...... ... reeesssseeesssss e sssss e ssssssse st sass et 262
CONFIGUING N TKEV2 PIOFI...ouiveirreeesiercesiee et sesssseessissesssss st st sss 8188888588558 8 8588588858858 263

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00



CONFIGUITNG AN IPSEC PIOPOSAL...uueveeeeurereeeesseeeersesseeeessesseeesesssseeessssss e essss e essssse e 288888 E8 R8s 266

CONTIGUIING N TP SEC PIOFIIE ... vvvirieiereeseeeeseesses e ssss s eesssesessesssssssssss s8££ 8858855855880 5880588185885 8 855858848 268
ACHVAtING N IPSEC PIOFIIE ON @ VT Lutuiiiesiiiesieisseeisissscssess st sssssss st st sss s ssss e85 0458808805880 8 58888888 269
Routing traffic over IPSEC USING STAtIC FOUING ...t s a8 270
ROUtING traffic OVEr IPSEC USING PBR.....iiriiiieiiiesisiesssssessssssssssssssssssssss st st ssssss st 581404581400 58 8005580588858 8 88 271
RS ADIISNING SAS ...ttt s ettt 272
ENabling [€arNing Of SEIf MAC GQAIESSES ... sissessssses s s ss s s8R0 273
CONFIGUING PIM ON @GN IPSEC VT Lttt sisseesss st sssssssssssssses 5188855155125 8288585880258 5885858588888 273
Configuring extended 10gging fOr IKEVZ2 @Nd PKl.......iiisiessses s sssssss st ssss sttt ss st ssss s s ssss st s ssssnsssns 274
Disabling traps and syslog Messages fOr IKEVZ @nd IPSEC. ... ieiieieeissisesesses et sssssssesssssesssssss st sssssss st sessssessssssssssnssssssssssses 275
DiISPIaYING IPSEC MOAUIE INTOIMNGHON......ieeiereireieiee ettt eess e s et st R8RS 275
Displaying IKEV2 CONfIGUIAtioN INfOrMIATION. ... cseissessssss sttt st s8R 276
Displaying 1Psec cONfIGUratioN INfOrMI@ION. .. ...t st 278
Displaying and clearing statisticS fOr IKEV2 @Nd IPSEC. ... ieiiiriiiesessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssessssssssssssssssssssssssssssssssns 279
Configuration example for an IPv4 IPsec tunnel USING ManUAI PKl......iisissesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnns 281
ROUEEI L.ttt ettt 8888488888818 R 281
ROUTEI 2.ttt etttk £ 18£8 81888 R 281
ROUTET L.ttt s8££+ 8 18£8 8 R8RSR 281
ROUTEIZ ...t 8888848188888 R R 283
Configuration example for an IPv4 IPsec tunnel Using dyNamiC PKl. ... sssssssssssssssssssssssssssssssssssssssssssssssssssssssns 284
ROUTET L.ttt s8R 4888888888448 284
ROUTEIZ ...ttt s8R 8448881888888 181818888 285
Minimum configuration example for an IPVA IPSEC TUNNEL. ... sss st sttt 287
ROUTET L.ttt e84+ 8 £ 1 8RR 287
ROUTEI2 ...ttt 2288888888581 8 8825822815885 8 1588282585818 1448881588888 288 287
Minimum configuration example for an IPVE IPSEC TUNNEL. ... ssssssessss st sss s sss s sss st s sssss st ssssssssssssssssns 288
ROUEEI L.ttt sttt 8888888848188 288
ROUTEI 2.ttt sttt R8s 289
Configuration €Xample fOr AN IPSEC TUNNEL......coiirieriise st sss st s s a8 s8R 289
RouterA
RouterB
RouterA
RouterB
RouterA
Configuration example for runniNg PIM OVEr IPSEC TUNNEIS. ...t sss st st st sttt sss st st ssssens 293
ROUTEIA .. 8 1488888 £ bbbt 293
ROUTETB. .ot 8888818481888t 294
LYo U ot U =T P 295

[P SOUICE QUAIT.c.uuvveuuereessasiesssesesssssssssessssssessssssssssss e ssss s sss e sss 5884480048840 8 8804588005580 85 8045810048814 8 8005485580558 4888 295
Enabling [P SOUrCE iNSPECHON ON @ VAN ...ttt sssssss st sss 5858585888880 295
Displaying IP source inSpection StatUS @Nd POMS ... ittt esss sttt ss st ssss st sssssassnsenn 296

ENQDING [P SOUICE QUAIT. ... .cieuriireieieiieeieieeiseeeses i ssesssse s st sass st 5 2888848288585 5 8258581588888 8885858 296

[P SOUICE QUAIA CAM ...ttt ettt s 8825888581582 8 5558128812885 4 1248585815858 58188 296
Configuring IP SOUIrCE QUAId CAM PArtHION. ...ttt ss sttt 8888 297

Media ACCESS CONIOl SECUIILY (MACSEC).....curerrerreresreurersersssesressessesssssssessessesssssseessessessesssssssessessssssssesssessessssssesseessessssssssseessessssssssseessesssssssssessesanes 299

IVIACSEC OVEIVIBW.......ooeeieeiteiie ittt et s e84 s 58582585828+ 8 1258458458548 125125842 E 4L E £ 412 E 8458588 E bbbttt 299
MACSEC RFCS AN STANAAIAS ....ouveerceeieeetieeeiiiee st sss st ss s8££ 88 8888888888888 299

HOW IMACSEC WOTKS .. vetterverreeeiseeessseessseesssssesesssssssssseessssse st 4814581044581 £58 1004884045884 55 8558055820884 8 85888858888 300
How MACsec handles data and CONTIOl HraffiC...... ..ttt 300

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 7



MACSEC KEY AGrEEIMENT PrOTOCON... . cveiiverreeiesirreese et et e eess e ssss st ees s s 8888888858588 R8s 300

MKA message eXChange DEIWEEN tWO SWITCNES ...ttt s s 300
SECUIE CMANNEIS ... eeeeetereeeese et ees s8R 8842884884888 301
IVIACSEC FrAIMIE FOMMNAT......reeeriereeeesee et eeeess st 301
CONFIGUING IMACSEC. ... eereerreeseeessesssaesesssessssesssesessseessssssssesssassssaeesssaesssasessaessssessssessssssssseesssaesssasssssessssessssesssaessssassssassssaeesssessssasssssnssssnssssassssanssssesssassssnssssnsees 303
Enabling MACsec and CONfIGUIING GrOUD PAramETEIS. ... . ireeieeeeeresseeesssessseesssessssssess st sssesssssssssssess st assss st sssassssssssssssssssssssnsssssasssassssnees 304
CONFIGUNING MACSEC KEY = SEIVET PIIOTIEY ...oooieveieeeeiese it sessee st ass st s 88188888888 304
Configuring MACSEC INtEGIity @NA ENCIYPHION. ...ttt s bbb 305
Configuring MACSEC fram@ VAlIJAON .. ...ttt 306
CONTIGUING EPIAY PIOTECHION. c.... i reeiieeeiieeiteeees e ets et et es s s8££ R8s 8 8RR 306
Enabling and configuring group iNtErfaces fOr MACSEC. ... sss st st ss s8R 307
CONFIGUING the PIrE=SNAIEA KOY ... vttt s s 8888888888888 R8s 308
SAMPIE MACSEC CONTIGUIATION. ...ov-rveetieeereeerieeereeeseeeeeesess e eeeess et s se 88880 308
DISPIAYING MACSEC INOIMNIGTION. ccvvttreerreieireeeseeeeessesssssse et sss st ess s ss s8££ 8888588588588 8888885880 308
Displaying MACSEC CONTIGUIAtION AETAIIS.......riuirriiirrciieiissssssssssissessss s ssssss st st sss s sss s8££ s 309
Displaying information 0N CUMENT MACSEC SESSIONS......cwirrerreeiiesssisssssissssssssssssssesssssssssssssss st st sssssssssssssssssssssasssssssssssssassssssassssssnsssssnns 310

Displaying MKA protocol statistics fOr @n INTEITaCe.. ...t sttt st 312
Displaying MACsec secure channel activity for an interface. ...ttt ssssian 312
L) oY = T TT=T e o Lo UL T 315
POlICY~DASEA TOUNNG OVEIVIEW. ...ttt sttt 5225588588258 8585888885858t 315
LAG fOrmMation With PBR POIICY ...ttt sss s 5 8888 316
ROUTE MBI +11tvtrirtresise ettt 8488888888888 8888818881 R 8RR R b 316
IMECI STAEEIMIENT. ..ot s s8££ 888888588 316
S STATEMIENT ... 316
RUIE MAIMIE.... ottt et ees st es s s8££ 8888888588588 8 8442548045881 8 2582458244481 8 888588585 317
CONFIGUIING @ PBR POIICY ...tuuveiieeieimneessiseeesssssesssssssssssssssssssssssssssssssssssssassssssssssssssssssssssssssessssssessssssassssssassssssasssssssesssssassssssessssssassssssasssssssesssssnssssssassssssssssssnnns 317
PONCY-DASEA TOUHNG (IPVA)........ooooeeeeeeeeeeeeeeeesssses e ssssssssss s sssssssssssssss s ssssss s s 318
PONCY-DASEA TOUHNG (IPVB).......vvooeeeeeeeeeceeveeeeessssses s sssssssssssss s sssssssssss s ssssssssssss s ssssssss s s ssssns s sss s nesssssssnns 330
(I Y= G oYY oYt o E=T=Yo N YU U] OO OSSPSR 342
Protecting against Denial Of SErviCe AttaCKS.......uuviiieresisnnrirrisessssssrsese s ss s sa s s s s e e e E e e se e e s e e e e n e e s anans 355
Denial Of SEIVICE PIOTECHON OVEIVIEW. .. ..ccvecueerreeetireeeeeesieseeeeesssseeeeeessss e sess s8££ £8 8RR R £ EE 355
ProteCting @gaINST SINUI GHACKS......cvcc s8R 355
Avoiding being an intermediary in @ SMUM GHACK ... bbb 356
Avoiding being @ VICHM N @ SINUIMT GHACK ...ttt et 356
ProteCting @gaINSt TCP SYIN @ttACKS. ... vttt eessee ettt s8R 5888888888888 R0 358
TCP SECUITY NINANCEMENT ....ooteie ettt es et se s8££ 8888888888888 8 AR 359
ProteCting @g@INSt UDP @HACKS. ....uurerveriereieiseeceeisieesceseisssesessessssesessssseessssssssssesssss s8R 360
Enhanced DOS attack Prevention fOI IPVG.......... s sseens 360
Displaying StatiStICS frOmM @ DIOS GHACK ... cesiessessss st ssss e sss st sss s sss s 88 88885888888 361
ClEAI DIOS GHACK STAISHICS. ...urrveerirrereeeiseeereeesisseeeeeet st eessss s8R R 8RR 8 £ 361
MAC Port-Based Authenication........covuiurerecnee
MAC port-based authentication overview
CONFIGUIAION CONSIAEIAIONS. ....oureeeieeeeiieeeiee sttt et st 8888588854888 8 8RR
LOCAl QNA GIODAI FESOUITES......ouiiieieiie ettt s 848588888888
Configuring the MAC POIT SECUNLY fEATUIE..........iicec s s s st 364
ENabling the MAC POt SECUIITY FEEIUIE. ...ttt 364
Setting the maximum number of secure MAC addresses for an INTErfaCe. ... e sssssseees 364
SetiNG The POt SECUNTY Q0@ HIMIEI . ...ttt 8888 365
SPECITYING SECUINE MAC GUAMESSES......eoueeerrreeseeeessseeessseaesseeeesseeeesssee st esst 8814588858858 8 4858848588885 88858888 365

Extreme Netlron Security Configuration Guide, 06.2.00
8 9036120-00



Autosaving secure MAC addresses to the startup-config flle. ... 365

Setting to delete a dynamically learned MAC address on a disabled iNterface........ i sesssesssssssssssssssssssseess 366
Specifying the action taken when a security VIOIation OCCUIS......oiicess st sssss s ssss st sssssssssssssnsssses 366
Specifying the number of MAC addresses t0 e AENIE......coo ittt 367
DENYiNG SPECITIC MAC GUUIESSES. . ..uuieieeireiesreeseeeseeeseeessasessssessassssesesssessssessssessssassssasesssessssasesssssssessssesssssssssssesssaesssassssssssssessssssssnnsssnsssssssssansssssessns 367
POrt SECUNitY MAC VIOIGHON TIMIt. ..ottt st s s s s8££ 8188888 368
Displaying port SECUNitY INFOIMMETION ...t s 8ssss 369
802.1x Port-Based AUtheNtiCAtioN.........c AR E SRR
802.1X authentication overview
[ETE R C SUDDOM...oouciieeeeeieeiseisissesisesesseessesss sttt 8 1886888584888
HOW BO2.LX POIT SECUIEY WOIKS....uvvvtuieesueieeseeesssseiesssesessseeeessseeeesssessssssesssssse st et e8ss04581444488 1140488144 4588 1058888888888k 373
Device roles iN an BO2.1X CONFIGUIATION. ...ttt esss s ess st et s8££ 88688888888 373
CoOMMUNICAION DEIWEEN The AEVICES.... .ttt 8888888 374
Controlled and UNCONTIONEA POIS........ivciceee s 375
Message exchange dUNNG QUINENTICATION ...ttt S s s 376
Authentication of multiple clients connected 10 the SAME POIt. ... st s 378
BO2.1X POIt SECUITY @NA SFIOW ... .ttt ce ettt es s ses et s s 8 s 88 8584888858888 379
CONFIGUNNG BO2.1X POI SECUIEY vvouuveriereeieeriiseriesesesssesesesssssesss st ssssesss st ss 8888858188858 8 5884888885888 RS8R 380
Configuring an authentication MEethod liSt fOr BO2.LX ...ttt bbbt 380
SEHING RADIUS PAraMEIEIS. ... ceeciieieieeeieeiiesiseitsetsestssss sttt £s 2858585428128 8 458882522 E 845 £ £ 442 E £ 48RS E e s bbbt 380
Dynamic VLAN assignmeNnt fOr BO2. 1X POMS......iiiieiieiississssssssssesssssss s s sssssssssssssssss st st ssss st ssssssssesssssssssassssssssssssssasssssssssnssss 385
Disabling and enabling strict security mode for dynamic filter assignment........... e sesssss 386
Dynamically applying eXiStNG ACLS OF MAC ACL ... seessissessssssessssssssssss st st 8818858858888 8 8 387
Configuring per-user IP ACLS O MAC address fIEIS........coiiiiiieciecec sttt 388
ENQDING BO2.1X POIT SECUIEY 1.uivverreierreeeseeresseseessseesssssessssseesssseesesssassssssssesssssse st ssss e 4588 0458840458805 58 8108848888588 8 R8s 389
SEHING TNE POI CONMIOL.....vetiiirieeieeiie ettt 8888585885885 8 858858858 389
PO TOTIC TEAUTNENTICATION. ...ttt ettt e8RS R 390
ManUal reaUINENTICAtION OF @ PO ...t 88880 390
QuUIEt PEITOT FOr FEAUINENTICATION ...ttt s8R 8810 391
Retransmission interval for EAP-ReqUEST/IAENtity framMEs. ...t ssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 391
Retransmission limit for EAP-ReqUES/IAENTItY frame........iiciiecisesesiisss st ss st 391
Specifying a timeout for retransmission of messages to the Authentication SEIVer............cciss s 391
Retransmission timeout of EAP-Request frames 10 the ClIENT ...t 391
INIHIAHZING BO2.1LX ON @ POIT..orietiriirieeeiiseeeetsseeesse st eess et ees e84 8888888888888 8888 R R0 392
Allowing multiple 802.1x ClIeNts 10 QUINENTICATE. ...t 392
DISPIAYING BO2. LX INFOIMATION. ...tttriettreietereeisee st eseis ettt st 8888888588888 888858888800 393
Displaying 802.1x CONfIGUIatioN INfOIMMETION. .......cuurrreeiercrieiereeiesseeereessseesssssssseessses s ssssss s sssss st s sese s 395
DISPIAYING BO2. X STAtISTICS .uuveeiirrieiereieieereesiee et ess st ess s8££ 8888585888888 8858 397
ClEANNG BO2. X STATISTICS uturvviirriiinreieiiereeiies st st s s8££ 8888888808888 888888858888 398
Displaying dynamically assigned VLAN INfOIrMNGHON.. ... sssssssssssesssssssssssssssss st sssssssesssssssssssssssssssssssssssssssssasssssssssses 398
Displaying information on MAC address filters and [P ACLS 0N @N INTErfaCE.....vriiriieiississsissssssssssssssssssssssssssssssssssssssssssses 399
Displaying information about the dot1x-mac-sessions 0N @aCN POM..... sttt ssaeae 400
SAMPIE BO2.LX CONFIGUIAIONS......oeeerieieiee ettt st s8££ 8188588888888 401
POINT-10-POINT CONTIGUIGTION. ...ttt 888888888 401
HUD CONTIGUIATION 1.ttt 402
Configuring Multi-Device Port AUthENtICAtioN. ... s 405
How MUlti-device POrt QUINENTICATION WOTKS......... sttt 8RR 405
RADIUS authentication.............

Authentication-failure actions

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 9



SUPPOIEA RADIUS GtIIDULES. ..ottt ess st e85 8888885885558 406

DyNAamMIC VLAN N ACL @SSIGNMENTS ....curieerreieireesseesesseeesssssesssssssssssssessssessssssesssssssssssasesssssaesssssassssssssssssassssssasssssssssssssssssssssssssasssssssssssssssssses 410
Support for authenticating multiple MAC addresses 0N @n INTEITACE. ... sssss 410
Support for multi-device port authentication and 802.1x on the SamMe INtErface.......iiiis s 410
Configuring MUlti-deViCe POIt QUINENTICATION. ...t sttt 410
Enabling Multi-device Port @UINENMICATION. ... .ttt bbb 411
Configuring an authentication MEethod liSt fOr BO2.LX ...ttt s ss st 411
SEHING RADIUS PAr@MEIEIS. ...ttt itsetsestssess sttt £s 8 e58 5858288288458 828212842 E 84254 E 8 E 48Rttt 411
Specifying the format of the MAC addresses sent t0 the RADIUS SEIVET ...t ssssssssssssssesssens 412
Specifying the authenticatioN-failure @CHON ... e 412
DEfINING MAC QUAIESS IS ...ttt st ese s s8££ 888888888888 413
Configuring dYNAMIC VLAN @SSIGNIMIENT.......iiuireiieireessnesesseeeessseessssssessssssessssssssssssssssssssss s sssssssssssasesssssessssssssssssssssssssssssssssssssnssssssnessssssssssssanes 413
Specifying the VLAN to which a port is moved after the RADIUS-specified VLAN assignment eXpires.......cceremeeeenneeens 414
Saving dynamic VLAN assignments to the running configuration file.........cucesissessssssssssssssssssssssssssssssssssssssesssses 415
Clearing aUINENtICAtEA MAC QUAIESSES.....rwirieiirriesesssissssssessssssessssssssssssesssss s sss 8818885884888 8 58888880 415
Disabling aging for authentiCated MAC GOrESSES. ...ttt sss s ss st s s s 415
Specifying the aging time for DIOCKEd MAC UAIESSES........iiiiriirsiissssssssssss sttt s sttt 416
Displaying multi-device port authentication iNfOrMAtION........cci s s s 416
Displaying authenticated MAC address iNfOIrMELION. ...t sttt s 417
Displaying multi-device port authentication configuration INfOrMEtIoN........ccccc.iciie s sseeae 417
Displaying multi-device port authentication information for a specific MAC address or POrt.......eiinnsisssseessssssens 419
Displaying the aUthentiCated MAC Q0UrESSES. ...t essi st sss s8££ 8 R8s 420
Displaying the Non-authentiCated MAC GAIESSES......iiirieesee s eesiseessi s ssssssssss s ses st 8888 420
ST =T U] T 3T | TP
SSH server version 2 support....
SUPPOMEA SSHVZ2 ClIENTS .. oot
SUPPOIEA FEATUIES...ouuv et ieiiciieetesscssess s ses st ss s e85 8888 8855858858888 8 8458858580
UNSUPPOIEA FEAUMNES ... vveiiveieiiiieseisses st sst st 5888885885885 8888885885888
CONFIGUING SSH SEIVET ..ot eeieeiesssestssess et eesss st esss e sssases s e85 2 1884580588558 8 8488845882885 8 5858828888288 n e
GENETATING @ NOST KEY PAIN...et ettt ss st s s8££ 8 8588288281488 858888t
Enabling and disabling SSH server by generating and deleting hOst KEYS........oc.essesessss s sseseeees 427
Configuring DSA or RSA public k&Y aUtheNtiCAHION. ...ttt 428
Configuring DSA publiC KEY @UtNENTICAHON ... 430
SEHING O IONAl PArAMIETEIS........ ettt e s8££ 8888 431
DISADING BoDES... .ot ceisseeesiseessss st ess et s8££ 8885844884888 48581888 E 8RR 435
Displaying SSH server CONNECHON INFOMMNATION. ...t seesss st st st s eS8 435
ENAING @N SSH SEIVET CONNEBCHION.......cvvveireeeeeeiseereeeessseeesssssseseesssss e eesssssee s ssssss 888888888 436
OUDOUNG SSHVZ CHENT.oeettrreeeieeeeeisieeeeeess s seesss et R 436
USING N SSH2 ClIENT....utuereiiriiiseeeieiseeissssssesssssssssesssssss st sss s sss s sss e85 0558505880588 0088858858848 8858888888 438
DiSPlaying SSH2 ClIENt iNOIMMEION. ...ttt ss 88888888880 439
USING SEOCUIE COPY .oruvurmrermrerseesssesseessseesssesessasssssessssessseesssasessssesssesssssssssessssessssassssasessssesssassssasssssessssessssassssassssseesssassssasssssessssesssssesssasssssessssasssssesssessssmssssesssnsssans 439
Secure Copy feature for CES 2000 Series and CER 2000 SEIES......ouwwwririsissiisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 440
Secure Copy FEATUIE fOr XIMR SIS ... ssssssssssssssss s sss st a8 a8 58588888 441
SCP CHENT ettt css s s8££ R4 84848484 E £ R 448
SCP Client SUPPOIT IIMITBHIONS ...ttt b8 88sssebsnen 449
SUPPOIET SCP ClIENT CONTIGUIAIONS . ...t reeetreieieeeis ittt eess et es st 88888 449
UPIOading @n IMAGE 10 @N SCP SEIVET ...t et eesseseesssesess st a8 88 8888888888888 R 450
Uploading confIgUration fileS 10 @N SCP SEIVET ... cesisssessesssssse st ssss s ssss st st s8R 450
Downloading configuration files from @N SCP SEIVET.......c.reerieieesseieeesssss e ssssss e essssss s ssssss s sssssss st sssss s sssssssssesssssesns 450

10

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00



Joint Interoperability TEST COMMANG.......ciic s a e s n e s 451

JITC OVEIVIBW ..ottt i8Rk R 451
AES-CTR encryption MOde SUPPOIT fOI SSH..... i sesissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssassssssssssssssssssssassssssnses 451

SHAL authentiCation SUPPOIT fOI NTP.......coiiiiiieiiiieseiisees s ssss s sss s sss s s ssss 858858888888 451

Xt g Yo 1T [T e =Y o Y=Y o (O 453
CrYPtOGrAPNIC SOTIWAIE ...ttt 8888488885855 8 8888880 453
IVIPLL L et eeeesss st ees s8££ 8 8 ££ £ REERR£EERREERRRRREEERREEERRR R S R e 453
OPENSSL IICENSE...u.eiriireieieeiiee et sess st s s ss st s 5858885814888 8 5885584225858 8 1448858541258 5858481288848 453
OFIGINAI SSLEAY LICENSE. ..ot sss st ss st s 1888585888881 8 818888 454

CrY P OGrAPNIC SOTIWAIE. ...eeoeeeeee itttk 8 5858888850 455

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 11



12

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00



Preface

COMVENTIONS .ottt 888888888 13
DocUMENTATION AN TIAINING. i1ttt b s 14
GEHING HOIPD s 14
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This section discusses the conventions used in this guide, ways to provide feedback, additional help, and other Extreme Networks®
publications.

Conventions

This section discusses the conventions used in this guide.

Notes, cautions, and warnings

Notes, cautions, and warning statements may be used in this document. They are listed in the order of increasing severity of potential

hazards.

A\
A

NOTE
A Note provides a tip, guidance, or advice, emphasizes important information, or provides a reference to related information.

ATTENTION
An Attention statement indicates a stronger note, for example, to alert you when traffic might be interrupted or the device might
reboot.

CAUTION
A Caution statement alerts you to situations that can be potentially hazardous to you or cause damage to hardware,
firmware, software, or data.

DANGER
A Danger statement indicates conditions or situations that can be potentially lethal or extremely hazardous to you. Safety
labels are also attached directly to products to warn of these conditions or situations.

Text formatting conventions

Text formatting conventions such as boldface, italic, or Courier font may be used to highlight specific words or phrases.

Format
bold text

italic text

Description

|dentifies command names.
|dentifies keywords and operands.
Identifies the names of GUI elements.

|dentifies text to enter in the GUI.

|dentifies emphasis.
Identifies variables.

|dentifies document titles.
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Documentation and Training

Format Description

Courier font |dentifies CLI output.

Identifies command syntax examples.

Command syntax conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of parameters and their logical
relationships.

Convention Description

bold text Identifies command names, keywords, and command options.
italic text Identifies a variable.

[] Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

{x|lylz} A choice of required parameters is enclosed in curly brackets separated by vertical bars. You must select
one of the options.

x|y A vertical bar separates mutually exclusive elements.

<> Nonprinting characters, for example, passwords, are enclosed in angle brackets.

Repeat the previous element, for example, memberlmember...].

\ Indicates a “soft” line break in command examples. If a backslash separates two lines of a command
input, enter the entire command at the prompt without the backslash.

Documentation and Training

To find Extreme Networks product guides, visit our documentation pages at:

Current Product Documentation www.extremenetworks.com/documentation/

Archived Documentation (for earlier versions and ~ www.extremenetworks.com/support/documentation-archives/
legacy products)

Release Notes www.extremenetworks.com/support/release-notes
Hardware/Software Compatibility Matrices https://www.extremenetworks.com/support/compatibility-matrices/

White papers, data sheets, case studies, and other  https:/www.extremenetworks.com/resources/
product resources

Training

Extreme Networks offers product training courses, both online and in person, as well as specialized certifications. For more information,
visit www.extremenetworks.com/education/.

Getting Help

If you require assistance, contact Extreme Networks using one of the following methods:
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Providing Feedback to Us

Extreme Portal Search the GTAC (Global Technical Assistance Center) knowledge base, manage support cases and service
contracts, download software, and obtain product licensing, training, and certifications.
The Hub A forum for Extreme Networks customers to connect with one another, answer questions, and share ideas and

feedback. This community is monitored by Extreme Networks employees, but is not intended to replace specific
guidance from GTAC.

Call GTAC For immediate support: 1-800-998-2408 (toll-free in U.S. and Canada) or +1 408-579-2826. For the support
phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:
Your Extreme Networks service contract number and/or serial numbers for all involved Extreme Networks products
« A description of the failure
«  Adescription of any action(s) already taken to resolve the problem
A description of your network environment (such as layout, cable type, other relevant environmental information)
+ Network load at the time of trouble (if known)
+  The device history (for example, if you have returned the device before, or if this is a recurring problem)

Any related RMA (Return Material Authorization) numbers

Subscribing to Service Notifications

You can subscribe to email notifications for product and software release announcements, Vulnerability Notices, and Service
Notifications.

1. Go to www.extremenetworks.com/support/service-notification-form.
2. Complete the form with your information (all fields are required).

3. Select the products for which you would like to receive notifications.

NOTE
You can modify your product selections or unsubscribe at any time.

4. Click Submit.

Providing Feedback to Us

Quality is our first concern at Extreme Networks, and we have made every effort to ensure the accuracy and completeness of this
document. We are always striving to improve our documentation and help you work better, so we want to hear from you! We welcome all
feedback but especially want to know about:

+  Content errors or confusing or conflicting information.
« lIdeas for improvements to our documentation so you can find the information you need faster.
Broken links or usability issues.
If you would like to provide feedback to the Extreme Networks Information Development team, you can do so in two ways:
«  Use our short online feedback form at https://www.extremenetworks.com/documentation-feedback/.

. Email us at documentation@extremenetworks.com.

Please provide the publication title, part number, and as much detail as possible, including the topic heading and page number if
applicable, as well as your suggestions for improvement.
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About This Document
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What’s new in this document

NOTE
The Netlron 6.3.00 release (the image files and the documentation) is no longer available from the Extreme Portal. New
software features introduced in release 6.3.00 are included in release 6.3.00a.

On October 30, 2017, Extreme Networks, Inc. acquired the data center networking business from Brocade Communications Systems,
Inc. This document has been updated to remove or replace references to Brocade Communications, Inc. with Extreme Networks., Inc., as
appropriate.

For the complete list of supported features and the summary of enhancements and configuration notes for this release, refer to the
Extreme Netlron OS Release Notes.

The following table describes new information added to this document for the Netlron OS 6.3.00 software release.

TABLE 1 Summary of enhancements in Netlron OS 6.3.00 release

Feature Description Described in

Regular expression support in The Extreme-specific RADIUS attribute foundry-command- Configuring Extreme-specific attributes on the
RADIUS command string now supports specifying a range of data for a CLI RADIUS server on page 56

authorization. command.

Supported hardware and software

The hardware platforms in the following table are supported by this release of this guide.

TABLE 2 Supported devices

ExtremeRouting XMR Series ExtremeRouting MLX Series ExtremeSwitching CES 2000 ExtremeRouting CER 2000 Series
Series
XMR 4000 MLX-4 CES 2024C CER 2024C
XMR 8000 MLX-8 CES 2024F CER-RT 2024C
XMR 16000 MLX-16 CES 2048C CER 2024F
XMR 32000 MLX-32 CES 2048CX CER-RT 2024F
MLXe-4 CES 2048F CER 2048C
MLXe-8 CES 2048FX CER-RT 2048C
MLXe-16 CER 2048CX
MLXe-32 CER-RT 2048CX
CER 2048F
CER-RT 2048F
CER 2048FX
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Supported hardware and software

TABLE 2 Supported devices (continued)

CER-RT 2048FX

Supported software

For the complete list of supported features and the summary of enhancements and configuration notes for this release, refer to the
Extreme Netlron Release Notes.
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What’s new in this document

On October 30, 2017, Extreme Networks, Inc. acquired the data center networking business from Brocade Communications Systems,
Inc. This document has been updated to remove or replace references to Brocade Communications, Inc. with Extreme Networks, Inc., as

appropriate.
For the complete list of supported features and the summary of enhancements and configuration notes for this release, refer to
theExtreme Netlron OS Release Notes.
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Supported hardware and software

SUPPOMEA SOFIWAIE. ... 21

The hardware platforms in the following table are supported by this release of this guide.

TABLE 3 Supported devices

ExtremeRouting XMR Series ExtremeRouting MLX Series ExtremeSwitching CES 2000 ExtremeRouting CER 2000 Series
Series
XMR 4000 MLX-4 CES 2024C CER 2024C
XMR 8000 MLX-8 CES 2024F CER-RT 2024C
XMR 16000 MLX-16 CES 2048C CER 2024F
XMR 32000 MLX-32 CES 2048CX CER-RT 2024F
MLXe-4 CES 2048F CER 2048C
MLXe-8 CES 2048FX CER-RT 2048C
MLXe-16 CER 2048CX
MLXe-32 CER-RT 2048CX
CER 2048F
CER-RT 2048F
CER 2048FX

CER-RT 2048FX

Supported software

For the complete list of supported features and the summary of enhancements and configuration notes for this release, refer to the
Extreme Netlron Release Notes.
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How command information is presented in
this guide

Starting with Netlron 5.6.00, command syntax and parameter descriptions are removed from commands that are referenced in
configuration tasks. To find the full description of a specific command, including all required and optional keywords and variables, refer to
the Netlron Command Reference for your software release.
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Managing User Accounts

SECUNNG ACCESS METNOUS. ..ot 25
Restricting remote access to Management fUNCHONS ..o 27
SEHING PASSWOITS. ..ttt 8 s 35
SettiNG UP 10CAI USEI @CCOUNTS ... bbb 39
Enabling strict password enforcement.... 41
Web iNterface [0GIN IOCKOUL.............cvceec st 44
Creating an encrypted all-NUMETIC PASSWOIT. ...t es st ss st 44
Granting aCCESS DY HME OFf TAY ... 44

Securing access methods

The table below lists the management access methods available on the Extreme devices, how they are secured by default, and the ways

in which they can be secured.

Access method

How the access method is secured by default

Ways to secure the access method

Serial access to the CLI

Not secured

Establish passwords for management privilege
levels

Establish username and password to log in to
the console.

Access to the Privileged EXEC and CONFIG
levels of the CLI

Not secured

Establish a password for Telnet access to the
CLI

Establish passwords for management privilege
levels

Set up local user accounts

Configure TACACS or TACACS+ security

Configure RADIUS security

Telnet access

Telnet server is turned off by default.

Regulate Telnet access using ACLs

Allow Telnet access only from specific IP
addresses

Allow Telnet access only to clients connected to
a specific VLAN

Regulate telnet access using Management VRF.

Disable Telnet access

Establish a password for Telnet access

Establish passwords for privilege levels of the
CLI

Set up local user accounts

Configure TACACS or TACACS+ security

Configure RADIUS security

Secure Shell (SSH) access

For more information on SSH, refer to Extreme
Netlron Layer 2 Switching Configuration Guide.

Not configured

Configure DSA or RSA host keys
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Securing access methods

Access method
Disable SSH server.
Password Authentication

Public key authentication using client’s public
key

(excludes use of username and password
credentials)

Regulate SSH access using ACLs

Allow SSH access only from specific IP
addresses

Establish passwords for privilege levels of the
CLI

Set up local user accounts
Configure TACACS or TACACS+ security
Configure RADIUS security

Web management access

Allow Web management access only from
specific IP addresses

Allow Web management access only to clients

connected to a specific VLAN
Disable Web management access

Configure SSL security for the Web
Management Interface

Set up local user accounts

Establish SNMP read or read-write community

strings for SNMP versions 1 and 2
Configure AAA command for Web access
Configure TACACS or TACACS+ security
Configure RADIUS security

SNMP (Brocade Network Advisor) access

TFTP access

Secure Copy access

26

How the access method is secured by default

SNMP read or read-write community strings
Web server is turned off by default.

Note : Web access is not allowed in CES 2000
Series and CER 2000 Series devices.

SNMP read or read-write community strings
and the password to the Super User privilege
level

NOTE

SNMP read or read-write
community strings are always
required for SNMP access to the
device.

SNMP access is disabled by default.

Not secured

Secured access if SSH server is enabled

Ways to secure the access method

Regulate Web management access using ACLs

Regulate SNMP access using ACLs

Allow SNMP access only from specific IP
addresses

Disable SNMP access

Allow SNMP access only to clients connected to
a specific VLAN

Establish passwords to management levels of
the CLI

Set up local user accounts
Configure AAA command for SNMP access

Establish SNMP read or read-write community
strings

Allow TFTP access only to clients connected to
a specific VLAN

Configure DSA or RSA host keys
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Restricting remote access to management functions

Access method How the access method is secured by default Ways to secure the access method

Disable SSH server.

Password Authentication

Public key authentication using client’s public

key

(excludes use of username and password
credentials)

Regulate SSH access using ACLs

Allow SSH access only from specific IP
addresses

Establish passwords for privilege levels of the

CLI

Set up local user accounts
Configure TACACS or TACACS+ security
Configure RADIUS security

Restricting remote access to management functions

You can restrict access to management functions from remote sources, including Telnet, SSH, the Web Management Interface, and
SNMP. The following methods for restricting remote access are supported:

Using ACLs to restrict Telnet, SSH, Web Management Interface, or SNMP access.

Allowing remote access only from specific IP addresses.

Allowing remote access only to clients connected to a specific VLAN.

Specifically disabling Telnet, SSH, Web Management Interface, or SNMP access to the device.
Using Management VVRF to restrict access from certain physical ports.

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

NOTE
If the display on the front panel of the Web Management Interface is distorted, manually click on the link to reset the display to
normal.

Using ACLs to restrict remote access

You can use ACLs to control the following access methods to management functions on the Extreme device:

Telnet access

SSH access

Web management access
SNMP access

Follow the steps listed below to configure access control for these management access methods.

1. Configure an ACL with the IP addresses you want to allow to access the device. You can specify a numbered standard IPv4

ACL, or a named standard IPv4 ACL.
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Restricting remote access to management functions

2. Configure a Telnet access group, SSH access group, web access group, and SNMP community strings for SNMPv1,
SNMPv2c or SNMPv3 user. Each of these configuration items accepts an ACL as a parameter. The ACL contains entries that
identify the IP addresses that can use the access method.

The following sections present examples of how to secure management access using ACLs. Refer to "Access Control List"
chapter "Configuring an IPv6 Access Control List" for more information on configuring ACLs.

NOTE
ACL filtering for remote management access is done in
hardware.

Using an ACL to restrict Telnet access
To configure an ACL that restricts Telnet access to the device, enter commands such as the following:

device (config access-1list 10 deny host 10.157.22.32

( ) #
device (config)# access-1list 10 deny 10.157.23.0 0.0.0.255
device (config)# access-list 10 deny 10.157.24.0 0.0.0.255
device (config) # access-list 10 deny 10.157.25.0/24

device (config)# access-1list 10 permit any
device (config) # telnet access-group 10
device (config)# write memory

The commands configure ACL 10, then apply it as the access list for Telnet access. The device allows Telnet access to all IP addresses
except those listed in ACL 10.

Syntax: [no] telnet access-group { num | name }
The num variable specifies the number of a standard IPv4 ACL, 1 - 99.

The name variable specifies the standard IPv4 access list name.

NOTE
ACLs for Telnet sessions will be applied only to inbound sessions.

To configure a more restrictive ACL, create permit entries and omit the permit any entry at the end of the ACL.

device (config)# access-1list 10 permit host 10.157.22.32
device (config)# access-1list 10 permit 10.157.23.0 0.0.0.255
device (config) # access-1list 10 permit 10.157.24.0 0.0.0.255
device (config) # access-list 10 permit 10.157.25.0/24
device (config) # telnet access-group 10

( ) #

device (config write memory

The ACL in the example permits Telnet access only from the IPv4 addresses in the permit entries and denies Telnet access from all
other IP addresses.

Using an ACL to restrict SSH access

To configure an ACL that restricts SSH access to the device, enter commands such as the following:

device (config)# access-1list 12 deny host 10.157.22.98
device (config)# access-1list 12 deny 10.157.23.0 0.0.0.255
device (config) # access-list 12 deny 10.157.24.0/24

device (config)# access-list 12 permit any

device (config) # ssh access-group 12

device (config) # write memory

Syntax: [no] ssh access-group {num | name}
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The num variable specifies the number of a standard IPv4 ACL, 1 - 99.
The name variable specifies the standard IPv4 access list name.

hese commands configure ACL 12, then apply the ACL as the access list for SSH access. The device denies SSH access from the IPv4
addresses listed in ACL 12 and permits SSH access from all other IP addresses. Without the last ACL entry for permitting all packets,
this ACL would deny SSH access from all IP addresses.

NOTE
In this example, the command ssh access-groupcould have been used to apply the ACL configured in the example for Telnet
access. You can use the same ACL multiple times.

Using an ACL to restrict Web management access

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

To configure an ACL that restricts Web management access to the device, enter commands such as the following:

device (config
device (config

web access-group 12
write memory

device (config)# access-1list 12 deny host 10.157.22.98
device (config)# access-list 12 deny 10.157.23.0 0.0.0.255
device (config)# access-list 12 deny 10.157.24.0/24
device (config) # access-1list 12 permit any

( ) #

( ) #

Syntax: [no] web access-group { num | name }
The num variable specifies the number of a standard IPv4 ACL, 1 - 99.
The name variable specifies the standard IPv4 access list name.

These commands configure ACL 12, then apply the ACL as the access list for Web management access. The device denies Web
management access from the IP addresses listed in ACL 12 and permits Web management access from all other IP addresses. Without
the last ACL entry for permitting all packets, this ACL would deny Web management access from all IP addresses.

Using ACLs to restrict SNMP access

To restrict SNMP access to the device using ACLs, enter commands such as the following.

NOTE
The syntax for using ACLs for SNMP access is different from the syntax for controlling Telnet, SSH, and Web management
access using ACLs.

device (config
device (config
device (config
device (config
device (config

( access-list 25 deny host 10.157.22.98
(
(
(
(
device (config
(
(
(
(

access-1list 25 deny 10.157.23.0 0.0.0.255
access-list 25 deny 10.157.24.0 0.0.0.255
access-list 25 permit any

access-1list 30 deny 10.157.25.0 0.0.0.255
access-list 30 deny 10.157.26.0/24
access-list 30 permit any

snmp-server community public ro 25
snmp-server community private rw 30

write memory

device (config
device (config
device (config
device (config

) #
) #
) #
) #
) #
) #
) #
) #
) #
) #

These commands configure ACLs 25 and 30, then apply the ACLs to community strings. ACL 25 is used to control read-only access
using the "public” community string. ACL 30 is used to control read-write access using the "private” community string.
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Syntax: [no] snmp-server community string { ro | rw } { standard-acl-name | standard-acl-id }
The string variable specifies the SNMP community string the user must enter to gain SNMP access.

The ro parameter indicates that the community string is for read-only ("get”) access. The rw parameter indicates the community string is
for read-write ("set") access.

The standard-acl-name or standard-acl-id variable specifies which ACL will be used to filter incoming SNMP packets.
The standard-acl-id variable specifies the number of a standard IPv4 ACL, 1 - 99.

The standard-acl-name variable specifies the standard IPv4 access list name.

NOTE
When snmp-server community is configured, all incoming SNMP packets are validated first by their community strings and
then by their bound ACLs. Packets are permitted if no filters are configured for an ACL.

Defining the console idle time

By default, an Extreme device does not time out serial console sessions. A serial session remains open indefinitely until you close it. You
can however define how many minutes a serial management session can remain idle before it is timed out.

To configure the idle time for a serial console session, use the following command.
device (config)# console timeout 120

Syntax: [no] console timeout value
Possible values: O - 240 minutes
Default value: O minutes (no timeout)
NOTE
The standard for the idle-timeout RADIUS attribute is for it to be implemented in seconds as opposed to the minutes that the

Extreme device uses. If this attribute is used for setting idle time instead of this configuration, the value from the idle-timeout
RADIUS attribute will be converted from seconds to minutes and truncated to the nearest minute.

Restricting remote access to the device to specific IP addresses
By default, an Extreme device does not control remote management access based on the IP address of the managing device. You can
restrict remote management access to a single IP address for the following access methods:
+  Telnet access
Web management access
+ SNMP access

+  SSH access
In addition, if you want to restrict all three access methods to the same IP address, you can do so using a single command.

The following examples show the CLI commands for restricting remote access. You can specify only one IP address with each
command. However, you can enter each command ten times to specify up to ten IP addresses.

NOTE
You cannot restrict remote management access using the Web Management Interface.
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Restricting Telnet access to a specific IP address
To allow Telnet access to the Extreme device only to the host with IP address 10.157.22.39, enter the following command.

device (config)# telnet client 10.157.22.39

Syntax: [no] telnet client ip-address

Restricting SSH access to a specific IP address
To allow SSH access to the Extreme device only to the host with IP address 10.157.22.39, enter the following command.

device (config)# ip ssh client 10.157.22.39

Syntax: [no] ip ssh client jp-address

Restricting Web management access to a specific IP address

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

To allow Web management access to the Extreme device only to the host with IP address 10.157.22.26, enter the following command.
device (config)# web client 10.157.22.26

Syntax: [no] web client ijp-address

Restricting SNMP access to a specific IP address

To allow SNMP access (which includes Brocade Network Advisor) to the Extreme device only to the host with IP address 10.157.22.14,
enter the following command.

device (config)# snmp-client 10.157.22.14

Syntax: [no] snmp-client jp-address

Restricting all remote management access to a specific IP address

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

To allow Telnet, SSH, Web, and SNMP management access to the Extreme device only to the host with IP address 10.157.22.69, you
can enter three separate commands (one for each access type) or you can enter the following command.

device (config)# all-client 10.157.22.69

Syntax: [no] all-client jp-address

Defining the Telnet idle time

You can define how many minutes a Telnet session can remain idle before it is timed out. An idle Telnet session is a session that is still
sending TCP ACKs in response to keepalive messages from the device, but is not being used to send data.

To configure the idle time for a Telnet session, use the following command.

device (config)# telnet timeout 120
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Syntax: [no] telnet timeout O - 240
Possible values: O - 240 minutes
Default value: O minutes (no timeout)
NOTE
The standard for the idle-timeout RADIUS attribute is for it to be implemented in seconds as opposed to the minutes that the

Extreme device uses. If this attribute is used for setting idle time instead of this configuration, the value from the idle-timeout
RADIUS attribute will be converted from seconds to minutes and truncated to the nearest minute.

Specifying the maximum login attempts for Telnet access

If you are connecting to the Extreme device using Telnet, the device prompts you for a username and password. By default, you have up
to 4 chances to enter a correct username and password. If you do not enter a correct username or password after 4 attempts, the
Extreme device disconnects the Telnet session.

You can specify the number of attempts a Telnet user has to enter a correct username and password before the Extreme device
disconnects the Telnet session. For example, to allow a Telnet user up to 5 chances to enter a correct username and password, enter the
following command.

device (config)# telnet login-retries 5
Syntax: [no] telnet login-retries number

You can specify from O - 5 attempts. The default is 4 attempts.

Restricting remote access to the device to specific VLAN IDs
You can restrict management access to an Extreme device to ports within a specific port-based VLAN. VLLAN-based access control
applies to the following access methods:
+  Telnet access
+ Web management access
SNMP access
+  TFTP access

By default, access is allowed for all the methods listed above on all ports. Once you configure security for a given access method based
on VLAN ID, access to the device using that method is restricted to only the ports within the specified VLAN.

VLAN-based access control works in conjunction with other access control methods. For example, suppose you configure an ACL to
permit Telnet access only to specific client IP addresses, and you also configure VLLAN-based access control for Telnet access. In this
case, the only Telnet clients that can access the device are clients that have one of the IP addresses permitted by the ACL and are
connected to a port that is in a permitted VLLAN. Clients who have a permitted IP address but are connected to a portin a VLAN that is
not permitted still cannot access the device through Telnet.

Restricting Telnet access to a specific VLAN
To allow Telnet access only to clients in a specific VLAN, enter a command such as the following.

device (config)# telnet server enable vlan 10

The command configures the device to allow Telnet management access only to clients connected to ports within port-based VLAN 10.
Clients connected to ports that are not in VLAN 10 are denied management access.
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Syntax: [no] telnet server enable vlan vlan-id

Restricting Web management access to a specific VLAN

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

To allow Web management access only to clients in a specific VLAN, enter a command such as the following.
device (config) # web-management enable vlan 10

The command configures the device to allow Web management access only to clients connected to ports within port-based VLAN 10.
Clients connected to ports that are not in VLAN 10 are denied management access.

Syntax: [no] web-management enable vlan vlan-id

Restricting SNMP access to a specific VLAN
To allow SNMP access only to clients in a specific VLAN, enter a command such as the following.

device (config) # snmp-server enable vlan 40

The command configures the device to allow SNMP access only to clients connected to ports within port-based VLAN 40. Clients
connected to ports that are not in VLAN 40 are denied access.

Syntax: [no] snmp-server enable vlan vlan-id

Restricting TFTP access to a specific VLAN
To allow TFTP access only to clients in a specific VLAN, enter a command such as the following.

device (config)# tftp client enable vlan 40

The command in this example configures the device to allow TFTP access only to clients connected to ports within port-based VLAN
40. Clients connected to ports that are not in VLAN 40 are denied access.

Syntax: [no] tftp client enable vlan vlan-id

Enabling specific access methods

You can specifically enable the following access methods:
Telnet access
+ Web management access
+ SNMP access

NOTE
If you do not enable Telnet access, you can access the CLI using a serial connection to the management module. If you do not
enable SNMP access, you will not be able to use Brocade Network Advisor or third-party SNMP management applications.

Enabling Telnet access

Telnet access is disabled by default. You can use a Telnet client to access the CLI on the device over the network.
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To enable Telnet operation, enter the following command.
device (config) # telnet server

If you do not plan to use the CLI over the network and want to disable Telnet access to prevent others from establishing CLI sessions
with the device , enter the following command.

device (config)# no telnet server

Syntax: [no] telnet-server

Enabling Web management access for a device
Web Management is disabled by default. You can enable it through HTTP or HTTPS as described in the following sections.

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

Web management through HTTP

To allow web management through HTTP for an Extreme device, you enable web management as shown in the following command.
device (config)# web-management

Syntax: [no] web-management [ http | https ]

Using the web-management command without the http or https option makes web management available for both.

The http option specifies that web management is enabled for HTTP access.

The https option specifies that web management is enabled for HTTPS access.

Web management through HTTPS

The following encryption cipher algorithm are supported for HTTPS. They are listed in order of preference:
+  3des-cbc: Triple-DES
+  rc4-des: RC4 DES

To allow web management through HTTPS for an Extreme device you must enable web management as shown in Web management
through HTTP on page 34. Additionally, you must generate a crypto SSL certificate or import digital certificates issued by a third-party
Certificate Authority (CA).

To generate a crypto SSL certificate use the following command.
device (config)# crypto-ssl certificate generate
Syntax: [no] crypto-ssl certificate [ generate | zeroize ]
Using the web-management command without the http or https option makes web management available for both.
The generate parameter generates an ssl certificate.
The zeroize parameter deletes the currently operative ssl certificate.

To import a digital certificate issued by a third-party Certificate Authority (CA) and save it in the flash memory, use the following
command.

device# copy tftp flash 10.10.10.1 cacert.pem server-certificate
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Syntax: copy tftp flash ip-address file-name server-certificate
The ip-address variable is the IP address of the TFTP server where the digital certificate file is being downloaded from.

The file-name variable is the file name of the digital certificate that you are importing to the device.

Disabling Web management access by HP ProCurve Manager

By default, TCP ports 80 is enabled on the Extreme device. TCP port 80 (HTTP) allows access to the device’s Web Management
Interface.

By default, TCP port 280 for HP Top tools is disabled. This tool allows access to the device by HP ProCurve Manager.

The no web-management command disables both TCP ports. However, if you want to disable only port 280 and leave port 80 enabled,
use the hp-top-tools option with the command.

device (config) # no web-management hp-top-tools
Syntax: [no] web-management hp-top-tools

The hp-top-tools parameter disables TCP port 280.

Enabling SNMP access

SNMP is disabled by default on the Extreme devices. SNMP is required if you want to manage an Extreme device using Brocade
Network Advisor.

To enable SNMP management of the device.
device (config) #snmp-server

To later disable SNMP management of the device.
device (config) #no snmp-server

Syntax: [no] snmp-server

Setting passwords

Passwords can be used to secure the following access methods:
Telnet access can be secured by setting a Telnet password. Refer to Setting a Telnet password on page 35.

Access to the Privileged EXEC and CONFIG levels of the CLI can be secured by setting passwords for management privilege
levels. Refer to Setting passwords for management privilege levels on page 36.

This section also provides procedures for enhancing management privilege levels, recovering from a lost password, and disabling
password encryption.

NOTE
You can configure up to 32 user accounts consisting of a user name and password, and assign each user account a
management privilege level. Refer to Setting up local user accounts on page 39.

Setting a Telnet password

By default, the device does not require a user name or password when you log in to the CLI using Telnet.
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To set the password "letmein” for Telnet access to the CLI, enter the following command at the global CONFIG level.

device (config) # enable telnet password letmein

Syntax: [no] enable telnet password string

NOTE

If enable strict-password-enforcement is enabled, when a user is logged in and is attempting to change their own user
password, the following prompt is displayed: Enter old password. After validating the old password, the following prompt is
displayed: Enter new password.

Suppressing Telnet connection rejection messages

By default, if an Extreme device denies Telnet management access to the device, the software sends a message to the denied Telnet
client. You can optionally suppress the rejection message. When you enable the option, a denied Telnet client does not receive a
message from the Extreme device. Instead, the denied client simply does not gain access.

To suppress the connection rejection message sent by the device to a denied Telnet client, enter the following command at the global
CONFIG level of the CLI.

device (config) # telnet server suppress-reject-message

Syntax: [no] telnet server suppress-reject-message

Setting passwords for management privilege levels

You can set one password for each of the following management privilege levels:

+  Super User level - Allows complete read-and-write access to the system. This is generally for system administrators and is the
only management privilege level that allows you to configure passwords.

+  Port Configuration level - Allows read-and-write access for specific ports but not for global (system-wide) parameters.

Read Only level - Allows access to the Privileged EXEC mode and CONFIG mode of the CLI but only with read access.

You can assign a password to each management privilege level. You also can configure up to 16 user accounts consisting of a user
name and password, and assign each user account to one of the three privilege levels. Refer to Setting up local user accounts on page
39.

NOTE
You must use the CLI to assign a password for management privilege levels. You cannot assign a password using the Web
Management Interface.

If you configure user accounts in addition to privilege level passwords, the device will validate a user’s access attempt using one or both
methods (local user account or privilege level password), depending on the order you specify in the authentication-method lists. Refer to
Configuring authentication-method lists on page 46.

Follow the steps listed below to set passwords for management privilege levels.
1. Atthe opening CLI prompt, enter the following command to change to the Privileged level of the EXEC mode.

device> enable
device#

2. Access the CONFIG level of the CLI by entering the following command.

device# configure terminal
device (config) #
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3. Enter the following command to set the Super User level password.
device (config) # enable super-user-password text

NOTE
You must set the Super User level password before you can set other types of passwords. The Super User level
password can be an alphanumeric string, but cannot begin with a number.

4. Enter the following commands to set the Port Configuration level and Read Only level passwords.

device (config) # enable port-config-password text
device (config) # enable read-only-password text

NOTE
When enable strict-password-enforcement is in effect and you create a password using the following commands, the
characters you type are masked. The examples in this guide do not mask the passwords for clarity.

Syntax: enable super-user-password text
Syntax: enable port-config-password text

Syntax: enable read-only-password text

NOTE
If you forget your Super User level password, refer to Recovering from a lost password on page 38.

NOTE

When enable strict-password-enforcement is enabled, the user uses the enable super-user-password to log in, and
the enable-super-user password command is used, the following prompt is displayed: Enter old password. After
validating the old password, the following prompt is displayed: Enter new password.

Augmenting management privilege levels
Each management privilege level provides access to specific areas of the CLI by default:
+  Super User level provides access to all commands and displays.

«  Port Configuration level gives access to the following:

- The User EXEC and Privileged EXEC levels
- The port-specific parts of the CONFIG level
- Allinterface configuration levels

Read Only level gives access to the following:

- The User EXEC and Privileged EXEC levels

You can grant additional access to a privilege level on an individual command basis. To grant the additional access, you specify the
privilege level you are enhancing, the CLI level that contains the command, and the individual command.

NOTE
This feature applies only to management privilege levels on the CLI. You cannot augment management access levels for the
Web Management Interface.

To enhance the Port Configuration privilege level so users also can enter IP commands at the global CONFIG level.

device (config) # privilege configure level 4 ip
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In this command, configure specifies that the enhanced access is for a command at the global CONFIG level of the CLI. The level 4
parameter indicates that the enhanced access is for management privilege level 4 (Port Configuration). All users with Port Configuration
privileges will have the enhanced access. The ip parameter indicates that the enhanced access is for the IP commands. Users who log in
with valid Port Configuration level user names and passwords can enter commands that begin with "ip" at the global CONFIG level.

Syntax: [no] privilege cli-level level privilege-level command-string
The cli-level parameter specifies the CLI level and can be one of the following values:
+  exec - EXEC level; for example, device#
+  configure - CONFIG level; for example, device (config) #
interface - Interface level; for example, device (config-if-e10000-6) #
virtual-interface - Virtual-interface level; for example, device (config-vif-6) #
rip-router - RIP router level; for example, device (config-rip-router) #
ospf-router - OSPF router level; for example, device (config-ospf-router) #
bgp-router - BGP4 router level; for example,device (config-bgp-router) #
+  port-vlan - Port-based VLAN level; for example, device (config-vlan) #
+  protocol-vlan - Protocol-based VLAN level
dotlx
+  loopback-interface
+  tunnel-interface
vrrp-router
The privilege-level indicates the number of the management privilege level you are augmenting. You can specify one of the following:
« 0 - Super User level (full read-write access)
+ 4 - Port Configuration level

5 - Read Only level

The command-string parameter specifies the command you are allowing users with the specified privilege level to enter. To display a list
of the commands at a CLI level, enter "?" at that level's command prompt.

Recovering from a lost password

Recovery from a lost password requires direct access to the serial port and a system reset.

NOTE
You can perform this procedure only from the CLI.

Follow the steps listed below to recover from a lost password.

Start a CLI session over the serial interface to the device.

2. Reboot the device.
3. Atthe initial boot prompt at system startup, enter b to enter the boot monitor mode.
4. Enter no password at the prompt. (You cannot abbreviate this command.) This command will cause the device to bypass the

system password check.
Enter boot system flash primary at the prompt, and enter y when asked "Are you sure?".

After the console prompt reappears, assign a new password.
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Displaying the SNMP community string
If you want to display the SNMP community string, enter the following commands.

device (config)# enable password-display
device (config) # show snmp server

The enable password-display command enables display of the community string, but only in the output of the show snmp server
command. Display of the string is still encrypted in the startup configuration file and running configuration. Enter the command at the
global CONFIG level of the CLI.

Disabling password encryption

When you configure a password, then save the configuration to the device’s flash memory, the password is also saved to flash as part of
the configuration file. By default, the passwords are encrypted so that the passwords cannot be observed by another user who displays
the configuration file. Even if someone observes the file while it is being transmitted over TFTP, the password is encrypted.

If you want to remove the password encryption, you can disable encryption by entering the following command.
device (config) # no service password-encryption

Syntax: [no] service password-encryption

Specifying a minimum password length

By default, the device imposes no minimum length on the Line (Telnet), Enable, or Local passwords. You can configure the device to
require that Line, Enable, and Local passwords be at least a specified length.

For example, to specify that the Line, Enable, and Local passwords be at least 8 characters, enter the following command.

device (config) # enable password-min-length 8

Syntax: [no] enable password-min-length number-of-characters

The number-of-characters can be from 1 - 48.

Setting up local user accounts

You can define up to 32 local user accounts on an Extreme device. User accounts regulate who can access the management functions in
the CLI using the following methods:

Telnet access

SSH access

Console access

Web management access

SNMP access
Local user accounts provide greater flexibility for controlling management access to the Extreme device than do management privilege
level passwords and SNMP community strings of SNMP versions 1 and 2. You can continue to use the privilege level passwords and
the SNMP community strings as additional means of access authentication. Alternatively, you can choose not to use local user accounts
and instead continue to use only the privilege level passwords and SNMP community strings. Local user accounts are backward-

compatible with configuration files that contain privilege level passwords. Refer to Setting passwords for management privilege levels on
page 36.
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If you configure local user accounts, you also need to configure an authentication-method list for Telnet access, Web management
access, and SNMP access. Refer to Configuring authentication-method lists on page 46.

For each local user account, you specify a user name which can have up to 48 characters. You also can specify the following parameters:
+ A password
A management privilege level, which can be one of the following:

- Super User level - Allows complete read-and-write access to the system. This is generally for system administrators and is
the only privilege level that allows you to configure passwords. This is the default.

- Port Configuration level - Allows read-and-write access for specific ports but not for global (system-wide) parameters.

- Read Only level - Allows access to the Privileged EXEC mode and CONFIG mode but only with read access.

Configuring a local user account
To configure a local user account, enter a command such as the following at the global CONFIG level of the CLI.

device (config) # username wonka password willy

This command adds a local user account with the user name "wonka" and the password "willy". This account has the Super User privilege
level; this user has full access to all configuration and display features.

NOTE
If you configure local user accounts, you must grant Super User level access to at least one account before you add accounts
with other privilege levels. You need the Super User account to make further administrative changes.

device (config) # username waldo privilege 5 password whereis

This command adds a user account for user name "waldo", password "whereis", with the Read Only privilege level. Waldo can look for
information but cannot make configuration changes.

To display user account information, enter the following command.

device (config) # show users
**USER SESSIONS**

Username Role Host IP Device Time Logged In

jsmith user 192.0.2.0 Cli 2016-04-30 01:59:35
jdoe admin 192.0.2.1 Cli 2016-05-30 01:57:41
waldo user 192.0.2.0 Cli 2016-06-30 03:39:33

**LOCKED USERS**
testUser

Note about changing local user passwords

The Extreme device stores not only the current password configured for a local user, but the previous two passwords configured for the
user as well. The local user’s password cannot be changed to one of the stored passwords.

Consequently, if you change the password for a local user, you must select a password that is different from the current password, as well
as different from the previous two passwords that had been configured for that user.

For example, say local user waldo originally had a password of "whereis", and the password was subsequently changed to "whois", then
later changed to "whyis". If you change waldo’s password again, you cannot change it to "whereis", "whois", or "whyis".

The current and previous passwords are stored in the device’s running configuration file in encrypted form.

device# show run

username waldo password 8 $1SRo2..0x0SudBu7pQT5XyuaXMUiUHy9. history $1$Seq...T62$IfpxIcxnDWX7CSVQKIodu.

Extreme Netlron Security Configuration Guide, 06.2.00
40 9036120-00



Enabling strict password enforcement

$150D3..200$DYxgxCI64Z0SsYmSSaA28/

In the running configuration file, the user’s previous two passwords are displayed in encrypted form following the history parameter.

Enabling strict password enforcement

Additional security to the local username and password by configuring the enable strict-password-enforcement CLI command. Note
the rules for passwords if the strict password is disabled and when it is enabled.

Configuring the strict password rules

Use the enablestrict-password-enforcement command to enable the strict password enforcement feature. Enter a command such as
the following.

device (config) # enable strict-password-enforcement
Syntax: [no] enable strict-password-enforcement
This feature is disabled by default.

When enabled, the system verifies uniqueness against the history of passwords of the user whose password is being set. Passwords
must not share four or more concurrent characters with any other password configured for that user on the device. If the user tries to
create a password which shares four or more concurrent characters for that user, the following error message is returned:

Error - The substring <str> within the password has been used earlier, please choose a different password.

Also, if the user tries to configure a password that was previously configured, the local user account configuration is not allowed and the
following message is displayed.

Error - This password was used earlier, please choose a different password.
When you create a password, the characters you type are masked.
: To assign a password for a user account.

device (config) # username sandy password [Enter]
Enter new password: *****xxxx

Syntax: [no] username name password

Enter a password such as TesT12$! that contains the required character combination.
NOTE
If enable strict-password-enforcement is enabled, when a user is logged in and is attempting to change their own user

password, the following prompt is displayed: Enter old password. After validating the old password, the following prompt is
displayed: Enter new password.

Password history

If the enable strict-password-enforcement command is enabled, the CLI keeps the last 15 passwords used by the user. A user is
prevented from changing the password to one that has already been used.
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Setting passwords to expire

If the enable strict-password-enforcement command is enabled, passwords can be set to expire, early warning periods can be
configured, and grace login reset attempts can be configured.

To configure a user password to expire, enter the following.

device (config) # enable strict-password-enforcement
device (config) # username sandy expires 20

Syntax: [no] username name expires days
The name variable specifies the user that the expiration time is applied to.

The days variable specifies the number of day before the password will expire. The following values can be used 1 - 365 days. The
default is 90 days.

NOTE
The enable strict-password-enforcement command must be enabled before this command is configured. Otherwise, the
following message will be displayed: "Password expire time is enabled only if strict-password-

enforcement is set."

If the enable strict-password-enforcement command is enabled, the administrator can configure an early warning period to warn users
for a particular number of days prior to their password expiring.

To configure the early warning period for password expiration, enter the following:
device (config) # enable strict-password-enforcement expiration early-warning-period 5
Syntax: [no] enable strict-password-enforcement expiration early-warning-period days

The days variable specifies the number of days prior to password expiration of a user that a notification of password expiration is printed
at user login. The default is 10 days, the minimum is 1 day, and maximum is 365 days.

Once the early warning period is set, when the user successfully logs in within the early warning period time frame, the following
message is displayed: "password will expire in x day(s)’, where x is the number of days remaining before the password expires.

Once the password is expired, the user is permitted a configurable amount of subsequent login attempts. There is no limit on the time-
period before requiring a new password. The only limit is the number of subsequent login attempts allowed for that user.

To configure the maximum grace login attempts allowed for a user once the user’s password has expired, enter the following:
device (config) # enable strict-password-enforcement expiration grace-login-attempts 2
Syntax: [no] enable strict-password-enforcement expiration grace-login-attempts times

The times variable specifies the maximum number of times a user can log in after password expiration. The default is 3 times, the
maximum is 3 times, and the minimum is O times.

The show user command can be used to display the expiration date or remaining grace logins as shown in bold in the following:

device (config) #show users

Username Password Encrypt Priv Status Expire Time/Grace Logins
userl $1$E81..s34$Kv25UrYDLYHaSv.SQY8fB. enabled 0 enabled 90 days

user?2 $1$Tm3..r91$0715L98/V7ivvRxgJKPNUO enabled 0 enabled 90 days

user3 $1$0n/..9n2$31AwyrYolr2Pe.5x5wdYw. enabled 0 expired 1 grace
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Login lockout

If the enable strict-password-enforcement command is enabled, users have up to three login attempts. If a user fails to login after third
attempts, that user is locked out (disabled).

To re-enable a user that has been locked out, perform one of the following tasks:
Reboot the device to re-enable all disabled users.

Enable the user by entering the following command.
device (config) # username sandy enable

Syntax: [no] username name enable

The name variable specifies the username to be enabled.

Requirement to accept the message of the day

If a message of the day (MOTD) is configured and the enable strict-password-enforcement command is enabled, user is required to
press the Enter key before he or she can login. MOTD is configured using the banner motd command.

device (config) # banner motd require-enter-key

Syntax: [no] banner motd require-enter-key

Regular password rules

The following rules apply to passwords unless the enable strict-password-enforcement command is executed:
A minimum of one character is required to create a password.
The last 3 passwords are stored in the CLI.
No password expiration.

Users are not locked out (disabled) after failed login attempts.

Strict password rules

NOTE

If enable strict-password-enforcement is enabled, when a user is logged in and is attempting to change their own user
password, the following prompt is displayed: Enter old password. After validating the old password, the following prompt is
displayed: Enter new password.

Rules for passwords are different if the strict password enforcement is used. By default, the following rules apply when the enable strict-
password-enforcement command is executed:

Users are required to accept the message of the day (enabled).
In addition to the rule above, the following rules can be enabled:
The device can store the last 15 passwords in the CLI.
Password can be set to expire.
Password grace login attempts can be configured by administrator.
Password expiration early warning period can be configured by administrator.

Passwords are masked during password creation.
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+  Passwords may not share four or more concurrent characters with any other password configured on the device.

Passwords that were previously configured for a user can be rejected.

When you create an enable and a user password, you must enter a minimum of eight characters containing the following combinations:
+  Atleast two upper case characters
+  Atleast two lower case characters
At least two numeric characters

+  Atleast two special character

NOTE
Password minimum and combination requirements are strictly enforced.

Web interface login lockout

The Web interface provides up to three login attempts. If a user fails to login after three attempts, that user is locked out (disabled).

To re-enable a user that has been locked out, reboot the device to re-enable all disabled users.

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices.

Creating an encrypted all-numeric password

To create a password that is made up of all numeric values, use the command "username user-string privilege privilege-level password
password-string " To allow backward compatibility with the username command, the new keyword create-password has been created
and it is used as shown in the following.

device# username customerl create-password 9999
Syntax: [no] username user-string create-password password-string

The create-password option allows you to create a password with a numeric value in the password-string variable. The generated
password will be encrypted. The show running-config command will display the password as shown.

username <user-string> 8 <encrypted-password>

NOTE
The create-password option is not supported when the strict-password-enforcement is in effect.

Granting access by time of day

To configure an Extreme device to restrict access to a specified user to a specified time of day, use the following command.
device (config) # username adminl access-time 10:00:00 to 13:00:00

Syntax: [no] username user-string access-time hh:mm:ss to hh:imm:ss

The user-string variable specifies the user that you want to limit access time for.

The first instance of the hh:mm:ss variable specifies the start of the access time and the second instance of the hh:mm:ss variable
specifies the end of the access time.
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Configuring AAA on the console

Only enable-level authentication is available on the console by default. Command authorization and accounting and exec accounting
must be explicitly configured.

Enter the enable aaa console to access the console.

At the console, type "end” to go to the Privileged EXEC level.

Type "exit” to go to the User EXEC level.

Once the AAA support is enabled on the console, a new command, exit is available at the User EXEC level.

4. Enter "exit" to display the following login prompt on the console window.

"Press Enter key to login".

5. Press the Enter, key to begin the login process.

The next prompt to appear is determined by the first method configured in the login authentication configuration. If it is not
TACACSH+, the default prompts are used.

NOTE
If you use the use the aaa console command to enable AAA, you must make sure that the method lists are configured
to allow access. Otherwise, you will be locked out of the console.

Configuring AAA authentication-method lists for login

With AAA is enabled on the console, you must configure an authentication-method list to set the conditions for granting access to the
console. The authentication methods supported on the Extreme devices include the following:

enable
line
local
radius
tacacs
tacacs+
local-auth-fallback
none
When a list is configured, the first method listed is attempted to provide authentication at login. If that method is not available, (for

example, a TACACs server can not be reached) the next method is tried until a method in the list is available or all methods have been
tried. You can place the method none at the end of a list to ensure that access will always be available if all active methods fail.
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To configure a AAA authentication-method list for login, use the following command.

device (config) # aaa authentication login default tacacs+ local none

In this configuration, tacacs+ would be tried first. If a tacacs+ server cannot be reached, the local system password would be used. If this
method fails, authentication would default to none.

The enable option uses the enable password configured on the device to grant access to the console.
The line option uses the line password configured on the device to grant access to the console.

The local option uses the local password configured on the device to grant access to the console.
The radius option uses authentication provided by a radius server to grant access to the console.

The tacacs option uses authentication provided by a tacacs server to grant access to the console.
The tacacs+ option uses authentication provided by a tacacs+ server to grant access to the console.

The local-auth-fallback option indicates that authentication should fall-back to local authentication in the event that the authentication at
any server in an earlier authentication method in the authentication method list is denied. It can only be used as the last authentication
method when the other authentication methods do not include local and none. In other respects, it is similar to local authentication.

The none option eliminates the requirement for any authentication method to grant access to the console.

Configuring authentication-method lists

To implement one or more authentication methods for securing access to the device, you configure authentication-method lists that set
the order in which the authentication methods are consulted.

In an authentication-method list, you specify the access method (Telnet, Web, SNMP, and so on) and the order in which the device tries
one or more of the following authentication methods:
«  Local Telnet login password
Local password for the Super User privilege level
+  Local user accounts configured on the device
+  Database on a TACACS or TACACS+ server
Database on a RADIUS server

+  No authentication

NOTE
The TACACS or TACACS+, RADIUS, and Telnet login password authentication methods are not supported for SNMP access.

NOTE

To authenticate Telnet access to the CLI, you also must enable the authentication by entering the enable telnet authentication
command at the global CONFIG level of the CLI. You cannot enable Telnet authentication using the Web Management
Interface.

NOTE
You do not need an authentication-method list to secure access based on ACLs or a list of IP addresses. Refer to Using ACLs
to restrict remote access on page 27 or Restricting remote access to the device to specific IP addresses on page 30.

In an authentication-method list for a particular access method, you can specify up to seven authentication methods. If the first
authentication method is successful, the software grants access and stops the authentication process. If the access is rejected by the first
authentication method, the software denies access and stops checking.
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However, if an error occurs with an authentication method, the software tries the next method on the list, and so on. For example, if the
first authentication method is the RADIUS server, but the link to the server is down, the software will try the next authentication method in
the list.

NOTE
If an authentication method is working properly and the password (and user name, if applicable) is not known to that method,
this is not an error. The authentication attempt stops, and the user is denied access.

The software will continue this process until either the authentication method is passed or the software reaches the end of the method list.
If the Super User level password is not rejected after all the access methods in the list have been tried, access is granted.

NOTE
If a user cannot be authenticated using local authentication, then the next method on the authentication methods list is used to
try to authenticate the user. If there is no method following local authentication, then the user is denied access to the device.

NOTE
Telnet login does not work with the local option. When the authentication list for login is configured with " tacacs+ line enable
local’, and all previous methods timeout except local, the telnet login does not authenticate.

The following login combinations do not function with the local option:
aaa authentication login default tacacs+ line local
aaa authentication login default tacacs+ enable local
+  aaa authentication login default tacacs+ line radius local
aaa authentication login default tacacs+ enable radius local

aaa authentication login default tacacs+ enable line radius local

Configuration considerations for authentication-method lists

The configuration considerations for authentication-method lists are as follows:
For CLI access, you must configure authentication-method lists if you want the device to authenticate access using local user
accounts or a RADIUS server. Otherwise, the device will authenticate using only the locally based password for the Super User
privilege level.
When no authentication-method list is configured specifically for Web management access, the device performs authentication
using the SNMP community strings:

- For read-only access, you can use the user name "get" and the password "public’. The default read-only community string
is "public”.

- There is no default read-write community string. Thus, by default, you cannot open a read-write management session
using the Web Management Interface. You first must configure a read-write community string using the CLI. Then you can
log on using "set” as the user name and the read-write community string you configure as the password.

+  If you configure an authentication-method list for Web management access and specify “local” as the primary authentication
method, users who attempt to access the device using the Web Management Interface must supply a user name and password
configured in one of the local user accounts on the device. The user cannot access the device by entering "set” or "get” and the
corresponding SNMP community string.

+  For devices that can be managed using Brocade Network Advisor, the default authentication method (if no authentication-
method list is configured for SNMP) is the CLI Super User level password. If no Super User level password is configured, then
access through Brocade Network Advisor is not authenticated. To use local user accounts to authenticate access through
Brocade Network Advisor, configure an authentication-method list for SNMP access and specify "local” as the primary
authentication method.
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Examples of authentication-method lists

The following example shows how to configure authentication-method lists for the Web Management Interface, and the Privileged EXEC
and CONFIG levels of the CLI. In this example, the primary authentication method for each is "local”. The device will authenticate access
attempts using the locally configured user names and passwords first.

These examples also apply to the Brocade Network Advisor.
To configure an authentication-method list for the Web Management Interface, enter a command such as the following.
device (config) # aaa authentication web-server default local

This command configures the device to use the local user accounts to authenticate access to the device through the Web Management
Interface. If the device does not have a user account that matches the user name and password entered by the user, the user is not
granted access.

To configure an authentication-method list for Brocade Network Advisor, enter a command such as the following.

device (config) # aaa authentication snmp-server default local
This command configures the device to use the local user accounts to authenticate access attempts through any network management
software.

To configure an authentication-method list for the Privileged EXEC and CONFIG levels of the CLI, enter the following command.
device (config)# aaa authentication enable default local

This command configures the device to use the local user accounts to authenticate attempts to access the Privileged EXEC and
CONFIG levels of the CLI.

To configure the device to consult a RADIUS server first to authenticate attempts to access the Privileged EXEC and CONFIG levels of
the CLI, then consult the local user accounts if the RADIUS server is unavailable, enter the following command.

device (config)# aaa authentication enable default radius local

The snmp-server | web-server | enable | login | dotlx parameter specifies the type of access this authentication-method list controls.
You can configure one authentication-method list for each type of access.

NOTE

If you configure authentication for Web management access, authentication is performed each time a page is requested from
the server. When frames are enabled on the Web Management Interface, the browser sends an HTTP request for each frame.
The Extreme device authenticates each HTTP request from the browser. To limit authentications to one per page, disable
frames on the Web Management Interface.

NOTE
TACACS or TACACS+ and RADIUS are not supported with the snmp-server parameter.

The method1 parameter specifies the primary authentication method. The remaining optional method parameters specify additional
methods to try if an error occurs with the primary method. A method can be one of the values listed in the Method Parameter column in
the table below.

Method parameter Description

line Authenticate using the password you configured for Telnet access. The
Telnet password is configured using the enable telnet password...
command.

Refer to Setting a Telnet password on page 35.
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Method parameter

enable

local

tacacs

tacacs+

radius

none
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Description

Authenticate using the password you configured for the Super User
privilege level. This password is configured using the enable super-user-
password... command.

Refer to Setting passwords for management privilege levels on page 36.

Authenticate using a local user name and password you configured on the
device. Local user names and passwords are configured using the
username... command.

Refer to Configuring a local user account on page 40.

Authenticate using the database on a TACACS server. You also must
identify the server to the device using the tacacs-server command.

Authenticate using the database on a TACACS+ server. You also must
identify the server to the device using the tacacs-server command.

Authenticate using the database on a RADIUS server. You also must
identify the server to the device using the radius-server command.

Do not use any authentication method. The device automatically permits
access.
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Configuring RADIUS security

You can use a Remote Authentication Dial In User Service (RADIUS) server to secure the following types of access to the Extreme

devices:

Telnet access

SSH access

Web management access

Access to the Privileged EXEC level and CONFIG levels of the CLI

NOTE
The Extreme devices do not support RADIUS security for SNMP (Brocade Network Advisor) access.

RADIUS authentication, authorization, and accounting

When RADIUS authentication is implemented, the Extreme device consults a RADIUS server to verify user names and passwords.

Optionally, you can configure RADIUS authorization, in which the Extreme device consults a list of commands supplied by the RADIUS
server to determine whether a user can execute a command that has been entered. You can configure RADIUS accounting, which causes
the Extreme device to log information on a RADIUS accounting server when specified events occur on the device.

NOTE
By default, a user logging into the device through Telnet or SSH first enters the User EXEC level. The user can then enter the
enable command to get to the Privileged EXEC level.

NOTE
A user that is successfully authenticated can be automatically placed at the Privileged EXEC level after login.

RADIUS authentication

The following events occur when RADIUS authentication takes place.

1

A user triggers RADIUS authentication by doing one of the following:
Logging in to the Extreme device using Telnet, SSH, or the Web Management Interface
Entering the Privileged EXEC level or CONFIG level of the CLI

The user is prompted for a username and password.

NOTE
The SSH client prompts the user for the password before the SSH server is contacted. If the SSH server has a non-
standard multi-factor authentication prompt, it may not match the prompt displayed.

The user enters a username and password.
The Extreme device sends a RADIUS Access-Request packet containing the username and password to the RADIUS server.

The RADIUS server validates the Extreme device using a shared secret (the RADIUS key).
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The RADIUS server looks up the username in its database.

If the username is found in the database, the RADIUS server validates the password.

If the password is valid, then:

a) If the RADIUS server is configured to use multi-factor authentication, it may send an Access-Challenge packet to the
Extreme device. If so, the user may be asked for additional input (for example, an RSA SecurlD PIN or RSA SecurlD next
tokencode) which the Extreme device will forward to the RADIUS server. If the additional input is valid, then the process

moves to the next step.

b) If the RADIUS server is configured to use single-factor authentication, then the process moves immediately to the next
step.

9. The RADIUS server sends an Access-Accept packet to the Extreme device, authenticating the user. Within the Access-Accept
packet are three Extreme vendor-specific attributes that indicate:

The privilege level of the user
A list of commands
Whether the user is allowed or denied usage of the commands in the list

The last two attributes are used with RADIUS authorization, if configured.

10. The user is authenticated, and the information supplied in the Access-Accept packet for the user is stored on the Extreme
device. The user is granted the specified privilege level. If you configure RADIUS authorization, the user is allowed or denied
usage of the commands in the list.

Multi-factor RADIUS authentication

The Extreme device supports multi-factor authentication (for example, RSA SecurlD) through a RADIUS server. For access by Telnet, no
further configuration is needed on the Extreme device to enable multi-factor RADIUS authentication.

The default is yes (interactive authentication is supported by default); therefore, all you must do is configure SSH to use multi-factor

authentication.

device (config)# ip ssh interactive-authentication

Syntax: ip ssh interactive-authentication [ no | yes ]

Refer to "Configuring Secure Shell and Secure Copy" for SSH configuration details.

NOTE

The SSH client prompts the user for the password before the SSH server is contacted. If the SSH server has a non-standard
multi-factor authentication prompt, it may not match the prompt displayed.

A sample interactive authentication session (with RSA SecurlD) is shown below.

Telnet DMT MLX 16k - 08-25-2010

11:20:18
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
Telnet -
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08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010
08-25-2010

11:

11

11:
11:
:20
20:
:21:
:21:
11:

11

11:

11
11

11
11

11:
11:
11:

20:
:20:
20:
:18
:38

20

21

18
18
18

58
01
06

:07
:21:
:21:
21:
21:
21:

10
12
12
12
36

-- 11:20:18 Session Log Start -- 10.20.179.55|Telnet - 08-25-2010 --

This is the message of the day
User Access Verification

Please Enter Login Name: pbikram3
Please Enter Password: <enter-token-code-for-user-here>

Enter a new PIN having from 4 to 8 alphanumeric characters:<new-pin>
Please re-enter new PIN:<new-pin>
PIN Accepted.

Wait for the token code to change,
then enter the new passcode:<new-pin>+<enter-token-code-for-user-here>
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Telnet - 08-25-2010 -- 11:21:38

Telnet - 08-25-2010 -- 11:21:38 User login successful.

Telnet - 08-25-2010 -- 11:21:38

Telnet - 08-25-2010 -- 11:21:55 Session Log End --10.20.179.55|Telnet - 08-25-2010 =-- 11:21:55
RADIUS authorization

The following events occur when RADIUS authorization takes place.

1.
2.

A user previously authenticated by a RADIUS server enters a command on the Extreme device.

The Extreme device looks at its configuration to see if the command is at a privilege level that requires RADIUS command
authorization.

If the command belongs to a privilege level that requires authorization, the Extreme device looks at the list of commands
delivered to it in the RADIUS Access-Accept packet when the user was authenticated. (Along with the command list, an attribute
was sent that specifies whether the user is permitted or denied usage of the commands in the list.)

NOTE

After RADIUS authentication takes place, the command list resides on the Extreme device. The RADIUS server is not
consulted again once the user has been authenticated. This means that any changes made to the user's command list
on the RADIUS server are not reflected until the next time the user is authenticated by the RADIUS server, and the
new command list is sent to the Extreme device.

If the command list indicates that the user is authorized to use the command, the command is executed.

RADIUS accounting
The following steps explain the working of RADIUS accounting.

1

N

N goh

One of the following events occur on an Extreme device:

+ - Auserlogs into the management interface using Telnet or SSH
- Avuser enters a command for which accounting has been configured
- Asystem event occurs, such as a reboot or reloading of the configuration file

The Extreme device checks its configuration to see if the event is one for which RADIUS accounting is required.

If the event requires RADIUS accounting, the Extreme device sends a RADIUS Accounting Start packet to the RADIUS
accounting server, containing information about the event.

The RADIUS accounting server acknowledges the Accounting Start packet.
The RADIUS accounting server records information about the event.
When the event is concluded, the Extreme device sends an Accounting Stop packet to the RADIUS accounting server.

The RADIUS accounting server acknowledges the Accounting Stop packet.

AAA operations for RADIUS

The following table lists the sequence of authentication, authorization, and accounting operations that take place when a user gains
access to an Extreme device that has RADIUS security configured.

User action Applicable AAA operations

User attempts to gain access to the Privileged EXEC and CONFIG levels Enable authentication:
of the CLI

aaa authentication enable default method-list

System accounting start:
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User action Applicable AAA operations

aaa accounting system default start-stop method-/ist

User logs in using Telnet or SSH Login authentication:

aaa authentication login default method-list

EXEC accounting Start:
aaa accounting exec default start-stop method-list
System accounting Start:

aaa accounting system default start-stop method-/ist

User logs into the Web Management Interface Web authentication:

aaa authentication web-server default method-list

User logs out of Telnet or SSH session Command authorization for logout command:

aaa authorization commands privilege-level default method-list

Command accounting:
aaa accounting commands privilege-level default start-stop method-list
EXEC accounting stop:

aaa accounting exec default start-stop method-list

User enters system commands Command authorization:
(for example, reload , boot system) aaa authorization commands privilege-level default method-list

Command accounting:
aaa accounting commands privilege-level default start-stop method-list
System accounting stop:
aaa accounting system default start-stop method-/ist

User enters the command: Command authorization:

[no] aaa accounting system defaultstart-stop method-list aaa authorization commands privilege-level default method-list
Command accounting:
aaa accounting commands privilege-level default start-stop method-list
System accounting start:
aaa accounting system default start-stop method-list

User enters other commands Command authorization:
aaa authorization commands privilege-level default method-list
Command accounting:

aaa accounting commands privilege-level default start-stop method-list

AAA security for commands pasted into the running configuration

If AAA security is enabled on the device, commands pasted into the running configuration are subject to the same AAA operations as if
they were entered manually.

When you paste commands into the running configuration, and AAA command authorization or accounting is configured on the device,
AAA operations are performed on the pasted commands. The AAA operations are performed before the commands are actually added
to the running configuration. The server performing the AAA operations should be reachable when you paste the commands into the
running configuration file. If the device determines that a pasted command is invalid, AAA operations are halted on the remaining
commands. The remaining commands may not be executed if coommand authorization is configured.
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NOTE
Since RADIUS command authorization relies on a list of commands received from the RADIUS server when authentication is
performed, it is important that you use RADIUS authentication when you also use RADIUS command authorization.

RADIUS configuration considerations and restrictions
Consider the following for configuring the RADIUS server:

You must deploy at least one RADIUS server in your network.

The Extreme device supports authentication using up to eight RADIUS servers. The device tries to use the servers in the order
you add them to the device’s configuration. If one RADIUS server is not responding, the device tries the next one in the list.

You can select only one primary authentication method for each type of access to a device (CLI through Telnet, CLI Privileged
EXEC and CONFIG levels). For example, you can select RADIUS as the primary authentication method for Telnet CLI access,
but you cannot also select TACACS+ authentication as the primary method for the same type of access. However, you can
configure backup authentication methods for each access type.

When a radius-server host is configured, a status-server request is sent automatically to determine the current status of the
server. You must configure the radius-server key before entering the radius host command. The radius-server key may also be
configured along with radius-server host command.

Example 1:

device (config) # radius-server key key
device (config)# radius-server host a.b.c.d

Example 2:
device (config) # radius-server host a.b.c.d auth-port n acct-port n default key key

- There will not be any retransmission of Status-Server packets, therefore, the timeout counter will not increase in case of a
non-response.

- Not all radius servers support status-server requests. For those servers to perform successful authentication, the one of
following commands must be included in the radius-server configuration.

> To disable radius health check at the global level:
device (config) # no radius-server enable-health-check
- > To disable radius health check for a specific server:

device (config) # radius-server host a.b.c.d health-check disable

RADIUS configuration procedure

Use the following procedure to configure an Extreme device for RADIUS.

1

o oA W N

Configure Extreme vendor-specific attributes on the RADIUS server. Refer to Configuring Extreme-specific attributes on the
RADIUS server on page 56.

Enabling Radius. Refer to Enabling SNMP traps for RADIUS on page 58.

Identify the RADIUS server to the Extreme device. Refer to Identifying the RADIUS server to the device on page 58.
Set RADIUS parameters. Refer to Setting RADIUS parameters on page 60.

Configure authentication-method lists. Refer to Configuring authentication-method lists for RADIUS on page 62.
Optionally configure RADIUS authorization. Refer to Configuring RADIUS authorization on page 63.
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7. Optionally configure RADIUS accounting. Configuring RADIUS accounting on page 64.

Configuring Extreme-specific attributes on the RADIUS server

During the RADIUS authentication process, if a user supplies a valid username and password, the RADIUS server sends an Access-
Accept packet to the Extreme device, authenticating the user. Within the Access-Accept packet, the RADIUS server could send attribute
"Vendor-Specific” whose value could inform the Extreme device on the runtime environment for this session. The value of the Extreme
Vendor ID is . This section will detail all the vendor-specific attributes defined by Extreme.

Attribute name Attribute ID Data type Description

brocade-privilege-level 1 integer Specifies the privilege level for the
user. This attribute can be set to
one of the following:

0 -Super User level - Allows
complete read-and-write access to
the system. This is generally for
system administrators and is the
only management privilege level
that allows you to configure
passwords.

4 - Port Configuration level -
Allows read-and-write access for
specific ports but not for global
(system-wide) parameters.

5 - Read Only level - Allows access
to the Privileged EXEC mode and
CONFIG mode of the CLI but only
with read access.

foundry-command-string 2 string Specifies a list of CLI commands
that are permitted or denied to the
user when RADIUS authorization is
configured.

The commands are delimited by
semi-colons (;). You can specify an
asterisk (%) as a wildcard at the end
of a command string.

For example, the following
command list specifies all show
and debug ip commands, as well
as the write terminal command:

show *; debug ip *; write term”

foundry-command-exception-flag | 3 integer Specifies whether the commands
indicated by the brocade-
command-string attribute are
permitted or denied to the user.
This attribute can be set to one of
the following:

0 - Permit execution of the
commands indicated by brocade-
command-string, deny all other
commands.

1 - Deny execution of the
commands indicated by brocade-

Extreme Netlron Security Configuration Guide, 06.2.00
56 9036120-00



Attribute name Attribute ID
foundry-INM-privilege 4
foundry-access-list 5
foundry-MAC-authent- 6
needs-802x

foundry-802.1x-valid-lookup 7

foundry-MAC-based-VLAN-QOS | 8
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integer

string

integer

integer
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Description

command-string, permit all other
commands.

Specifies the Brocade Network
Advisor user privilege level. This
attribute can take a value range
from O to 15.

In Brocade Network Advisor, this
attribute value will be mapped to
the preconfigured roles "AAA
privilege level 0" through "AAA
privilege level 15"

The admin user has to configure
these roles with the appropriate sets
of privileges in order for the AAA
user to get the correct set of feature
access.

Specifies the access control list to

be used for RADIUS authorization.
Enter the access control list in the

following format.

type=string, value="ipacl.le|s].[in[out]
= [acl-name |acl-number]
separator macfilter.in = [acl-name |
acl-number ]

Where:

separator can be a space,
new line, semicolon,
comma, or null character

ipacl.e is extended ACL;
ipacl.s is standard ACL.

NOTE

Outbound MAC filters
are not supported, but
outbound ACLs with
802.1X authentication
is supported.

Specifies whether or not 802.1x
authentication is required and
enabled.

0 - Disabled
1 - Enabled

Specifies if 802.1x lookup is
enabled:

0 - Disabled

1 - Enabled

Specifies the priority for MAC-
based VLAN QOS:

0 - gos_priority_O
1 - gos_priority_1
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Attribute name Attribute ID Data type Description

2 - gqos_priority_2

3 - gos_priority_3

4 - qos_priority_4

5 - gos_priority_5

6 - qos_priority_6

7 - qos_priority_7
foundry-INM-Role-AOR-List 9 string Specifies the list of Roles and Area

of Responsibility (AOR) that are

allowed for an Brocade Network

Advisor user. These values are

mapped to Brocade Network

Advisor Roles and AORs when the
user logs in.

For example, to configure an
Brocade Network Advisor user to
have "Administrator” and "Report
User" roles and “New York Region”
and "Santa Clara Region" AORs,
specify "NmRoles=Administrator,
Report User; NmAORs=New York
Region, Santa Clara Region”. The
keys "NmRoles” and "NmAORs" are
delimited by semi colon (;) and the
values for the keys are delimited by
a comma ().

Enabling SNMP traps for RADIUS

To enable SNMP traps for RADIUS on an Extreme device, you must execute the enable snmp config-radius command as shown in the
following.

device (config) # enable snmp config-radius

The enable snmp config-radius command supports two keywords; config-radius and config-tacacs. The config-radius parameter
specifies that traps will be enabled for RADIUS. Generation of Radius traps is disabled by default. The config-tacacs parameter specifies
that traps will be enabled for TACACS. Generation of TACACS traps is disabled by default.

|dentifying the RADIUS server to the device

To use a RADIUS server to authenticate access to an Extreme device, you must identify the server to the Extreme device.

device (config) #
radius-server host 10.157.22.99

The hostip-addr | server-name parameter is either an IP address or an ASCII text string.
The auth-port parameter is the Authentication port number; it is an optional parameter. The default is 1812.

The acct-port parameter is the Accounting port number; it is an optional parameter. The default is 1813.
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Specifying different servers for individual AAA functions

In a RADIUS configuration, you can designate a server to handle a specific AAA task. For example, you can designate one RADIUS
server to handle authorization and another RADIUS server to handle accounting. You can specify individual servers for authentication and
accounting, but not for authorization. You can set the RADIUS key for each server.

To specify different RADIUS servers for authentication and accounting, enter a command such as the following.

device (config) #

radius-server host 10.2.3.4 auth-port 1812 acct-port 1813 authentication-only key abc
device (config) #

radius-server host 10.2.3.6 auth-port 1812 acct-port 1813 accounting-only key ghi

device (config) #
radius-server host 10.2.3.4 authentication-only key abc

The software adds a prefix to the authentication key in the configuration. For example,

radius-server host 10.2.3.6 auth-port 1812 acct-port 1813 default key 2 $D?@d=8

Configuring RadSec

The RADIUS protocoll, described in RFC 2865, RFC 2868 and RFC 2869, is a widely deployed authentication and authorization
protocol. The supplementary RADIUS Accounting specification, described in RFC 2866 and RFC 2869, provides accounting
mechanisms, thus delivering a full Authentication, Authorization, and Accounting (AAA) solution. The main focus of RadSec is to provide
a means to secure the communication between RADIUS/TCP peers using TLS 1.2. To reinforce RADIUS, RadSec uses the secure
transport layer protocol (TLS/SSL) in place of UDP for sending and receiving packets. RadSec wraps the entire RADIUS packet payload
into a TLS stream and thus mitigates the risk of attacks. Because RadSec utilizes TCP, re-transmission of requests is not supported.

TLS/SSL protects confidential information using cryptography. Sensitive data is encrypted across public networks to achieve a high level
of confidentiality. Primarily, PKI utilizes asymmetric cryptography that is considered more secure than symmetric cryptography.

Your environment may require that no default keys are permitted on a device, and that all keys/passwords must be configurable. In other
cases, some deployments use different servers for administrative access and 802.1x access, and therefore utilize different keys. To this
end, the RADIUS server keys can be unique and configured for each RADIUS server. Extreme Netlron supports up to eight RADIUS
servers.

NOTE
Encryption of the RADIUS keys is completed by default.

The ssl-auth-port specifies that the server is a RadSec TLS-encrypted TCP session. Only one auth-port or ssl-auth-port can be
specified. If neither is specified, it defaults to existing default behavior, which is to use the default auth-port of 1812 and 1813 for
accounting with UDP transport.

To specify different RadSec servers for authentication and accounting, enter commands such as the following.
1. Download the local client certificate.

device (config) # scp rsacert2048 daysl095 sha256 SAN.pem <user>@<ip>:sslclientcert

2. Download the local client key.

device (config)# scp rsakey2048.pem <user>@<ip>:sslclientprivkey

3. Configure the RADIUS server, including the accounting definition.

device (config) # radius-server host 10.25.105.44 ssl-auth-port 2083 default key abc
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The radius-server host command supports IPv4, IPv6, and host names. When authenticating any device that is configured with
an IPv4/1Pv6 address, RadSec accesses the RADIUS servers in the order they were configured, regardless of the IP address
family of the RadSec server.

When you display the configuration of the Extreme device, the RADIUS key is encrypted, as shown in the following example.

device (config)# radius-server key 1 abc
device (config)# write memory

radius-server host 10.2.3.5
radius key 1 $!'2d

4. Configure the AAA method.

device (config)# aaa authentication login default radius

Radius health check

Radius health check pro actively polls the radius server and checks for the radius-server availability. If the checks fail, radius health check
marks the status of the radius-server as not available. This feature is disabled by default.

To create an authentication-method list that specifies RADIUS as the primary authentication method for securing Telnet or ssh access to
the CLI, enter the following command.
device (config) # radius-server host 10.2.3.4 auth-port 1812 acct-port 1813

device (config) # enable telnet authentication
device (config)# aaa authentication login default radius local

Global radius configuration

The following global configurations are for all radius servers, and can be used to configure defaults. If the individual radius servers are
configured, the instance value takes precedence.

Health-check is disabled by default. Use the following command to globally enable health-check.
device (config) # radius-server enable-health-check

Use the no radius-server enable-health-check command to globally disable health-check.

Setting the poll time and dead time intervals

The poll interval sets how often the status-server packets are sent. The status-server packets are sent every 15minutes. The minimum
that can be configured is 1 and maximum is 96. This translates to one status check for every 15m to one per day (424)

The dead time interval is the period for which we wait after declared dead or not reachable and before sending the status-server packet
again. By default, it waits for 45m when server is declared dead, before sending again health checks. For example, you can configure one
status check for every 15minutes to one per week(4*24*7). Use a command such as the following to enable the radius health check pool
time interval and dead time inter

device (config)# radius-health-check poll-time 5 dead-time 4

Setting RADIUS parameters

You can set the following parameters in a RADIUS configuration:

+  RADIUS key - This parameter specifies the value that the Extreme device sends to the RADIUS server when trying to
authenticate user access.
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«  Retransmit interval - This parameter specifies how many times the Extreme device will resend an authentication request when
the RADIUS server does not respond. The retransmit value can be from 1 - 5 times. The default is 3 times.

+  Timeout - This parameter specifies how many seconds the Extreme device waits for a response from a RADIUS server before
either retrying the authentication request, or determining that the RADIUS servers are unavailable and moving on to the next
authentication method in the authentication-method list. The timeout can be from 1 - 15 seconds. The default is 3 seconds.

Setting the RADIUS key

The key parameter in the radius-server command is used to encrypt RADIUS packets before they are sent over the network. The value
for the key parameter on the Extreme device should match the one configured on the RADIUS server. The key length can be from 1 -
64 characters and cannot include any space characters.

Your environment may require that no default keys are permitted on a device, and that all keys/passwords must be configurable. In other
cases, some deployments use different servers for administrative access and 802.1x access, and therefore utilize different keys. To this
end, the RADIUS server keys can be unique and configured for each RADIUS server. Extreme Netlron supports up to eight RADIUS
servers.

To specify a RADIUS server key, enter a command such as the following.
device (config) # radius-server key abc
When you display the configuration of the Extreme device, the RADIUS key is encrypted.

device (config) # radius-server key 1 abc
device (config)# write memory

radius-server host 10.2.3.5
radius key 1 $!2d

NOTE
Encryption of the RADIUS keys is done by default. The O parameter disables encryption. The 1 parameter is not required; it is
provided for backwards compatibility.

Setting the retransmission limit

The retransmit parameter specifies the maximum number of retransmission attempts. When an authentication request times out, the
software will retransmit the request up to the maximum number of retransmissions configured. The default retransmit value is 3 retries.
The range of retransmit values is from 1 - 5.

To set the RADIUS retransmit limit, enter a command such as the following.

device (config) # radius-server retransmit 5

Setting the timeout parameter

The timeout parameter specifies how many seconds the Extreme device waits for a response from the RADIUS server before either
retrying the authentication request, or determining that the RADIUS server is unavailable and moving on to the next authentication
method in the authentication-method list. The timeout can be from 1 - 15 seconds. The default is 3 seconds.

device (config)# radius-server timeout 5
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Configuring authentication-method lists for RADIUS

You can use RADIUS to authenticate Telnet or SSH access and access to Privileged EXEC level and CONFIG levels of the CLI. When
configuring RADIUS authentication, you create authentication-method lists specifically for these access methods, specifying RADIUS as
the primary authentication method.

Within the authentication-method list, RADIUS is specified as the primary authentication method and up to six backup authentication
methods are specified as alternates. If RADIUS authentication fails due to an error, the device tries the backup authentication methods in
the order they appear in the list.

When you configure authentication-method lists for RADIUS, you must create a separate authentication-method list for Telnet or SSH
CLI access and for CLI access to the Privileged EXEC level and CONFIG levels of the CLI.

To create an authentication-method list that specifies RADIUS as the primary authentication method for securing Telnet access to the
CLlI, enter the following command.
device (config) #
enable telnet authentication

device (config)# aaa authentication login default radius local

The commands above cause RADIUS to be the primary authentication method for securing Telnet access to the CLI. If RADIUS
authentication fails due to an error with the server, local authentication is used instead.

To create an authentication-method list that specifies RADIUS as the primary authentication method for securing access to Privileged
EXEC level and CONFIG levels of the CLI, enter the following command.

device (config)# aaa authentication enable default radius local none

The command above causes RADIUS to be the primary authentication method for securing access to Privileged EXEC level and
CONFIG levels of the CLI. If RADIUS authentication fails due to an error with the server, local authentication is used instead. If local
authentication fails, no authentication is used; the device automatically permits access.

Entering privileged EXEC mode after a Telnet or SSH login

By default, a user enters User EXEC mode after a successful login through Telnet or SSH. You can configure the device so that a user
enters Privileged EXEC mode after a Telnet or SSH login. To do this, use the following command.

device (config) #
aaa authentication login privilege-mode

Syntax: [no] aaa authentication login privilege-mode

The user’s privilege level is based on the privilege level granted during login.

Configuring enable authentication to prompt for password only

If Enable authentication is configured on the device, by default, a user is prompted for a username and password. when the user attempts
to gain Super User access to the Privileged EXEC and CONFIG levels of the CLI. You can configure the Extreme device to prompt only
for a password. The device uses the username (up to 48 characters) entered at login, if one is available. If no username was entered at
login, the device prompts for both username and password.

To configure the Extreme device to prompt only for a password when a user attempts to gain Super User access to the Privileged EXEC
and CONFIG levels of the CLI, enter the following command.

device (config)# aaa authentication enable implicit-user

Syntax: [no] aaa authentication enable implicit-user
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Configuring RADIUS authorization

The Extreme device supports RADIUS authorization for controlling access to management functions in the CLI. Two kinds of RADIUS
authorization are supported:

+  Exec authorization determines a user’s privilege level when they are authenticated

Command authorization consults a RADIUS server to get authorization for commands entered by the user

Configuring Exec authorization

NOTE
Before you configure RADIUS exec authorization on an Extreme device, make sure that the aaa authentication enable default

radius command exists in the configuration.

When RADIUS exec authorization is performed, the Extreme device consults a RADIUS server to determine the privilege level of the

authenticated user.

To configure RADIUS exec authorization on an Extreme device, enter the following command.

device (config)# aaa authentication login default radius
device (config) # aaa authorization exec default radius

Syntax: [no] aaa authorization exec default radius | none

If you specify none, or omit the aaa authorization exec command from the device’s configuration, no exec authorization is performed.

NOTE

If the aaa authorization exec default radius command exists in the configuration, following successful authentication the device
assigns the user the privilege level specified by the brocade-privilege-level attribute received from the RADIUS server. If the
aaa authorization exec default radius command does not exist in the configuration, then the value in the brocade-privilege-
level attribute is ignored, and the user is granted Super User access.For the aaa authorization exec default radius command to
work, either the aaa authentication login default radius command, or the aaa authentication enable default radius command
must also exist in the configuration.

Configuring command authorization

When RADIUS command authorization is enabled, the Extreme device consults the list of commands supplied by the RADIUS server
during authentication to determine whether a user can execute a command he or she has entered.

You enable RADIUS command authorization by specifying a privilege level whose commands require authorization. For example, to
configure the Extreme device to perform authorization for the commands available at the Super User privilege level (that is; all
commands on the device), enter the following command.

device (config) # aaa authorization commands 0 default radius

Syntax: [no] aaa authorization commands privilege-level default radius | tacacs+ | none

The privilege-level parameter can be one of the following:

+ 0 - Authorization is performed (that is, the Extreme device looks at the commmand list) for commands available at the Super User
level (all commands)

« 4 - Authorization is performed for commands available at the Port Configuration level (port-config and read-only commands)

5 - Authorization is performed for commands available at the Read Only level (read-only commands)
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NOTE
RADIUS command authorization can be performed only for commands entered from Telnet or SSH sessions, or from the
console. No authorization is performed for commands entered at the Web Management Interface or Brocade Network Advisor.

NOTE
Since RADIUS command authorization relies on the command list supplied by the RADIUS server during authentication, you
cannot perform RADIUS authorization without RADIUS authentication.

Command authorization and accounting for console commandss

The Extreme devices support command authorization and command accounting for CLI commands entered at the console. To configure
the device to perform command authorization and command accounting for console commands, enter the following.

device (config) # enable aaa console

Syntax: [no] enable aaa console

CAUTION
A If you have previously configured the device to perform command authorization using a RADIUS server, entering the enable
aaa console command may prevent the execution of any subsequent commands entered on the console.

NOTE

This happens because RADIUS command authorization requires a list of allowable commands from the RADIUS server. This
list is obtained during RADIUS authentication. For console sessions, RADIUS authentication is performed only if you have
configured Enable authentication and specified RADIUS as the authentication method (for example, with the aaa authentication
enable default radius command). If RADIUS authentication is never performed, the list of allowable commands is never
obtained from the RADIUS server. Consequently, there would be no allowable commands on the console.

Configuring RADIUS accounting

The Extreme devices support RADIUS accounting for recording information about user activity and system events. When you configure
RADIUS accounting on an Extreme device, information is sent to a RADIUS accounting server when specified events occur, such as
when a user logs into the device or the system is rebooted.

Configuring RADIUS accounting for Telnet or SSH (shell) access

To send an Accounting Start packet to the RADIUS accounting server when an authenticated user establishes a Telnet or SSH session
on the Extreme device, and an Accounting Stop packet when the user logs out, enter the following command.

device (config) # aaa accounting exec default start-stop radius

Syntax: [no] aaa accounting exec default start-stop radius | tacacs+ | none

Configuring RADIUS accounting for CLI commands

You can configure RADIUS accounting for CLI commands by specifying a privilege level whose commands require accounting. For
example, to configure an Extreme device to perform RADIUS accounting for the commands available at the Super User privilege level
(that is; all commands on the device), enter the following command.

device (config) # aaa accounting commands 0 default start-stop radius

An Accounting Start packet is sent to the RADIUS accounting server when a user enters a command, and an Accounting Stop packet is
sent when the service provided by the command is completed.
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NOTE
If authorization is enabled, and the command requires authorization, then authorization is performed before accounting takes
place. If authorization fails for the command, no accounting takes place.

Syntax: [no] aaa accounting commands privilege-level default start-stop radius | tacacs | none

The privilege-level parameter can be one of the following:
0 - Records commands available at the Super User level (all commands)
+ 4 - Records commands available at the Port Configuration level (port-config and read-only commands)

+ 5 - Records commands available at the Read Only level (read-only commands)

Configuring RADIUS accounting for system events

You can configure RADIUS accounting to record when system events occur on an Extreme device. System events include rebooting and
when changes to the active configuration are made.

The following command causes an Accounting Start packet to be sent to the RADIUS accounting server when a system event occurs,
and a Accounting Stop packet to be sent when the system event is completed.

device (config)# aaa accounting system default start-stop radius

Syntax: [no] aaa accounting system default start-stop radius | tacacs+ | none

Configuring an interface as the source for all RADIUS packets

You can designate the lowest-numbered IP address configured an Ethernet port, loopback interface, or virtual interface as the source IP
address for all RADIUS packets from the Extreme device. Identifying a single source IP address for RADIUS packets provides the
following benefits:

If your RADIUS server is configured to accept packets only from specific links or IP addresses, you can use this feature to
simplify configuration of the RADIUS server by configuring the Extreme device to always send the RADIUS packets from the
same link or source address.

If you specify a loopback interface as the single source for RADIUS packets, RADIUS servers can receive the packets
regardless of the states of individual links. Thus, if a link to the RADIUS server becomes unavailable but the client or server can
be reached through another link, the client or server still receives the packets, and the packets still have the source IP address of
the loopback interface.

The software contains separate CLI commands for specifying the source interface for Telnet, TACACS or TACACS+, and RADIUS
packets. You can configure a source interface for one or more of these types of packets.

To specify an Ethernet or a loopback or virtual interface as the source for all RADIUS packets from the device, use the following CLI
method. The software uses the lowest-numbered IP address configured on the port or interface as the source IP address for RADIUS
packets originated by the device.

To specify the lowest-numbered IP address configured on a virtual interface as the device’s source for all RADIUS packets, enter
commands such as the following.

device (config)# int ve 1

device (config-vif-1)# ip address 10.0.0.3/24

device (config-vif-1)# exit

device (config)# ip radius source-interface ve 1
The commands in this example configure virtual interface 1, assign IP address 10.0.0.3/24 to the interface, then designate the interface
as the source for all RADIUS packets from the Extreme device.
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Syntax: [no] ip radius source-interface ethernet portnum | loopback num | ve num

The num parameter is a loopback interface or virtual interface number. If you specify an Ethernet port, the portnum is the port's number
(including the slot number, if you are configuring a device).

NOTE
The NAS-IP-ADDR attribute is added into the RADIUS Access-Request when ip radius source-interface command is
configured or when the Access-Request is for IPv4 RADIUS server.

Configuring an IPv6 interface as the source for all RADIUS packets

Use the ipv6 radius source-interface command to specify the IPv6 address of the interface that is chosen for the NAS-IPv6-Attribute.
This feature is applicable only if an IPv6 interface is configured and authentication happens through RADIUS.

device (config)# int ve 1

device (config-vif-1)# ipv6 address

2001:DB8::2004

device (config-vif-1)# exit

device (config) # ipv6 radius source-interface ve 1

Syntax: [no] ipv6 radius source-interface ethernet port-num | loopback num | ve num

The num parameter is a loopback interface or virtual interface number. If you specify an Ethernet port, the portnum is the port's number
(including the slot number, if you are configuring a device).

The [no ] option removes the configuration.

This command configures the designate interface port-num or num as the source for all RADIUS packets from the device.

NOTE
The NAS-IPv6-ADDR attribute is added into the RADIUS Access-Request when ipv6 radius source-interface command is
configured or when the Access-Request is for IPv6 RADIUS server.

Displaying RADIUS configuration information
The show aaa command displays information about all TACACS or TACACS+ and RADIUS servers identified on the device.

*x**x*x TACACS server not configured
Radius default key:
Radius retries: 3
Radius timeout: 3 seconds
IPv4 Radius source-interface: loopback 1
IPv6 Radius source-interface: loopback 1
Radius Server: IP=10.25.105.201 Auth Port=1812 Acct Port=1813 Usage=any

Key=...

opens=0 closes=0 timeouts=0 errors=0

packets in=0 packets out=6

Health-check=disabled dead-time-interval=45 auto-authenticate-time-interval=30 available

IPv4 Radius Source address: IP=172.26.65.207 IPv6 Radius Source
Address: IP=2001:DB8::18
no connection
Radius Server: IP=fe80::7ae7:dl1ff:fe8d:1b82 Auth Port=1812 Acct Port=1813 Usage=any

Key=...

opens=0 closes=0 timeouts=0 errors=0

packets in=0 packets out=0

Health-check=disabled dead-time-interval=45 auto-authenticate-time-interval=30 available

IPv4 Radius Source address: IP=172.26.65.207 IPv6 Radius Source

Address: IP=2001:DB8::18
no connection

Syntax: show aaa
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The following table describes the RADIUS information displayed by the show aaa command.

Field
Radius default key

Radius retries

Radius timeout

IPv4 Radius source-interface
IPv6 Radius source-interface

Radius Server

connection

Description

The setting configured with the radius-server key command. At the Super
User privilege level, the actual text of the key is displayed. At the other
privilege levels, a string of periods (....) is displayed instead of the text.

The setting configured with the radius-server retransmit command.
The setting configured with the radius-server timeout command.

The setting configured with the ip radius source-interface command.
The setting configured with the ipv6 radius source-interface command.

For each RADIUS server, the IP address, and the following statistics are
displayed:

Auth Port - RADIUS authentication port number (default 1645)
Acct Port - RADIUS accounting port number (default 1646)

opens - Number of times the port was opened for communication with
the server

closes - Number of times the port was closed normally

timeouts - Number of times port was closed due to a timeout
errors - Number of times an error occurred while opening the port
packets in - Number of packets received from the server

packets out - Number of packets sent to the server

The current connection status. This can be “no connection” or “connection
active”.

The show web command displays the privilege level of Web Management Interface users.

device (config) # show web
User
set

Syntax: show web
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You can use the security protocol Terminal Access Controller Access Control System (TACACS) or TACACS+ to authenticate the
following kinds of access to the Extreme devices:

Telnet access

SSH access

Console access

Web management access

Access to the Privileged EXEC level and CONFIG levels of the CLI

NOTE
You cannot authenticate Brocade Network Advisor (SNMP) access to an Extreme device using TACACS or TACACS+.

The TACACS and TACACS+ protocols define how authentication, authorization, and accounting information is sent between an Extreme
device and an authentication database on a TACACS or TACACS+ server. TACACS or TACACS+ services are maintained in a database,
typically on a UNIX workstation or PC with a TACACS or TACACS+ server running.

How TACACSH+ differs from TACACS

TACACS is a simple UDP-based access control protocol originally developed by BBN for MILNET. TACACS+ is an enhancement to
TACACS and uses TCP to ensure reliable delivery.

TACACS+ is an enhancement to the TACACS security protocol. TACACS+ improves on TACACS by separating the functions of
authentication, authorization, and accounting (AAA) and by encrypting all traffic between the Extreme device and the TACACS+ server.
TACACS+ allows for arbitrary length and content authentication exchanges, which allow any authentication mechanism to be utilized with
the Extreme device. TACACS+ is extensible to provide for site customization and future development features. The protocol allows the
Extreme device to request very precise access control and allows the TACACS+ server to respond to each component of that request.

NOTE
TACACS+ provides for authentication, authorization, and accounting, but an implementation or configuration is not required to
employ all three.

TACACS or TACACS+ authentication, authorization, and accounting

When you configure an Extreme device to use a TACACS or TACACS+ server for authentication, the device prompts users who are trying
to access the CLI for a user name and password, then verifies the password with the TACACS or TACACS+ server.

If you are using TACACSH, it is recommended that you also configure authorization, in which the Extreme device consults a TACACS+
server to determine which management privilege level (and which associated set of commands) an authenticated user is allowed to use.
You can also optionally configure accounting, which causes the Extreme device to log information on the TACACS+ server when
specified events occur on the device.
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NOTE

By default, a user logging into the device through Telnet or SSH would first enter the User EXEC level. The user can enter the

enable command to get to the Privileged EXEC level.

NOTE

A user that is successfully authenticated can be automatically placed at the Privileged EXEC level after login. Refer to Entering

privileged EXEC mode after a console Telnet or SSH login on page 77.

TACACS authentication

NOTE
Also, multiple challenges are supported for TACACS+ login authentication.

The following events occur when TACACS authentication takes place.

1.

o s WD

A user attempts to gain access to the Extreme device by doing one of the following:
Logging into the device using console, Telnet, SSH, or the Web Management Interface.
Entering the Privileged execution level or configuration level of the CLI.

The user is prompted for a username and password.

The user enters a username and password.

The Extreme device sends a request containing the username and password to the TACACS server.

The username and password are validated in the TACACS server’s database.

If the password is valid, the user is authenticated.

TACACS+ authentication

The following events occur when TACACS+ authentication takes place.

1. A user attempts to gain access to the Extreme device by doing one of the following:
- Logging into the device using console, telnet, SSH, or the Web Management Interface
- Entering the Privileged EXEC level or CONFIG level of the CLI

2. The user is prompted for a username.

3. The user enters a username.

4. The Extreme device obtains a password prompt from a TACACS+ server.

5. The user is prompted for a password.

6. The user enters a password.

7. The Extreme device sends the password to the TACACS+ server.

8. The password is validated in the TACACS+ server’s database.

9. If the password is valid, the user is authenticated.

TACACS+ authorization

The Extreme devices support two kinds of TACACS+ authorization:

70

Exec authorization determines a user’s privilege level when they are authenticated.

Command authorization consults a TACACS+ server to get authorization for commands entered by the user.
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The following events occur when TACACS+ exec authorization takes place.

A user logs into the Extreme device using console, Telnet, SSH, or the Web Management Interface
The user is authenticated.
The Extreme device consults the TACACS+ server to determine the privilege level of the user.

The TACACS+ server sends back a response containing an A-V (Attribute-Value) pair with the privilege level of the user.

o b 0D

The user is granted the specified privilege level.

The following events occur when TACACS+ command authorization takes place.

1. A Telnet, SSH, or console interface user previously authenticated by a TACACS+ server enters a command on the Extreme
device.

2. The Extreme device looks at its configuration to see if the command is at a privilege level that requires TACACS+
command authorization.

3. If the command belongs to a privilege level that requires authorization, the Extreme device consults the TACACS+ server to
see if the user is authorized to use the command.

4. If the user is authorized to use the command, the command is executed.

TACACS+ accounting
The following steps explain the working of TACACS+ accounting.

1. One of the following events occur on the Extreme device:

+ - Auserlogs into the management interface using console, Telnet or SSH
- Avuser enters a command for which accounting has been configured
- Asystem event occurs, such as a reboot or reloading of the configuration file

The Extreme device checks its configuration to see if the event is one for which TACACS+ accounting is required.

If the event requires TACACS+ accounting, the Extreme device sends a TACACS+ Accounting Start packet to the TACACS+
accounting server, containing information about the event.

The TACACS+ accounting server acknowledges the Accounting Start packet.
The TACACS+ accounting server records information about the event.

When the event is concluded, the Extreme device sends an Accounting Stop packet to the TACACS+ accounting server.

N goh

The TACACS+ accounting server acknowledges the Accounting Stop packet.

AAA operations for TACACS or TACACS+

The following table lists the sequence of authentication, authorization, and accounting operations that take place when a user gains
access to an Extreme device that has TACACS or TACACS+ security configured.

User action Applicable AAA operations
User attempts to gain access to the Privileged EXEC and CONFIG levels Enable authentication:
of the CLI aaa authentication enable default method-list
Exec authorization (TACACS+):
aaa authorization exec default tacacs+
System accounting start (TACACS+):
aaa accounting system default start-stop method-/ist
User logs in using console, Telnet, or SSH Login authentication:
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User action Applicable AAA operations

aaa authentication login default method-list

Exec authorization (TACACS+):
aaa authorization exec default tacacs+

Exec accounting start (TACACS+):
aaa accounting exec default method-list
System accounting start (TACACS+):

aaa accounting system default start-stop method-/ist

User logs into the Web Management Interface Web authentication:

aaa authentication web-server default method-list
Exec authorization (TACACS+):

aaa authorization exec default tacacs+

User logs out of console, Telnet, or SSH session Command accounting (TACACS+):
aaa accounting commands privilege-level default start-stop method-list
EXEC accounting stop (TACACS+):

aaa accounting exec default start-stop method-list

User enters system commands Command authorization (TACACS+):

(for example, reload , boot system ) aaa authorization commands privilege-level default method-list

Command accounting (TACACS+):
aaa accounting commands privilege-level default start-stop method-list
System accounting stop (TACACS+):
aaa accounting system default start-stop method-/ist

User enters the command: Command authorization (TACACS+):

[no] aaa accounting system defaultstart-stop method-list aaa authorization commands privilege-level default method-list
Command accounting (TACACS+):
aaa accounting commands privilege-level default start-stop method-list
System accounting start (TACACS+):
aaa accounting system default start-stop method-list

User enters other commands Command authorization (TACACS+):
aaa authorization commands privilege-level default method-list
Command accounting (TACACS+):

aaa accounting commands privilege-level default start-stop method-list

AAA Security for commands pasted Into the running configuration

If AAA security is enabled on an Extreme device, commands pasted into the running configuration are subject to the same AAA
operations as if they were entered manually.

When you paste commands into the running configuration, and AAA command authorization or accounting is configured on the device,
AAA operations are performed on the pasted commands. The AAA operations are performed before the commands are actually added
to the running configuration. The server performing the AAA operations should be reachable when you paste the commands into the
running configuration file. If the device determines that a pasted command is invalid, AAA operations are halted on the remaining
commands. The remaining commands may not be executed if coommand authorization is configured.
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TACACS or TACACS+ configuration considerations

Consider the following for configuring TACACS or TACACS+ servers:

You must deploy at least one TACACS or TACACS+ server in your network.
The Extreme device supports authentication using up to eight TACACS or TACACS+ servers. The device tries to use the servers
in the order you add them to the device’s configuration.

You can select only one primary authentication method for each type of access to a device (CLI through Telnet, CLI Privileged
EXEC and CONFIG levels). For example, you can select TACACS+ as the primary authentication method for Telnet CLI access,
but you cannot also select RADIUS authentication as a primary method for the same type of access. However, you can
configure backup authentication methods for each access type.

You can configure the Extreme device to authenticate using a TACACS or TACACS+ server, not both.

TACACS configuration procedure

Use the following procedure for TACACS configurations.

1
2.
3.

Enable TACACS. Enabling SNMP traps for TACACS on page 73.
Identify TACACS servers. Refer to |dentifying the TACACS or TACACS+ servers on page 74.

Set optional parameters. Refer to XMR Series and MLX Series: Setting optional TACACS or TACACS+ parameters on page
75.

Configure authentication-method lists. Refer to Configuring authentication-method lists for TACACS or TACACS+ on page
76.

TACACS+ configuration procedure

Use the following procedure for TACACS+ configurations.

1.
2.
3.

Enable TACACS. Enabling SNMP traps for TACACS on page 73
Identify TACACS+ servers. Refer to Identifying the TACACS or TACACS+ servers on page 74.

Set optional parameters. Refer to XMR Series and MLX Series: Setting optional TACACS or TACACS+ parameters on page
75.

Configure authentication-method lists. Refer to Configuring authentication-method lists for TACACS or TACACS+ on page
76.

Optionally configure TACACS+ authorization. Refer to Configuring TACACS+ authorization on page 79.
Optionally configure TACACS+ accounting. Refer to Configuring TACACS+ accounting on page 81.

Enabling SNMP traps for TACACS

To enable SNMP access to the TACACS MIB objects on an Extreme device, you must execute the enable snmp config-tacacs
command as shown in the following.

device (config) # enable snmp config-tacacs

Syntax: [no] enable snmp [ config-radius | config-tacacs |

The config-radius parameter specifies the MIBs accessible for RADIUS. Generation of Radius traps is disabled by default.

The config-tacacs parameter specifies the MIBs accessible for TACACS. Generation of TACACS traps is disabled by default.
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|dentifying the TACACS or TACACS+ servers

To use TACACS or TACACS+ servers to authenticate access to an Extreme device, you must identify the servers to the Extreme device.
For example, to identify three TACACS or TACACS+ servers, enter commands such as the following.

device (config)# tacacs-server host 10.94.6.161
device (config)# tacacs-server host 10.94.6.191
device (config)# tacacs-server host 10.94.6.122

Syntax: [no] tacacs-server host ip-addr | hostname [ auth-port number ]

The ip-addr |hostname parameter specifies the IP address or host name of the server. You can enter up to eight tacacs-server host
commands to specify up to eight different servers.

NOTE
To specify the server's host name instead of its IP address, you must first identify a DNS server using the ip dns server-
address ip-addr command at the global CONFIG level.

If you add multiple TACACS or TACACS+ authentication servers to the Extreme device, the device tries to reach them in the order you
add them. For example, if you add three servers in the following order, the software tries the servers in the same order.

1. 1094.6.161
2. 10.94.6.191
3. 1094.6.122

You can remove a TACACS or TACACS+ server by entering no followed by the tacacs-server command. For example, to
remove 10.94.6.161, enter the following command.

device (config)# no tacacs-server host 10.94.6.161

NOTE

If you erase a tacacs-server command (by entering "no” followed by the command), make sure you also erase the aaa
commands that specify TACACS or TACACS+ as an authentication method. (Refer to Configuring authentication-
method lists for TACACS or TACACS+ on page 76.) Otherwise, when you exit from the CONFIG mode or from a
Telnet session, the system continues to believe it is TACACS or TACACS+ enabled and you will not be able to access
the system.

The auth-port parameter specifies the UDP (for TACACS) or TCP (for TACACS+) port number of the authentication port on the
server. The default port number is 49.

Specifying different servers for individual AAA TACACS functions

In a TACACS+ configuration, you can designate a server to handle a specific AAA task. For example, you can designate one TACACS+
server to handle authorization and another TACACS+ server to handle accounting. You can set the TACACS+ key for each server.

To specify different TACACS+ servers for authentication, authorization, and accounting, enter a command such as the following.

device (config) #

tacacs-server host 1.2.3.4 auth-port 49 authentication-only key abc
device (config) #

tacacs-server host 1.2.3.5 auth-port 49 authorization-only key define
device (config) #

tacacs-server host 1.2.3.6 auth-port 49 accounting-only key ghi

Syntax: [no] tacacs-server host ip-addr | server-name [ auth-port number [ authentication-only | authorization-only | accounting-only
| default ] [ key string 1]
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The hostip-addr | server-name parameter is either an IP address or an ASCII text string.
The auth-port number parameter is the Authentication port number; it is an optional parameter.

Enter accounting-only if the server is used only for TACACS accounting. Enter authentication-only if the server is used only for
TACACS authentication. Enter authorization-only if the server is used only for TACAC authorization. Entering the default parameter
causes the server to be used for all AAA TACACS functions.

After authentication takes place, the server that performed the authentication is used for authorization, accounting or both. If the
authenticating server cannot perform the requested function, then the next server in the configured list of servers is tried; this process
repeats until either a server that can perform the requested function is found, or every server in the configured list has been tried.

Enter key and configure a key for the server if an authentication key is to be used. By default, key is encrypted. If you want key to be in
clear text, insert a O between key and string.

device (config) #
tacacs-server host 10.2.3.5 auth-port 49 authorization-only key 0 report

The software adds a prefix to the authentication key string in the configuration. For example,
tacacs-server host 10.2.3.6 auth-port 49 authorization-only key $D?@d=8

The prefix can be one of the following:
O = the key string is not encrypted and is in clear text

1 = the key string uses proprietary simple crytographic 2-way algorithm

XMR Series and MLX Series: Setting optional TACACS or TACACS+
parameters

You can set the following optional parameters in a TACACS or TACACS+ configuration:

TACACSH+ key - This parameter specifies the value that the Extreme device sends to the TACACS+ server when trying to
authenticate user access.

Retransmit interval - This parameter specifies how many times the Extreme device will resend an authentication request when
the TACACS or TACACS+ server does not respond. The retransmit value can be from 1 - 5 times. The default is 3 times.

Dead time - This parameter specifies how long the Extreme device waits for the primary authentication server to reply before
deciding the server is dead and trying to authenticate using the next server. The dead-time value can be from 1 - 5 seconds.
The default is 3 seconds.

Timeout - This parameter specifies how many seconds the Extreme device waits for a response from a TACACS or TACACS+
server before either retrying the authentication request, or determining that the TACACS or TACACS+ servers are unavailable
and moving on to the next authentication method in the authentication-method list. The timeout can be from 1 - 15 seconds.
The default is 3 seconds.

Setting the TACACS+ key

The key parameter in the tacacs-server command is used to encrypt TACACS+ packets before they are sent over the network. The value
for the key parameter on the Extreme device should match the one configured on the TACACS+ server. The key length can be from 1 -
64 characters and cannot include any space characters.

NOTE
The tacacs-server key command applies only to TACACS+ servers, not to TACACS servers. If you are configuring TACACS, do
not configure a key on the TACACS server and do not enter a key on the Extreme device.
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To specify a TACACS+ server key, enter the following command.

device (config) # tacacs-server key rkwong

Syntax: [no] tacacs-server key [ O | 1 ] string
When you display the configuration of the Extreme device, the TACACS+ keys are encrypted.
device (config) #
tacacs-server key 1 abc

device (config)# write terminal

tacacs-server host 10.2.3.5 auth-port 49
tacacs key 1 $!2d

NOTE
Encryption of the TACACS+ keys is done by default. The O parameter disables encryption. The 1 parameter is not required; it is
provided for backwards compatibility.

Setting the retransmission limit

The retransmit parameter specifies how many times the Extreme device will resend an authentication request when the TACACS or
TACACS+ server does not respond. The retransmit limit can be from 1 - 5 times. The default is 3 times.

To set the TACACS or TACACSH+ retransmit limit, enter the following command.
device (config) # tacacs-server retransmit 5

Syntax: [no] tacacs-server retransmit number

Setting the timeout parameter

The timeout parameter specifies how many seconds the Extreme device waits for a response from the TACACS or TACACS+ server
before either retrying the authentication request, or determining that the TACACS or TACACS+ server is unavailable and moving on to
the next authentication method in the authentication-method list. The timeout can be from 1 - 15 seconds. The default is 3 seconds.

device (config)# tacacs-server timeout 5

Syntax: [no] tacacs-server timeout number

Configuring authentication-method lists for TACACS or TACACS+

You can use TACACS or TACACS+ to authenticate console, Telnet, or SSH access and access to Privileged EXEC level and CONFIG
levels of the CLI. When configuring TACACS or TACACS+ authentication, you create authentication-method lists specifically for these
access methods, specifying TACACS or TACACS+ as the primary authentication method.

Within the authentication-method list, TACACS or TACACS+ is specified as the primary authentication method and up to six backup
authentication methods are specified as alternates. If TACACS or TACACS+ authentication fails due to an error, the device tries the
backup authentication methods in the order they appear in the list. If a TACACS or TACACS+ server responds with a reject for a user, the
system does not try the backup authentication methods.

When you configure authentication-method lists for TACACS or TACACS+ authentication, you must create a separate authentication-
method list for Telnet or SSH CLI access, and for access to the Privileged EXEC level and CONFIG levels of the CLI.
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To create an authentication-method list that specifies TACACS or TACACS+ as the primary authentication method for securing Telnet or
SSH access to the CLI.

device (config) # enable telnet authentication
device (config) # aaa authentication login default tacacs+ local

NOTE
To enable AAA support for commands entered at the console you must follow the procedure described in the Configuring AAA
on the console task.

The commands above cause TACACS or TACACS+ to be the primary authentication method for securing Telnet or SSH access to the
CLI. If TACACS or TACACS+ authentication fails due to an error with the server, authentication is performed using local user accounts
instead.

To create an authentication-method list that specifies TACACS or TACACS+ as the primary authentication method for securing access to
Privileged EXEC level and CONFIG levels of the CLI.

device (config)# aaa authentication enable default tacacs+ local none

The command above causes TACACS or TACACS+ to be the primary authentication method for securing access to Privileged EXEC
level and CONFIG levels of the CLI. If TACACS or TACACS+ authentication fails due to an error with the server, local authentication is
used instead. If local authentication fails, no authentication is used; the device automatically permits access.

Entering privileged EXEC mode after a console Telnet or SSH login

By default, a user enters User EXEC mode after a successful login using a non-AAA method through console, Telnet or SSH. Optionally,
you can configure the device so that a user enters Privileged EXEC mode after a console, Telnet or SSH login. To do this, use the
following command.

device (config) #
aaa authentication login privilege-mode

Syntax: [no] aaa authentication login privilege-mode

The user's privilege level is based on the privilege level granted during login.

Limitations when automatically entering privilege EXEC mode for SSH session with public-key authentication
Features that require user identity will continue to behave as if no user identity was provided.

+  The authentication, authorization and accounting will not be performed through AAA.

Enabling automatically entering Privilege EXEC mode access for SSH session with public-key authentication

1:

device (config) # aaa authentication login default local
device (config) # aaa authentication login privilege-mode

NOTE
After successful key-authentication, the SSH session will be placed into the Privileged EXEC mode.

2:
device (config) # aaa authentication enable default local
device (config) # aaa authentication login privilege-mode
device (config) # ip ssh password-authentication no
device (config) # ip ssh interactive-authentication no
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NOTE
After successful key-authentication, the SSH session will be placed into the privileged EXEC mode.

3:
device (config) # aaa authentication login privilege-mode
device (config) # ip ssh permit-empty-passwd yes
NOTE
After successful key-authentication, the SSH session will be placed into the privileged EXEC mode.
4.
device (config) # aaa authentication login privilege-mode
device (config) # ip ssh key-authentication no
device (config) # ip ssh password-authentication yes
device (config) # ip ssh interactive-authentication yes
NOTE

An authenticated SSH session using either password or interactive authentication will be placed into the privileged EXEC mode.

Disabling automatically entering Privilege EXEC mode access for SSH session with public-key authentication
1:

device (config) # aaa authentication login default local
device (config) # no aaa authentication login privilege-mode

NOTE
After successful key-authentication, the SSH session will be placed into the User EXEC mode.

Syntax: :[no] aaa authentication login privilege-mode

Configuring enable authentication to use enable password on TACACS+
TACACSH+ server allows a common enable password to be configured on the TACACS+ server. To allow a user to authenticate against

that enable password, instead of the login password, use this command.

device (config)# aaa authentication enable implicit-user

Syntax: [no] aaa authentication enable implicit-user

Telnet or SSH prompts when the TACACS+ server is unavailable
When TACACSH+ is the first method in the authentication method list, the device displays the login prompt received from the TACACS+
server. If a user attempts to login through Telnet or SSH, but none of the configured TACACS+ servers are available, the following takes
place:
«  If the next method in the authentication method list is "enable’, the login prompt is skipped, and the user is prompted for the
Enable password (that is, the password configured with the enable super-user-password command).

If the next method in the authentication method list is "line”, the login prompt is skipped, and the user is prompted for the Line
password (that is, the password configured with the enable telnet password command).
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Configuring TACACS+ authorization

The Extreme device supports TACACS+ authorization for controlling access to management functions in the CLI. Two kinds of TACACS+
authorization are supported:

+  Exec authorization determines a user’s privilege level when they are authenticated

Command authorization consults a TACACS+ server to get authorization for commands entered by the user

Configuring exec authorization

When TACACS+ exec authorization is performed, the Extreme device consults a TACACS+ server to determine the privilege level of the
authenticated user.

To configure TACACS+ exec authorization on an Extreme device, enter the following command.
device (config) # aaa authorization exec default tacacs+

Syntax: aaa authorization exec default tacacs+ | radius | none
If you specify none, or omit the aaa authorization exec command from the device’s configuration, no exec authorization is performed.

A user’s privilege level is obtained from the TACACS+ server in the "foundry-privivl" A-V pair. If the aaa authorization exec default
tacacs command exists in the configuration, the device assigns the user the privilege level specified by this A-V pair. If the command
does not exist in the configuration, then the value in the "foundry-privivl" A-V pair is ignored, and the user is granted Super User access.

NOTE

If the aaa authorization exec default tacacs+ command exists in the configuration, following successful authentication the
device assigns the user the privilege level specified by the "foundry-privivl" A-V pair received from the TACACS+ server. If the
aaa authorization exec default tacacs+ command does not exist in the configuration, then the value in the "foundry-privivl" A-V
pair is ignored, and the user is granted Super User access.Also note that in order for the aaa authorization exec default tacacs+
command to work, either theaaa authentication enable default tacacs+ command, or the aaa authentication login default
tacacs+ command must also exist in the configuration.

Configuring an attribute-value pair on the TACACS+ server

During TACACS+ exec authorization, the Extreme device expects the TACACS+ server to send a response containing an A-V (Attribute-
Value) pair that specifies the privilege level of the user. When the Extreme device receives the response, it extracts an A-V pair configured
for the Exec service and uses it to determine the user’s privilege level.

To set a user’s privilege level, you can configure the "foundry-privivl" A-V pair for the Exec service on the TACACS+ server.

user=bob {
default service = permit
member admin
# Global password
global = cleartext "cat"
service = exec {
foundry-privlvl = 0
}
}

In this example, the A-V pair foundry-privlvl = 0 grants the user full read-write access. The value in the foundry-privivl A-V pair is
an integer that indicates the privilege level of the user. Possible values are O for super-user level, 4 for port-config level, or 5 for read-
only level. If a value other than O, 4, or 5 is specified in the foundry-privivl A-V pair, the default privilege level of 5 (read-only) is used. The
foundry-privivl A-V pair can also be embedded in the group configuration for the user. Refer to your TACACS+ documentation for the
configuration syntax relevant to your server.
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If the foundry-privivl A-V pair is not present, the Extreme device extracts the last A-V pair configured for the Exec service that has a
numeric value. The Extreme device uses this A-V pair to determine the user’s privilege level.

user=bob {
default service = permit
member admin
# Global password
global = cleartext "cat"
service = exec {
priv-1lvl = 15
}
}

The attribute name in the A-V pair is not significant; the Extreme device uses the last one that has a numeric value. However, the Extreme
device interprets the value for a non-"foundry-privivl" A-V pair differently than it does for a "foundry-privivl" A-V pair. The following table
lists how the Extreme device associates a value from a non-"foundry-privivl® A-V pair with an Extreme privilege level.

Value for non-"foundry-privivl" A-V pair Privilege level
15 O (super-user)
From 14 - 1 4 (port-config)
Any other number or O 5 (read-only)

In the example above, the A-V pair configured for the Exec service is priv-1vl = 15. The Extreme device uses the value in this A-V
pair to set the user’s privilege level to O (super-user), granting the user full read-write access.

In a configuration that has both a "foundry-privivl" A-V pair and a non-"foundry-privivl" A-V pair for the Exec service, the non-"foundry-
privivl” A-V pair is ignored.
user=bob {
default service = permit
member admin
# Global password
global = cleartext "cat"
service = exec {
foundry-privlvl = 4
priv-1vl = 15
}
}

In this example, the user would be granted a privilege level of 4 (port-config level). The privivl = 15 A-V pairis ignored by the
Extreme device.

If the TACACS+ server has no A-V pair configured for the Exec service, the default privilege level of 5 (read-only) is grated to the user.

Configuring command authorization

When TACACS+ command authorization is enabled, the device consults a TACACS+ server to get authorization for commands entered
by the user.

You enable TACACS+ command authorization by specifying a privilege level whose commands require authorization. For example, to
configure the Extreme device to perform authorization for the commands available at the Super User privilege level (that is, all
commands on the device), enter the following command.

device (config) # aaa authorization commands O default tacacs+
Syntax: [no] aaa authorization commands privilege-level default tacacs+ | radius | none

The privilege-level parameter can be one of the following:

0O - Authorization is performed for commands available at the Super User level (all commands)

Extreme Netlron Security Configuration Guide, 06.2.00
80 9036120-00



Configuring TACACS or TACACS+ security

+ 4 - Authorization is performed for commands available at the Port Configuration level (port-config and read-only commands)

5 - Authorization is performed for commands available at the Read Only level (read-only commands)

NOTE
TACACS+ command authorization can be performed only for commands entered from Telnet or SSH sessions, or from the
console. No authorization is performed for commands entered at the Web Management Interface or Brocade Network Advisor.

TACACS+ command authorization is not performed for the following commands:
At all levels: exit , logout, end, quit and access-list (Any command with "acc” prefix).

At the Privileged EXEC level: enable or enabletext, where text is the password configured for the Super User privilege level.

If configured, commmand accounting is performed for these commands.

NOTE
To enable AAA support for commands entered at the console you must follow the procedure described in the Configuring AAA
on the console task.

Configuring TACACS+ accounting

The Extreme device supports TACACS+ accounting for recording information about user activity and system events. When you configure
TACACS+ accounting on an Extreme device, information is sent to a TACACS+ accounting server when specified events occur, such as
when a user logs into the device or the system is rebooted.

Configuring TACACS+ accounting for Telnet or SSH (shell) access

To send an Accounting Start packet to the TACACS+ accounting server when an authenticated user establishes a Telnet or SSH session
on the Extreme device, and an Accounting Stop packet when the user logs out.

device (config) # aaa accounting exec default start-stop tacacs+

Syntax: [no] aaa accounting exec default start-stop radius | tacacs+ | none

Configuring TACACS+ accounting for CLI commands

You can configure TACACS+ accounting for CLI commands by specifying a privilege level whose commands require accounting. For
example, to configure the Extreme device to perform TACACS+ accounting for the commands available at the Super User privilege level
(that is; all commands on the device), enter the following command.

device (config) # aaa accounting commands 0 default start-stop tacacs+

An Accounting Start packet is sent to the TACACS+ accounting server when a user enters a command, and an Accounting Stop packet is
sent when the service provided by the command is completed.

NOTE
If authorization is enabled, and the command requires authorization, then authorization is performed before accounting takes
place. If authorization fails for the command, no accounting takes place.

Syntax: [no] aaa accounting commands privilege-level default start-stop radius | tacacs+ | none
The privilege-level parameter can be one of the following:
0 - Records commands available at the Super User level (all commands)

+ 4 - Records commands available at the Port Configuration level (port-config and read-only commmands)
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5 - Records commands available at the Read Only level (read-only commands)

Configuring TACACS+ accounting for system events

You can configure TACACS+ accounting to record when system events occur on the Extreme device. System events include rebooting
and when changes to the active configuration are made.

The following command causes an Accounting Start packet to be sent to the TACACS+ accounting server when a system event occurs,
and a Accounting Stop packet to be sent when the system event is completed.

device (config) # aaa accounting system default start-stop tacacs+

Syntax: [no] aaa accounting system default start-stop radius | tacacs+ | none

Configuring an interface as the source for all TACACS or TACACS+
packets

You can designate the lowest-numbered IP address configured an Ethernet port, loopback interface, or virtual interface as the source IP
address for all TACACS or TACACS+ packets from the Extreme device. Identifying a single source IP address for TACACS or TACACS+
packets provides the following benefits:

If your TACACS or TACACS+ server is configured to accept packets only from specific links or IP addresses, you can use this
feature to simplify configuration of the TACACS or TACACS+ server by configuring the Extreme device to always send the
TACACS or TACACS+ packets from the same link or source address.

If you specify a loopback interface as the single source for TACACS or TACACS+ packets, TACACS or TACACS+ servers can
receive the packets regardless of the states of individual links. Thus, if a link to the TACACS or TACACS+ server becomes
unavailable but the client or server can be reached through another link, the client or server still receives the packets, and the
packets still have the source IP address of the loopback interface.

The software contains separate CLI commands for specifying the source interface for Telnet, TACACS or TACACS+, and RADIUS
packets. You can configure a source interface for one or more of these types of packets.

To specify an Ethernet, loopback, or virtual interface as the source for all TACACS or TACACS+ packets from the device, use the
following CLI method. The software uses the lowest-numbered IP address configured on the port or interface as the source IP address
for TACACS or TACACS+ packets originated by the device.

To specify the lowest-numbered IP address configured on a virtual interface as the device source for all TACACS or TACACS+ packets,
enter commands such as the following.
device (config)# int ve 1
device (config-vif-1)# ip address 10.0.0.3/24
(
(

device (config-vif-1)# exit
device (config)# ip tacacs source-interface ve 1

The commands in this example configure virtual interface 1, assign IP address 10.0.0.3/24 to the interface, then designate the interface
as the source for all TACACS or TACACS+ packets from the Extreme device.

Syntax: [no] ip tacacs source-interface ethernet portnum | loopback num | ve num

The num parameter is a loopback interface or virtual interface number. If you specify an Ethernet, the portnum is the port's number
(including the slot number, if you are configuring a device).
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Displaying TACACS or TACACS+ statistics and configuration information
The show aaa command displays information about all TACACS+ and RADIUS servers identified on the device.

device# show aaa
TACACS default key:
TACACS retries: 3
TACACS timeout: 3 seconds
TACACS+ Server: IP=10.20.80.20 Port=49 Usage=any Key=...
opens=0 closes=0 timeouts=0 errors=0
packets in=0 packets out=0
Radius default key:
Radius retries: 3
Radius timeout: 3 seconds
Radius Server: IP=10.20.99.134 Auth Port=1812 Acct Port=1813 Usage=any
Key=...
opens=7 closes=7 timeouts=24 errors=0
packets in=7 packets out=79
Health-check=disabled dead-time-interval=45 auto-authenticate-time-interval=30 available
Radius Server: IP=10.20.99.135 Auth Port=1812 Acct Port=1813 Usage=any
Key=...
opens=72 closes=72 timeouts=0 errors=0
packets in=72 packets out=72
Health-check=disabled dead-time-interval=45 auto-authenticate-time-interval=30 available
device#

Syntax: show aaa

The following table describes the TACACS or TACACS+ information displayed by the show aaa command.

Field Description

Tacacs+ key The setting configured with the tacacs-server key command. At the Super
User privilege level, the actual text of the key is displayed. At the other
privilege levels, a string of periods (....) is displayed instead of the text.

Tacacs+ retries The setting configured with the tacacs-server retransmit command.
Tacacs+ timeout The setting configured with the tacacs-server timeout command.

Tacacs+ dead-time The setting configured with the tacacs-server dead-time command.
Tacacs+ Server For each TACACS or TACACS+ server, the IP address, port, and the

following statistics are displayed:

opens - Number of times the port was opened for communication with
the server

closes - Number of times the port was closed normally

timeouts - Number of times port was closed due to a timeout
errors - Number of times an error occurred while opening the port
packets in - Number of packets received from the server

packets out - Number of packets sent to the server

connection The current connection status. This can be "no connection” or "connection
active”.

The show web command displays the privilege level of Web Management Interface users.

device#show web
User Privilege IP address
set 0 192.168.1.234

Syntax: show web
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Validating TACACS+ reply packets

The TACACSH+ reply packets are validated for individual fields in the packet header and encrypted or unencrypted packet body to avoid
any system failure due to processing invalid or corrupt reply packets. Since the packet body formats are different for authentication,
authorization and accounting replies, packet body validation is done separately for each of these replies.

Validating TACACS+ packet header

The TACACS+ packet header validates:

Minimum length of data (fixed size is 12 bytes) for a valid TACACS+ packet header before reading through individual fields in
the header.

Field type in the received packet header against type of TACACS+ reply from the server.

+  Comparison between received packet length and full packet length (header-size + length field in the packet header).

Following table lists all possible error conditions and corresponding messages for the reply packet header validation.

Error warning message Error condition

Warning: Received invalid TACACS+ packet header The received packet size is less than minimum length for TACACS+ reply
header

Warning: Received invalid TACACS+ packet type Received packet having invalid or null packet type

Warning: Received invalid TACACS+ packet data The received packet size is not matching data length specified in the

packet header

Validating TACACS+ authentication reply

The TACACS+ authentication reply packet validates:
Minimum length of data (fixed size is 6 bytes) for a valid TACACS+ authentication reply before reading through individual fields
in the reply body.
+  Reply packet is decrypted correctly, validate the status field received in the reply packet to be one of the legal values for
TACACS+ authentication status.

+  If server-msg length field is present in the reply packet, ensure server message is within the received packet and has non-null
string message.

+  If data length field is present in the reply packet, ensure data is within the received packet.
Full packet length (header size + length field received in packet header) against number of bytes parsed successfully from the

received reply packet.

Following table lists all possible error conditions and corresponding messages for the authentication reply validation.

Error warning message Error condition

Warning: Invalid TACACS+ authentication reply packet Received packet body size is less than minimum length for TACACS+
authentication reply body

Warning: Invalid TACACS+ authentication reply packet body Received packet having invalid or null packet body

Warning: Invalid TACACS+ authentication reply packet body.. check key Invalid status field in the packet body. possibly key mismatch

value

Warning: Invalid server msg length in TACACS+ authentication reply The server message length specified is not within packet boundary

Warning: Invalid server msg in TACACS+ authentication reply Invalid or null data found in server message

Warning: Invalid data length in TACACS+ authentication reply The data length specified is not within packet boundary
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Error warning message Error condition
Warning: Invalid TACACS+ authentication reply. packet total length The total number of bytes parsed successfully from the received packet is
mismatch not matching with data length specified in the packet

Validating TACACS+ authorization reply

The TACACS+ authorization reply packet validates:

Minimum length of data (fixed size 6 bytes) for a valid TACACS+ authorization reply before reading through individual fields in
the reply body.

The reply packet is decrypted correctly, validate the status field received in the reply packet to be one of the legal values for
TACACS+ authorization status.

If arg-count field is present in the reply packet, ensure this is within the received packet and has non-null data.

If server-msg length field is present in the reply packet, ensure server message is within the received packet and has non-null
string message.

If data length field is present in the reply packet, ensure data is within the received packet.
If arg-count field is present in the reply packet, ensure this is within the received packet and has non-null data.

Full packet length (header size + length field received in packet header) against number of bytes parsed successfully from the
received reply packet.

Following table lists all possible error conditions and corresponding messages for the authorization reply validation.

Error warning message Error condition

Warning: Invalid TACACS+ authorization reply packet Received packet body size is less than minimum length for TACACS+
authorization reply body

Warning: Invalid TACACS+ authorization reply packet body Received packet having invalid or null packet body

Warning: Invalid TACACS+ authorization reply packet body. check key Invalid status field in the packet body. possibly key mismatch

value

Warning: Invalid arg_cnt in TACACS+ authorization reply The server argument count specified is not within packet boundary

Warning: Invalid arg_len in TACACS+ authorization reply Invalid or null data found in argument length field

Warning: Invalid server msg length in TACACS+ authorization reply The server message length specified is not within packet boundary

Warning: Invalid server msg in TACACS+ authorization reply Invalid or null data found in server message

Warning: Invalid data length in TACACS+ authorization reply The data length specified is not within packet boundary

Warning: Invalid arg length in TACACS+ authorization reply The argument length specified is not within packet boundary

Warning: Invalid arg in TACACS+ authorization reply Invalid or null data found in argument field

Warning: Invalid TACACS+ authorization reply. packet total length The total number of bytes parsed successfully from the received packet is

mismatch not matching with data length specified in the packet

Validating TACACS+ accounting reply

The TACACS+ accounting reply packet validates:

Minimum length of data (fixed size 5 bytes) for a valid TACACS+ accounting reply before reading through individual fields in the
reply body.

Reply packet is decrypted correctly, validate the status field received in the reply packet to be one of the legal value for TACACS
+ accounting status.

If server-msg length field is present in the reply packet, ensure server message is within the received packet and has non-null
string message.

If data length field is present in the reply packet, ensure data is within the received packet.
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+  Full packet length (header size + length field received in packet header) against number of bytes parsed successfully from the

received reply packet.

Following table lists all possible error conditions and corresponding messages for the accounting reply validation.

Error warning message

Warning: Invalid TACACS+ accounting reply packet

Warning: Invalid TACACS+ accounting reply packet body

Warning: Invalid TACACS+ accounting reply packet body. check key value
Warning: Invalid server msg length in TACACS+ accounting reply
Warning: Invalid server msg in TACACS+ accounting reply

Warning: Invalid data length in TACACS+ accounting reply

Warning: Invalid TACACS+ accounting reply. packet total length mismatch
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Error condition

Received packet body size is less than minimum length for TACACS+
accounting reply body

Received packet having invalid or null packet body

Invalid status field in the packet body. possibly key mismatch

The server message length specified is not within packet boundary
Invalid or null data found in server message

The data length specified is not within packet boundary

The total number of bytes parsed successfully from the received packet is
not matching with data length specified in the packet
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ACL overview

An access control list (ACL) is a container for rules that permit or deny network traffic based on criteria that you specify.

When a frame or packet is received or sent, the device compares its header fields against the rules in applied ACLs. This comparison is
done according to a rule sequence, which you can specify. Based on the comparison, the device either forwards or drops the frame or
packet.

NOTE
In some ACL topics, the terms entry, clause, statement, or filter are used interchangeably with rule.

The benefits of ACLs include the following:
Provide security and traffic management.
Monitor network and user traffic.
Save network resources by classifying traffic.
Protect against denial of service (DOS) attacks.
Reduce debug output.
There are five ACL types, supporting a range of filtering options:
MAC ACLs—Filter traffic by Layer 2 frame contents: source and destination MAC addresses, priority, VLAN and etype.
IPv4 standard ACLs—Filter IPv4 traffic by source address.

IPv4 extended ACLs—Filter IPv4 traffic by source and destination address, IP protocol, QoS and other parameters. For
example:

- TCP or UDP source and destination port names and numbers
- IP protocol names and numbers
- TCP flags, ICMP messages and QoS attributes

IPv6 ACLs—Filter routed IPv6 traffic by source and destination address, QoS, extension, and other options.

USER-DEFINED ACLs (UDAs)—Use offsets to filter up to 128 bytes of specified traffic.

The following table indicates which ACL types support only named ACLs, or also ACLs identified by an integer only:

TABLE 4 Numbered and named ACLs

ACL type Numbered / Named
MAC Numbered or named
IPv4 standard Numbered or named
IPv4 extended Numbered or named
IPv6 Named only
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TABLE 4 Numbered and named ACLs (continued)

User-defined (UDA)

Numbered or named

The following guidelines apply to all named ACLs:

+ ACL names can be 1 through 255 characters long, and must begin with a-z, A-Z or 0-9.

+ You can use underscore (_) or hyphen (-) in ACL names, but not as the first character.

+ ACL names must contain at least one alphabetic character.

+  Although you can use the same name for different ACL types, Extreme recommends that you specify unique names across all
ACL types.

ACL and rule limits

There are limits to the number of ACLs and rules supported. Some of these limits are configurable.

For each protocol or ACL type, the following table lists the maximum numbers of ACLs that you can define. For numbered ACLs, the
table also lists the numbers you can assign to each ACL type.

TABLE S ACL maximums
MAC 1000 (400-1399) NA 500 (CES/CER) NA 1500 (CES/CER)
4000 (MLX/XMR) 5000 (MLX/XMR)
IPv4 99 (1-99) 100 (100-199) 100 500 (CES/CER) 799 (CES/CER)
4000 (MLX/XMR) 4299 (MLX/XMR)
IPv6 NA NA 1000 (CES/CER)
4000 (MLX/XMR)
1500
User-defined (UDAs) 1000 NA 500 (4000-4499) NA

(MLX/XMR)

(2000-2999)

The following table lists the maximum total number of IPv4 and IPv6 ACL (Layer 3) rules supported:

TABLE 6 Maximum Layer 3 ACL rules

IPv4 and IPv6

Lowest supported value: 1024

Default value: 4096

Maximum value: 102,400

system-max ip-filter-sys
Refer to Modifying the Layer 3 ACL rule maximum on page

126.

For Layer 2 ACLs and for User-defined ACLs (UDAs), there are configurable parameters that specify the maximum number of rules that

you can include in each ACL. There are no global parameters for these ACL types:
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TABLE 7 Maximum rules per ACL (Layer 2 and UDA)

ACL type Standard Extended Standard Extended
numbered numbered named named
Layer 2 64 (lowest and default max) | NA 64 (lowest and default max) | NA
256 (max max) 256 (max max)
User-defined ACLs 64 (lowest and default max) | NA 64 (lowest and default max) | NA
(UDAS) 256 (max max) 256 (max max)

For details of how to modify the rule maximums for Layer 2 ACLs and for UDAs, refer to the following topics:

Impact of Layer 2 ACL limits on Layer 3 ACL resources on page 123
Summary of ACL system and policy parameters on page 187

Layer 2 ACLs

Layer-2 Access Control Lists (ACLs) filter incoming traffic based on Layer-2 MAC header fields in the Ethernet IEEE 802.3 frame.
Specifically, Layer-2 ACLs filter incoming traffic based on any of the following Layer-2 fields in the MAC header:

Source CER 2000 Series MAC address and source MAC mask
Destination MAC address and destination MAC mask

VLAN ID

Ethernet type

802.1p

Layer-2 ACLs filter traffic at line-rate speed.

Layer 2 ACL configuration guidelines

General Layer 2 ACL configuration guidelines

The following guidelines apply to all Layer 2 ACLs:

On XMR Series and MLX Series devices, you cannot bind Layer 2 ACLs and IPv4 or IPv6 ACLs to the same port in the
identical ingress/egress direction. However, you can perform the following configuration:

- Onone port, bind a Layer 2 ACL.
- Ona second port, bind one or both of the following:

> An|Pv4 ACL (standard or extended)
> An |IPve ACL

CES 2000 Series and CER 2000 Series devices enable you to bind a Layer 2 ACL, an IPv4 ACL, and an IPv6 ACL on the
same port.

You cannot bind a Layer 2 ACL to a virtual interface.
The Layer 2 ACL feature cannot perform SNAP and LLC encapsulation type comparisons.

Extreme devices process ACLs in hardware.
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For all Netlron devices, if a port has an IPv4 or IPv6 ACL applied, you must remove the ACL bindings before adding that port
to a VLAN that has a VE interface.

You cannot edit or modify an existing Layer 2 ACL clause. If you want to change the clause, you must delete it first, then re-
enter the new clause.

You cannot add remarks to a Layer 2 ACL clause.
When you bind a Layer 2 ACL that is not defined, it implicitly denies all traffic.

The behavior of Layer 2 ACLs for dynamic LAG creation and deletion is that before a LAG is formed all ports which will be
parts of the LAG must have the same configuration. For example, all of the ports can have no ACL, or have ACL 401 on
inbound and outbound ports. After the LAG is removed, all ACL bindings (if there are any) are propagated to all of the
secondary ports.

Layer 2 inbound ACLs and Layer 2 inbound ACL-based rate limiting are not supported on Layer 3 VPNs.

You can bind multiple rate limiting policies to a single port. However, once a matching ACL clause is found for a packet, the
device does not evaluate subsequent clauses in that rate limiting ACL and subsequent rate limiting ACLSs.

If you need to downgrade to a version earlier than 5.6, refer to Upgrade and downgrade considerations (5.6.00) on page 203.

Configuration considerations for dual inbound ACLs on CES 2000 Series and CER 2000 Series
devices

CES 2000 Series and CER 2000 Series devices enable you to bind a Layer 2 ACL, an IPv4 ACL, and an IPv6 ACL to the same port, as
follows:

A Layer 2 ACL is bound to the port.
An IPv4 and an IPv6 ACL, or one of the two, are bound to the same port.
The filtering algorithm is as follows:
1. Anincoming packet is first examined by the IPv4 ACL or the IPv6 ACL, depending on the protocol.
2. Ifthe packet is denied by the IPv4/IPv6 ACL, the packet is dropped, without being examined by the L2 ACL.
3. If the packet is permitted by the IPv4/IPv6 ACL, it is then examined by the L2 ACL.

However, there is an implicit "deny” at the end of any ACL. To enable the above algorithm, IPv4/IPv6 ACLs intended for this scenario
must include a "permit any” filter as the last rule. Such a rule ensures that even packets not explicitly permitted by the IPv4/IPv6 ACL are
passed to the L2 ACL.

Dual inbound ACLs can also affect the behavior of ACL accounting. For details, refer to ACL accounting on CES 2000 Series and CER
2000 Series devices on page 100.

Configuration considerations for VPLS, VLL, and VLL-Local endpoints

L2 ACLs are supported on VPLS, VLL, and VLL-local endpoints with the following configuration considerations:
First configure the port as a VPLS, VLL, or VLL-local endpoint and then bind the Layer-2 ACL onit.
First remove the Layer-2 ACL from a VPLS, VLL, or VLL-local endpoint before removing the port from the VPLS, VLL, or
VLL-local instance or corresponding VLAN.
First remove the Layer-2 ACL from a VPLS, VLL, or VLL-local endpoint(s) before deleting the VPLS, VLL, or VLL-local
instance or corresponding VLAN.

If the VPLS, VLL, or VLL-local endpoint is a LAG port, you must first remove the Layer-2 ACL from the primary LAG port
before deleting the LAG. This restriction is applicable even if you are deleting the LAG using the force keyword.
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If a VLL or VLL-local endpoint is a LAG port with Layer-2 ACL, you have to first remove the Layer-2 ACL from the primary
LAG port before dynamically removing a port from the LAG.

Ensure that no VPLS, VLL, or VLL-local endpoint exists with an Layer-2 ACL before entering the command: no router mpls .

Types of Layer-2 ACLs

Layer-2 ACLs can be numbered or named. Numbered Layer-2 ACL table IDs range from 400 through 1399 for a maximum of 1000
configurable numbered Layer-2 ACL tables.

Within each Layer-2 ACL table, you can configure, by default, up to 64 rules. (To change the default, refer to Increasing the maximum
number of clauses per Layer-2 ACL table on page 95.) Each rule can define a set of Layer-2 parameters for filtering. Once you
completely define a Layer-2 ACL table, you must bind it to the interface for filtering to take effect.

The maximum number of Layer 2 ACLs varies with the platform. For details, refer to ACL and rule limits on page 88. The maximum
length of a named Layer-2 ACL is 255 characters. The Layer-2 ACL name cannot begin with digits O through 9, which prevents
confusion with the numbered L2 ACLs.

The device evaluates traffic coming into the port against each ACL clause. Once a matching entry is found, the device either forwards or
drops the traffic, depending upon the action specified for the clause. Once a matching entry is found, the device does not evaluate the
traffic against subsequent clauses.

By default, if the traffic does not match any of the clauses in the ACL table, the device drops the traffic. To override this behavior, specify
a "permit any ..." clause at the end of the table to match and forward all traffic not matched by the previous clauses.

NOTE
Use precaution when placing entries within ACL tables. You can also check conflict and duplication among ACL entries. Refer
to:

Enabling ACL duplication check on page 131
Enabling ACL conflict check on page 132

Creating a numbered Layer-2 ACL table

You create a numbered Layer-2 ACL table by defining a Layer-2 ACL clause.

To create a numbered Layer-2 ACL table, enter commands (clauses) such as the following at the Global CONFIG level of the CLI. Note
that you can add additional clauses to the ACL table at any time by entering the command with the same table ID and different MAC

parameters.
device (config) # access-1list 400 deny any any any etype arp
device (config) # access-1list 400 deny any any any etype ipvé6
device (config) # access-1list 400 deny any any any etype 8848
device (config) # access-1list 400 permit any any 100

The above configuration creates a Layer-2 ACL with an ID of 400. When applied to an interface, this Layer-2 ACL table will deny all
ARP, IPv6, and MPLS multicast traffic; and permit all other traffic in VLAN 100.
device (config) # access-1list 1399 permit any any 100 etype any dscp-marking 54

Warning: this ACL will have unexpected results on non-IP packets. Make sure the traffic on the interfaces
are IP packets.

The above configuration creates a Layer-2 ACL with an ID of 1399 and matches VLAN 100 and mark DSCP to 54.
NOTE

A warning message is displayed, if the incoming packet is a non-IP packet and without an L3 header. The warning message is
displayed in the above configuration example.
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For more examples of valid Layer-2 ACL clauses, see Filtering and priority manipulation based on 802.1p priority on page 94.

The ACL functionality for filtering traffic is enhanced with sequence numbers that enable users to insert, modify or delete rules at any
position, without having to remove and reapply the entire ACL. A sequence number is assigned to each ACL entry and ACL rules are
applied in the order of lowest to highest sequence number. Therefore, you can insert a new filter rule at any position you want in the ACL
table by specifying the sequence number. If you do not specify a sequence number a default sequence number is applied to each ACL
entry. The default value is 10+ the sequence number of the last ACL entry provisioned in the ACL table. Therefore, when you do not
specify a sequence number, the rule is added to the end of the ACL table. The default value for the first entry in a Layer 2 ACL table is
"10"

The following example creates a numbered Layer-2 ACL table "401" with two ACL entries.

device (config) # access-1list 401 permit 0000.1111.1111 ffff.ffff.ffff any any etype any

device (config) # access-1list 401 sequence 23 permit 0000.1111.1121 ffff.ffff.ffff any 23 etype any
The first entry in this example does not specify an ACL entry sequence number. Therefore the system assigns the default sequence
number "10" In the second entry, the sequence number is specified as "23". The output from the show access-list command for the
ACL table is:

device (config)# show access-list 401

L2 MAC Access List 401:

10: permit 0000.1111.1111 ffff.ffff.ffff any any etype any

23: sequence 23 permit 0000.1111.1121 ffff.ffff.ffff any 23 etype any
The show access-list command only displays user-configured sequence numbers. In this example, "sequence 23" is shown for the
second ACL entry because this is a user-specified sequence number. ACL entry sequence numbers that are generated by the system
are not displayed.

NOTE
If you specify a sequence number that is already used by another ACL filter rule, the following error message is
displayed."Error: Entry with sequence 23 already exists!"

NOTE
If you specify a sequence number which is greater than the limit (214748364) the following error message is displayed.'Error:
Valid range for sequence is 1 to 214748364"

Re-sequencing a numbered Layer-2 ACL table

To allow new ACL entries to be inserted between ACL entries that have consecutive sequence numbers, you can create space between
sequence numbers of adjacent filters by regenerating the ACL table.

To re-sequence ACL table "407", use the following command.

device (config) # access-1list 407 regenerate-seg-num

This command regenerates the filter sequence numbers in steps of 10, assigning the default sequence number "10" to the first entry in
the table.

NOTE

If sequence numbers generated by the regenerate-seq-num command cross the limit (214748364), then re-sequencing of
ACL filters will not take place and the following error message is displayed.Error: Valid range for sequence is 1 to
214748364".
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Deleting a numbered Layer-2 ACL entry

You can delete an ACL filter rule by providing the sequence number or without providing the sequence number. To delete an ACL filter
rule without providing a sequence number you must specify the filter rule attributes. To delete an ACL filter rule providing a sequence
number you can provide the sequence number alone or the sequence number and the other filter rule attributes.

To delete a filter rule with the sequence number "23" from Layer-2 access list "401" by specifying the sequence number alone, enter the
following command.

device (config) # no access-list 401 sequence 23
You can also delete this entry by specifying both the entry sequence number and filter rule attributes. For example:

device (config) # no access-list 401 sequence 23 permit 0000.1111.1121 ffff.ffff.ffff any 23 etype any
Alternatively, you can delete this rule by providing the filter rule attributes only. For example:

device (config) # no access-list 401 permit 0000.1111.1121 ffff.ffff.ffff any 23 etype any

NOTE
If you try to delete an ACL filter rule using the sequence number, but the sequence number that you specify does not exist, the
following error message will be displayed."Error: Entry with sequence 20 does not exist!"

Parameters to configure numbered Layer-2 ACL statements

Syntax: [no] access-list num [ sequence num ] permit | deny { src-mac mask | any } { dest-mac mask | any } [ { vian-id | any } ]
[ 0180.c200.0002 ffff.ffff.ffff | [ etype { etype-str| etype-hex } ] [ priority 802.1p-value | priority-force 802.1p-value | priority-
mapping 802.1p-value | mark-flow-id | dscp-marking number |

Syntax: access-list num regenerate-seq-num [ num |

The num parameter specifies the Layer-2 ACL table that the clause belongs to. The table ID can range from 400 to 1399. You can
define a total of 2000 Layer-2 ACL tables.

NOTE
If users configure the maximum L2 ACL of 1399, the other ACL types, such as IP and IPv6 ACL, will have limited space. It
may affect memory usage in CES 2000 Seriesor CER 2000 Series and MLX Series or XMR Series devices.

The sequence parameter specifies where the conditional statement is to be added in the access list. You can add a conditional statement
at particular place in an access list by specifying the entry number using the sequence keyword. The range is from 1 through
214748364. If the sequencenum is specified for the first ACL clause "clause-1" and not specified for the second ACL clause
"clause-2", then the system rounds off the sequence number of the last ACL filter rule provisioned to the next 10th digit. The default
value for the first clause in a Layer-2 ACL table is "10"

The permit | deny argument determines the action to be taken when a match occurs.

The src-macmask | any parameter specifies the source MAC address. You can enter a specific address and a comparison mask or the
keyword any to filter on all MAC addresses. Specify the mask using Fs and zeros. For example, to match on the first two bytes of the
address aabb.ccdd.eeff, use the mask ffff.0000.0000. In this case, the clause matches all source MAC addresses that contain "aabb" as
the first two bytes and any values in the remaining bytes of the MAC address. If you specify any, you do not need to specify a mask and
the clause matches on all MAC addresses.

The dest-macmask | any parameter specifies the destination MAC address. The syntax rules are the same as those for the src-
macmask | any parameter.

The optional vian-id | any parameter specifies the vlan-id to be matched against the VLAN ID of the incoming packet. You can specify
any to ignore the vlan-id match.
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The optional etype{ etype-str| etype-hex } argument specifies the Ethernet type field of the incoming packet in order for a match to
oceur.

LACP traffic can be filtered using MAC destination address 0180.c200.0002 ffff.ffff.ffff in a Layer 2 ACL.

The etype-str variable can be one of the following keywords:
IPv4-I5 (Etype=0x0800, IPv4, HeaderLen 20 bytes)
ARP (Etype=0x0806, IP ARP)
IPv6 (Etype=0x86dd, IP version 6)
ANY - specify etype any to ignore Ethernet type field match.

The etype-hex variable can be a hex number that indicates a supported Ethernet type (etype). For example:
8847 (MPLS unicast)
8848 (MPLS multicast)
88A8 (MAC in MAC)
0806 (ARP)

NOTE
Filtering based on etype value is only supported for Layer-2 inbound ACLs. It is not supported for Layer-2 outbound ACLs.
The etype-hex option is supported only for Gen2 and Gen2+ cards.

Use dscp-marking number to mark the DSCP value in the incoming packet with the value you specify.

Parameters for regenerating Layer-2 ACL table sequence numbers

num Specifies the number of the Layer-2 ACL table to resequence

regenerate-seq-num [ num ] (Optional) Specifies the initial sequence number for the access list after
regeneration. The valid range is from 1 through 214748364. The default
value is 10. ACL filter rule sequence numbers are regenerated in steps of
10.

Filtering and priority manipulation based on 802.1p priority
Layer-2 ACL support has been provided for filtering and priority manipulation based on a packet's 802.1p priority using the following

keywords.

The following priority options can be configured following the etype argument.

NOTE
The keywords priority and priority-force cannot be used together in an ACL entry.

The priority option assigns outgoing traffic that matches the ACL to a hardware forwarding queue based on the incoming 802.1p value.
If the incoming packet priority is lower than the specified value, the outgoing packet priority is set to the specified value. Should the
incoming packet priority have a higher priority than the specified value, the priority is not changed. This option is applicable for inbound
ACLs only.

The priority-force option sets the outgoing priority of the matching packet to the specified value, regardless of the incoming packet
priority value. This option is applicable for inbound ACLs only.

The priority-mapping option matches on the incoming packet’'s 802.1p value. This option does not change the packet's forwarding
internal forwarding queue or change the outgoing 802.1p value. This keyword is applicable for both inbound and outbound ACLs.
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On the CER 2000 Series and CES 2000 Series series, the exclude-pcp-marking option is available if you include the priority or
priority-force keywords in ACL permit or deny statements. The exclude-pcp-marking option prevents PCP modification both for regular
Layer 2/Layer 3 traffic and for VPLS packets.

The 802. 1p-value variable specifies one of the following QoS queues for use with the priority, priority-force options

+  0-q9ospO
1-qospl
+  2-q9osp2
+  3-q9gosp3
4 - qosp4
+  5-q9ospS
+  ©6-9gospb
7 - qosp”/

Use the no parameter to delete the Layer-2 ACL clause from the table. When all clauses are deleted from a table, the table is
automatically deleted from the system.

The following shows some examples of valid Layer-2 ACL clauses.

device (config) # access-1list 501 permit 0025.0113.0101 ffff.ffff.ffff 0021.3113.0101 ffff.ffff.f£f£ff any
etype any priority 2

device (config)# access-1list 501 deny 0025.0113.0102 ffff.ffff.ffff 0021.3113.0101 ffff.ffff.ffff any etype
any log

device (config) # access-1list 501 permit any 0021.3121.0101 ffff.ffff.ffff any etype any priority-mapping 1
device (config) # access-1list 501 deny 0025.0122.010a ffff.ffff.ffff any any etype arp log

device (config) # access-1list 501 permit 0025.0123.010a ffff.ffff.ffff 0021.3113.0101 ffff.ffff.ffff any
etype ipv4-15 mirror

device (config)# access-1list 501 permit 0025.0124.010a ffff.ffff.ffff 0021.3113.0101 ffff.ffff.ffff any
etype ipv6 mirror priority-force 5

device (config)# access-1list 501 permit 0025.0124.010c ffff.ffff.ffff 0021.3113.0101 ffff.ffff.ffff any
etype any
device (confiqg)
device (config)
device (confiqg)
device (confiqg)

access-list 501 deny any any 1618 etype any priority-mapping 0

access-list 501 deny any any 1615 etype any priority-force 5

access-1list 501 deny any any 1613 etype any priority 3

access-list 401 sequence 23 permit 0000.1111.1121 ffff.ffff.ffff any 23 etype any

#
#
#
#
Inserting and deleting Layer-2 ACL clauses

You can make changes to the Layer-2 ACL table definitions without unbinding and rebinding the table from an interface. For example,
you can add a new clause to the ACL table, delete a clause from the table, delete the ACL table, etc.

When making changes to a Layer-2 ACL that has already been bound to an interface, the ACL is automatically unbound and rebound as
CAM entries for the ACL and applied interfaces are removed and recreated. This can create a brief period of time lasting several
milliseconds during which the ACL is effectively unbound from all applied interfaces. The duration of this period can change, depending
on the number of lines in the ACL.

Increasing the maximum number of clauses per Layer-2 ACL table
You can increase the maximum number of clauses configurable within a Layer-2 (L2) ACL table.

To increase the maximum number of clauses per L2 ACL table, enter a command such as the following at the Global CONFIG level of
the CLI. The system supports 64 (default) to 256 ACL table entries per L2 ACL and a system reload is required after changing this
value.

device (config) # system-max l2-acl-table-entries 200
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Syntax: [no] system-max |2-acl-table-entries max

NOTE
The 12-acl-table-entries controls the maximum number of filters supported on one Layer-2 ACL. The named Layer-2 ACL is
also subject to the configuration of this system-max value.

The max parameter specifies the maximum number of clauses per Layer-2 ACL.

Binding a numbered Layer-2 ACL table to an interface

To enable Layer-2 ACL filtering, bind the Layer-2 ACL table to an interface. Enter a command such as the following at the Interface level
of the CLI to bind an inbound Layer-2 ACL.

device (config)# int e 4/12
device (config-int-e100-4/12) # mac access-group 400 in

Enter a command such as the following at the Interface level of the CLI to bind an outbound Layer-2 ACL.

device (config)# int e 4/12
device (config-int-e100-4/12) # mac access-group 400 out

Syntax: [no] mac access-group num in | out

Filtering by MAC address

In the following example, an ACL is created that denies all traffic from the host with the MAC address 0000.0056.7890 being sent to
the host with the MAC address 0000.0033.44565.

device (config)# access-list 401 deny 0012.3456.7890 ffff.ffff.ffff 0000.0033.4455 ffff.ffff.ffff
device (config) # access-list 401 permit any any

Using the mask, you can make the access list apply to a range of addresses. For instance if you changed the mask in the previous
example from 0012.3456.7890 to ffff.ffff.fffO, all hosts with addresses from 0000.0056.7890 to 0000.0056.789f would be blocked.
This configuration for this example is shown in the following.

device (config) # access-1list 401 deny 0000.0056.7890 ffff.ffff.fff0 0000.0033.4455 ffff.ffff.ffff
device (config) # access-1list 401 permit any any

The num parameter specifies the Layer-2 ACL table ID to bind to the interface.

Filtering broadcast traffic
To define an Layer-2 ACL that filters Broadcast traffic, enter commands such as the following.

device (config) #access-1list 401 deny any ffff.ffff.ffff ffff.ffEEf.£E££F
device (config) #access-1list 401 permit any any any

To bind an Layer-2 ACL that filters Broadcast traffic, enter commands such as the following.

device (config) #int eth 14/1
device (config-1if-el10000-14/1) #mac access-gr 401 in

Extreme Netlron Security Configuration Guide, 06.2.00
96 9036120-00



Layer 2 ACLs

Using the priority option

In the following example, Access-list 401 assigns ARP packets with any source and destination addresses from VLAN 10 to internal
priority queue 5. Access-list 401 then maps the ARP packets to the 802.1p value 5 when outbound on an 802.1q interface and when
an 802.1p priority is lower than 5. Incoming packets with an 802.1p priority value greater than 5 are unchanged.

device (config) # access-1list 401 permit any any 10 etype arp priority 5

On the CER 2000 Series and CES 2000 Series series, the exclude-pcp-marking option is available if you include the priority or
priority-force keywords in ACL permit or deny statements. The exclude-pcp-marking option prevents PCP modification both for regular
Layer 2/Layer 3 traffic and for VPLS packets.

Using the priority force option

In the following example, access list 401 assigns IPv4 packets with any source and destination addresses from VLAN 10 to the internal
priority queue 6 and changes the outgoing 802.1p value to 6.

device (config)# access-1list 401 permit any any 10 etype ipv4-15 priority-force 6

Using the priority mapping option

In the following example, access list 401 permits IPv6 packets with any source and destination addresses from VLAN 10 that have an
802.1p priority of 3. The outgoing packet is not modified.

device (config) # access-1list 401 permit any any 10 etype ipvé priority-mapping 3

Using the drop-precedence keyword option

In the following example, access list 410 assigns IPv4 packets with any source and destination addresses from VLAN 10 to drop-
precedence O.

device (config)# access-1list 410 permit any any 10 etype ipv4-15 drop-precedence 0

The CES 2000 Series and CER 2000 Series devices treat the drop-precedence (DP) value internally, and do not mark any packets on
DP explicitly.

For example the following ACL is accepted but will not change the DP value of any packet going through CES 2000 Series and CER
2000 Series devices:

access-list 1300 permit any any 11 etype any drop-precedence 2
access-1list 1300 permit any any 12 etype any drop-precedence-force 1

The above configuration CLI specifies DP from O to 3, but CES 2000 Series and CER 2000 Series devices map them to O to 2 as
follows:

Configuration CLI CES Internal Process
00
11
21
32
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Using the drop-precedence-force keyword option

In the following example, access list 411 assigns packets with any source and destination addresses from VLAN 11 to drop-precedence
1

device (config) # access-1list 411 perm an an 11 etype an drop-precedence-force 1

Using the mirror keyword option

In the following example, access list 413 permits IPv6 packets with any source and destination addresses from VLAN 10 having an
802.1p priority of 3 and sends a copy of the matching packet to the specified mirror port.

device (config) # access-list 413 permit any any 10 etype ipvé6 priority-mapping 3

Using the mark flow ID keyword option

NOTE
The mark-flow-id keyword option is available for CES 2000 Series and CER 2000 Series devices
only.

The mark-flow-id option balances traffic coming from a LAG port and going to another LAG port. By applying the mark-flow-id
command to the inbound LAG port of an ACL, the matching traffic is marked with a flow ID and will be distributed over different physical
ports on the outbound LAG interface.

In the following example, access list 414 permits IPv6 packets with any source and destination addresses from VLAN 10 having an
802.1p priority of 2 and marks the flow ID for load-balancing on LAG ports.
device (config) #access-list 414 permit 1425.0124.010c ffff.ffff.ffff any 14 etype ipv4-15 priority-mapping 2
mark-flow-id

In the following example, access list 414 permits IPv4 packets from source mac 1425.0124.010c and any destination addresses from
VLAN 14 having an 802.1p priority of 2 and marks the flow ID for load-balancing on LAG ports.

device (config) #access-list 414 permit 1425.0124.010c ffff.ffff.ffff any 14 etype ipv4-15 priority-mapping 2
mark-flow-id

Creating a named Layer-2 ACL table
To create for example a named Layer-2 ACL called example_I2_acl, enter the following commands.

device (config) #mac access-list example 12 acl

device (config-mac-nacl) #deny 0000.0000.0001 ffff.ffff.ffff any
device (config-mac-nacl) #permit any 0000.0000.0002 ffff.ffff.ffff
device (config-mac-nacl) #exit

Following is an example of how a named Layer-2 ACL "example_I2_acl" is displayed in the configuration file.

|
mac access-list example 12 acl
deny 0000.0000.0001 ffff.ffff.ffff any
permit any 0000.0000.0002 ffff.ffff.ffff
|

The following example displays the output of the show access-list command for "[2_ACL".

L2 MAC Access List 12 acl:

21: sequence 21

permit 0000.3333.3333 ffff.ffff.ffff any any etype any
31: deny any any any etype any log
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In this example, the display of "sequence 21 " for the first entry indicates that the sequence number is user-configured. In the second
entry, the sequence number is not displayed; this indicates that the sequence number was not specified by the user but generated by the
system.

To re-sequence a named Layer-2 ACL table, enter the following command:

device (config) # mac access-list 12 acl
device (config-std-nacl-12 acl)# regenerate-seg-num

Syntax: [no] mac access-list acl_name

Syntax: [no] sequence num permit | deny src-mac mask | any dest-mac mask | any [ vian-id | any ] [ 0180.c200.0002 ffff.ffff.ffff |
[ etype { etype-str | etype-hex } ] [ priority 802.1p-value | priority-force 802.1p-value | priority-mapping 802.1p-value | mark-flow-id
| dscp-marking number ]

On the CER 2000 Series and CES 2000 Series series, the exclude-pcp-marking option is available if you include the priority or
priority-force keywords in ACL permit or deny statements. The exclude-pcp-marking option prevents PCP modification both for regular
Layer 2/Layer 3 traffic and for VPLS packets.

Syntax: regenerate-seq-num [ num |

NOTE
Filtering based on etype value is only supported for Layer-2 inbound ACLs. It is not supported for Layer-2 outbound ACLs.
The etype-hex option is supported only for Gen2 and Gen2+ cards.

Binding a named Layer-2 ACL table to an interface
Following is an example of the named Layer-2 ACL "example_I2_acl" applied to the inbound of port 2/2.

device (config) # interface e 2/2
device (config-if-e1000-2/2) #mac access-group example 12 acl in

Syntax: [ no ] mac access-group ac/_name in | out

ACL accounting

Multi-Service devices may be configured to monitor the number of times an ACL is used to filter incoming or outgoing traffic on an
interface. The show access-list accounting command displays the number of "hits" or how many times ACL filters permitted or denied
packets that matched the conditions of the filters. For more detailed information about ACL accounting, please refer to "ACL accounting”.

Enabling and disabling ACL accounting on XMR Series and MLX Series devices

ACL accounting is disabled by default on XMR Series and MLX Series devices. To enable ACL accounting, enter the following
command:

device (config) # acl-policy
device (config-acl-policy)# enable-acl-counter

Syntax: [no] enable-acl-counter

NOTE
Enabling or disabling ACL accounting affects the gathering of statistics from all ACL types (Layer-2, IPv4 and
IPV6).
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When ACL accounting is enabled, use the accounting-no-sort command to present the access-list entries in the configured order when
displaying ACL accounting data.

device (config)# acl-policy
device (config-acl-policy)# accounting-no-sort

Syntax: [no] accounting-no-sort

The no version of the command displays the access-list entries in sorted order based on the number of ACL hits.

High CPU utilization and ACL accounting

High CPU utilization may be seen for ACL accounting on a line card when ACL accounting is enabled along with large number (exceeds
10000) of ACL entries. Communication between the management module and the line card module may also get affected which may
result in failure of some operational and configuration commmands.

High CPU utilization may also impact time-sensitive protocols such as BFD, LACP (with short timer), and others resulting in erroneous
traffic forwarding.
The following line card modules are affected with this issue:

MLX 2-port 100-GbE (M) CFP2 module (BR-MLX-100GX2-CFP2-M)

MLXe 4-port 40-GbE (M) module (BR-MLX-40Gx4-M)

BR-MLX-10Gx4-M-IPSEC 4-port 1/10GbE (BR-MLX-10Gx4-M-IPSEC)

MLX 20-port 10-GbE/ 1GbE (M) combo module (BR-MLX-10GX20-M)

To recover from the issue, disable ACL accounting using the following command:

device (config) # acl-policy
device (config-acl-policy)# no enable-acl-counter

ACL accounting on CES 2000 Series and CER 2000 Series devices

The following special considerations affect how ACL accounting is configured on CES 2000 Series and CER 2000 Series devices.

On CES 2000 Series and CER 2000 Series devices you enable ACL accounting at the filter level by adding an enable-
accounting keyword in each clause of an ACL for which you want to gather statistics.

CAM resources are shared on CES 2000 Series and CER 2000 Series devices between ACL accounting and ACL rate-
limiting. This limits the number of ACL accounting instances available on the system.

If ACL deny logging and ACL accounting are enabled on the same ACL clause, deny logging takes precedence and ACL
accounting statistics will not be available for that clause.

You can bind both an inbound L2 ACL and an inbound IP ACL to the same port on CES 2000 Series and CER 2000 Series
devices. Refer to "Configuration considerations for dual inbound ACLs on CES 2000 Series and CER 2000 Series devices"
and "ACL Accounting interactions between L2 ACLs and IP ACLs" for further information.

For detailed information about ACL accounting considerations for CES 2000 Series and CER 2000 Series devices, please refer to "ACL
accounting”.

Configuring ACL Deny Logging for Layer-2 inbound ACLs

Configuring ACL Deny Logging for Layer-2 ACLs requires the following:
Enabling the Log Option on a filter.
Enabling ACL Deny Logging on an Interface
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Enabling the log option on a filter
ACL Logging of Layer-2 ACLs requires that you add the log option to an ACL statement as shown.

device (config) #access-list 401 deny any any any log

The log option enables logging for the Layer-2 ACL being defined.

Enabling ACL Deny Logging on an interface
The mac access-group enable-deny-logging command must be configured as shown on each interface that you want ACL Deny
Logging for Layer-2 ACLs to function.

device (config) # interface ethernet 5/1
device (config-if-el000-5/1) # mac access—-group enable-deny-logging

Syntax: [no] mac access-group enable-deny-logging [ hw-drop ]

The hw-drop option specifies that Layer-2 ACL Log packets be dropped in hardware. This is implemented to reduce the CPU load. In
practice this means that the packet counts for denied traffic will only account for the first packet in each time cycle. The no mac access-
group enable-deny-logging hw-drop command only removes the hw-drop keyword.

NOTE
Using this command, ACL logging can be enabled and disabled dynamically and does not require you to rebind the ACLs

using the ip rebind-acl command

NOTE
When configuring the mac access-group enable-deny-logging command on VPLS, VLL, and VLL-Local endpoints, please
refer to Configuration considerations for VPLS, VLL, and VLL-Local endpoints on page 90 for configuration guidelines.

Displaying Layer-2 ACLs
Use the show access-list command to display named and numbered Layer 2 (L2) ACL tables.

To display the total number of Layer-2 and IPv4 access lists and the number of filters configured for each list, use the show access-list
count command.

device (config) #show access-list count
Total
4 ACLs exist.
ACL 102, total 10 clauses
ACL 105, total 15 clauses
ACL 400, total 100 clauses
ACL 401, total 2 clauses

NOTE
Empty ACLs that are applied to interfaces are included in the total ACL count but are not displayed.

To display a L2 numbered ACL table, use the show access-list num command.

device (config) # show access-list 598
L2 MAC Access List 598:
10: deny 0000.0030.0313 ffff.ffff.ffff 0000.0030.0313 ffff.ffff.ffff any etype 20: any log permit any any

any etype any priority-force 4
To display a Layer-2 named ACL table use the show access-list /2_ac/_name command.
device (config)# show access-list example

L2 MAC Access List example:
10: deny 0000.0030.0310 ffff.ffff.f£f£ff 0000.0030.0110 ffff.ffff.ffff any etype ipv4-15 log

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 101



Layer 2 ACLs

20: deny 0000.0030.0311 ffff.ffff.£ff£ff 0000.0030.0111 ffff.ffff.ffff any etype arp log
30: deny 0000.0030.0312 ffff.ffff.ffff 0000.0030.0112 ffff.ffff.ffff any etype ipv6 log
40: deny 0000.0030.0313 ffff.ffff.ffff 0000.0030.0313 ffff.ffff.ffff any etype any log

50: permit any any any etype any priority-force 4

Syntax: show access-list { count | num | I2_acl _ name '}

The count parameter specifies displaying the total number of Layer-2 and IPv4 access lists and the number of filters configured for each
list. Empty ACLs that are applied to interfaces are included in the total ACL count but are not displayed.

The num variable specifies the Layer-2 ACL table ID.

The I2_acl_name variable specifies the Layer-2 ACL name.

To display all Layer-2 named ACL tables, use the following command.

device (config) # show access-list 12
L2 MAC Access List example:

10: deny 0000.0030.0310 ffff.ffff.ffff 0000.0030.0010 ffff.ffff.ffff any etype 20: permit any any any etype

any

L2 MAC Access List mac-access-1ist-481-1234567890123456789012345678901234567890:

10: permit 0025.0113.0101 ffff.ffff.ffff 0021.3113.0101 ffff.ffff.ffff any etype any
20: permit any 0021.3121.0101 ffff.ffff.ffff any etype any

30: deny 0025.0122.010a ffff.ffff.ffff any any etype arp log

40: deny any any any etype any

Syntax: show access-list |12

The 12 parameter specifies the display of all Layer-2 ACL tables.

Displaying Layer-2 ACL statistics on XMR Series and MLX Series devices

To display Layer 2 inbound ACL statistics on XMR Series and MLX Series devices, enter commands such as the following.

(config-if-e10000-14/1) #show access-list acc eth 14/1 in 12

Collecting L2 ACL accounting for 400 on port 14/1
L2 ACL Accounting Information:
Inbound: ACL 400

0: permit any any 100 etype ipv4-15
Hit count: (1 sec) 0
(5 min) 0
1: deny any any any etype arp
Hit count: (1 sec) 0
(5 min) 0

(1 min)
(accum)

(1 min)
(accum)

Completed successfully.

To display Layer 2 outbound ACL statistics on XMR Series and MLX Series devices, enter commands such as the following.

device (config-if-e10000-14/1) #show access-list acc eth 14/1 out 12

Collecting L2 ACL accounting for 400 on port 14/1
L2 ACL Accounting Information:
Outbound: ACL 400

0: permit any any 100 etype ipv4-15
Hit count: (1 sec) 0
(5 min) 0
1: deny any any any etype arp
Hit count: (1 sec) 0
(5 min) 0

(1 min)
(accum)

(1 min)
(accum)

Syntax: show access-list accounting int_type slot/port in | out 12

Completed successfully.

To display the show access-list command output in the configuration format, use the display-config-format command.

device (config)# acl-policy
device (config-acl-policy)# display-config-format
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Output example with display-config-format command enabled.
device (config) #show access-list name xGW Filter2
ip access-list extended xGW Filter2

permit vlan 2405 ip host 10.33.44.55 any
permit vlan 3000 ip any any

Syntax: [no] display-config-format
Theno version of the display-config-format command will be present the show access-list command in standard form.

There is an SNMP table that supports this command. Refer to the Unified IP MIB Reference for more information.

Displaying Layer-2 ACL statistics on CES 2000 Series and CER 2000 Series devices
To display Layer 2 inbound ACL statistics on CES 2000 Series and CER 2000 Series devices, enter commands such as the following.

(config-if-e10000-14/1) #show access-list acc eth 14/1 in 12

Collecting L2 ACL accounting for 400 on port 14/1 Completed successfully.
L2 ACL Accounting Information:

Inbound: ACL 400

0: permit enable-accounting any any 100 etype ipv4-15
Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0
1: deny any any any etype arp
Hit count: Accounting is not enabled

2: deny enable-accounting
Hit count: Accounting is

tcp any any log
not available due to deny logging

To display Layer 2 outbound ACL statistics on CES 2000 Series and CER 2000 Series devices, enter commands such as the following.

(config-if-e10000-14/1) #show access-list acc eth 14/1 out 12

Collecting L2 ACL accounting for 400 on port 14/1 Completed successfully.
L2 ACL Accounting Information:

Outbound: ACL 400

0: permit enable-accounting any any 100 etype ipv4-15
Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0
1: deny any any any etype arp
Hit count: Accounting is not enabled

2: deny enable-accounting
Hit count: Accounting is

tcp any any log
not available due to deny logging

show access-list accounting int_type slot/port in [ out 12

IPv4 ACLs

This section discusses the IPv4 Access Control List (ACL) feature, which enables you to filter traffic based on the information in the IP
packet header.

You can use IPv4 ACLs to provide input to other features such as route maps, distribution lists, rate limiting, and BGP. When you use an
ACL this way, use permit statements in the ACL to specify the traffic that you want to send to the other feature. If you use deny
statements, the traffic specified by the deny statements is not supplied to the other feature. Refer to the chapters for a specific feature for
information on using ACLs as input to those features.
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IPv4 ACL overview and guidelines

This section describes how ACLs are processed and includes configuration guidelines.

How the device processes ACLs

The Extreme device processes traffic that ACLs filter in hardware. The Extreme device creates an entry for each ACL in the Content
Addressable Memory (CAM) at startup or when the ACL is created. The Extreme device uses these CAM entries to permit or deny
packets in the hardware, without sending the packets to the CPU for processing.

Default ACL action

The default action when no ACLs is applied or binded on an Extreme interface is to permit all traffic, if the ACL is applied on the interface,
which is not configured, then the default action is deny all traffic that is not explicitly permitted on the port:

If you want to tightly control access, configure ACLs consisting of permit entries for the access you want to permit. The ACLs
implicitly deny all other access.

If you want to secure access in environments with many users, you might want to configure ACLs that consist of explicit deny
entries, then add an entry to permit all access to the end of each ACL. The software permits packets that are not denied by the
deny entries.

If dual inbound ACLs (both L2 and IP) are bound to a single port on a CES 2000 Series or CER 2000 Series device, consider
ending the IP ACL with a "permit any any” filter to ensure that the L2 ACL is also applied to incoming packets. (See also
Configuration considerations for dual inbound ACLs on CES 2000 Series and CER 2000 Series devices on page 105.)

NOTE
Do not apply an empty ACL (an ACL ID without any corresponding entries) to an interface. If you accidentally do this, the
software applies the default ACL action, deny all, to the interface and thus denies all traffic.

Types of IPv4 ACLs

IPv4 ACLs can be configured as standard or extended ACLs. A standard ACL permits or denies packets based on source IP address. An
extended ACL permits or denies packets based on source and destination IP address and also based on IP protocol information.

Standard or extended ACLs can be numbered or named. Standard numbered ACLs have an ID of 1 - 99. Extended numbered ACLs are
numbered 100 - 199. IDs for standard or extended ACLs can be a character string. In this document, an ACL with a string ID is called a
named ACL.

General IPv4 ACL configuration guidelines
Consider the following configuration guidelines for IPv4 ACLs:
On physical interfaces and LAG groups, IPv4 ACLs are supported for routed traffic only.

On virtual Ethernet (VE) interfaces, IPv4 ACLs are supported both for routed and for switched traffic. Switched traffic requires
that the VE-traffic flag be enabled.

Both inbound and outbound ACLs are supported.
The maximum number of IPv4 ACLs that you can create varies with the platform.

By default, you can create up to 4096 IPv4 ACL rules in all the IPv4 ACLs on the device. To modify the maximum, refer to
Modifying the Layer 3 ACL rule maximum on page 126.
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On XMR Series and MLX Series devices, you cannot bind Layer 2 ACLs and IPv4 or IPv6 ACLs for inbound traffic to the same
port. However, you can perform the following configuration:

- Onone port, bind a Layer 2 ACL.
- Ona second port, bind one or both of the following:

> AnIPv4 ACL (standard or extended)
> AnIPv6 ACL (standard or extended)

CES 2000 Series and CER 2000 Series devices enable you to bind a Layer 2 ACL, an IPv4 ACL, and an IPv6 ACL for
inbound traffic on the same port.

On all platforms, for outbound traffic, you can bind only one ACL—L2 or IPv4 or IPv6.
You cannot enable any of the following features on the interface if an ACL is already applied to that interface:

- ACL-based rate limiting
- Policy-based routing (PBR)
- VLAN ID Translation or Inner VLAN ID translation feature

Support for ACLs on MPLS VPN Endpoints - ACLs can be supported on the following endpoints:

- IPv4 and IPv6 inbound ACLs are not supported on VPLS, VLL, or VLL-Local endpoints and vice-versa.

- PBR route-map cannot be applied on VPLS, VLL, or VLL-Local endpoints and vice-versa.

- The ip access-group redirect-deny-to-inter and ip access-group enable-deny-logging commands cannot be applied on
VPLS, VLL, or VLL-local endpoints and vice versa.

- IPv4 ACL-based rate limiting is not supported on VPLS and VLL endpoints.

- Layer-2 ACLs and Layer-2 ACL-based rate limiting is not supported on Layer-3 VPNs.

- PBR policies are not supported on Layer-3 VPNs.

For all Netlron devices, if a port has an IPv4 or IPv6 ACL applied, you must remove the ACL bindings before adding that port
to a VLAN that has a VE interface.

IPv4 ACL-based rate limiting on a port that belongs to a VLAN is not supported on a VLAN without a VE configured.

IPv4 ACL-based rate limiting is not supported on a port that belongs to a VLLAN where in Layer-3 Interface(VE) is configured
for MPLS.

To disable IPv4 and IPv6 ACLs on the terminating node of a GRE tunnel, see the "Bypassing ACLs in a GRE tunnel” topic in
the Extreme Netlron Layer 3 Routing Configuration Guide.

If you need to downgrade to a version earlier than 5.6, refer to Upgrade and downgrade considerations (5.6.00) on page 203.

Configuration considerations for dual inbound ACLs on CES 2000 Series and CER 2000 Series
devices

CES 2000 Series and CER 2000 Series devices enable you to bind a Layer 2 ACL, an IPv4 ACL, and an IPv6 ACL to the same port, as
follows:

A Layer 2 ACL is bound to the port.

An IPv4 and an IPv6 ACL, or one of the two, are bound to the same port.
The filtering algorithm is as follows:
1. Anincoming packet is first examined by the IPv4 ACL or the IPv6 ACL, depending on the protocol.
2. If the packet is denied by the IPv4/IPv6 ACL, the packet is dropped, without being examined by the L2 ACL.
3. If the packet is permitted by the IPv4/IPv6 ACL, it is then examined by the L2 ACL.
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However, there is an implicit "deny” at the end of any ACL. To enable the above algorithm, IPv4/IPv6 ACLs intended for this scenario
must include a "permit any” filter as the last rule. Such a rule ensures that even packets not explicitly permitted by the IPv4/IPv6 ACL are
passed to the L2 ACL.

Dual inbound ACLs can also affect the behavior of ACL accounting. For details, refer to ACL. Accounting interactions between L2 ACLs
and [P ACLs on page 156.

Configuration considerations for IPv4 outbound ACLs on VPLS, VLL, and VLL-Local endpoints
IPv4 outbound ACLs are supported on VPLS, VLL, and VLL-local endpoints with the following configuration considerations:
First configure the port as a VPLS, VLL, or VLL-local endpoint and then bind the IPv4 outbound ACL on it.

First remove the IPv4 outbound ACL from a VPLS, VLL, or VLL-local endpoint before removing the port from the VPLS, VLL,
or VLL-local instance or corresponding VLAN.

First remove the IPv4 outbound ACL from a VPLS, VLL, or VLL-local endpoint(s) before deleting the VPLS, VLL, or VLL-local
instance or corresponding VLAN.

If the VPLS, VLL, or VLL-local endpoint is a LAG port, you must first remove the IPv4 outbound ACL from the primary LAG
port before deleting the LAG. This restriction is applicable even if you attempt to delete the lag using force keyword.

If a VLL or VLL-local endpoint is a LAG port with a IPv4 outbound ACL, you have to first remove the IPv4 outbound ACL from
the primary LAG port before dynamically removing a port from the LAG.

Ensure that no VPLS, VLL, or VLL-local endpoint exists with an IPv4 outbound ACL before entering the command: no router
mpls.

Disabling outbound ACLs for switching traffic

By default, when an outbound ACL is applied to a virtual interface, the Extreme device always filters traffic that is switched from one port
to another within the same virtual routing interface. Additional commands have been added that allow you to exclude switched traffic
from outbound ACL filtering. This exclusion can be configured globally or on per-port basis. This feature applies to IPv4 and IPv6 ACLs
only.

All global and interface level command for disabling outbound ACLs for Switching Traffic are mutually exclusive. If the global command
is configured, the interface command is not accepted. If the interface command has already been configured, configuring the global
command will remove all individual port commands from the Extreme device’s configuration.

NOTE
This feature is not recommended for MPLS interfaces.

CAM considerations for CES 2000 Series and CER 2000 Series devices

CAM entries are shared between ingress and egress ACLs. An ACL clause applied to the inbound consumes one CAM entry and an
egress ACL clause consumes four CAM entries. The maximum number of egress ACL clauses is 2000 and the maximum number of
ingress clauses is 8000.

CES 2000 Series and CER 2000 Series devices have a total of 8000 CAM entries per PPCR (packet processor). The total number of
CAM entries in CES 2000 Series and CER 2000 Series devices depends on the number of PPCR (packet processors) in the system.
See the table below for the types of ports, the number of PPCR (packet processors), and the total number of CAM entries available:
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TABLE 8
CES 2000 Series and CER 2000 Series PPCR (packet processor) Total CAM entries
devices
24-1G 1 8000
48-1G 2 16000
24-1G & 2-10G 2 16000
24-1G & 4-10G 3 24000
48-1G & 2-10G 3 24000

Globally enabling outbound ACLs for switching traffic

Configuring the acl-outbound exclude-switched-traffic command at the general configuration level, allows you to globally exclude all
switched traffic from outbound ACL filtering. This feature is configured as shown in the following.

device (config)# acl-outbound exclude-switched-traffic ipv4
Syntax: [no] acl-outbound exclude-switched-traffic ipv6 | ipv4
The ipv6 option limits the traffic excluded to IPv6 traffic only.
The ipv4 option limits the traffic excluded to IPv4 traffic only.

The ipv4 and ipv6 options are mutually exclusive within the same command. If you want to configure this command to exclude both
IPv4 and IPv6 traffic, you must use two separate commands.

Enabling outbound ACLs for switching traffic per port

Configuring the if-acl-outbound exclude-switched-traffic command at the interface configuration level, allows you to exclude all
switched traffic from outbound ACL filtering on a per-port basis. With this command, one or more physical ports (for instance all ports
within a VLAN) can be configured to exclude switched traffic from outbound ACL filtering.

This feature is configured as shown in the following.

device (config) # interface ethernet 3/1
device (config-if-e10000-3/1)# if-acl-outbound exclude-switched-traffic

Syntax: [no] if-acl-outbound exclude-switched-traffic [ ipv6 | ipv4 ]
The ipv6 option limits the traffic excluded to IPv6 traffic only.
The ipv4 option limits the traffic excluded to IPv4 traffic only.

The ipv4 and ipv6 options are mutually exclusive within the same command. If you want to configure this command to exclude both
IPv4 and IPv6 traffic, you must use two separate commands.

CES and CER Internal ACLs

By default, CER 2000 Series and CES 2000 Series devices program system-wide ACLs to trap Layer 2 and Layer 3 protocol packets
to the CPU. All packets received in CER 2000 Series and CES 2000 Series devices is subjected to internal ACLs, if these packets
match the internal ACL policies set then it is forwarded to CPU. In the CPU on further processing, depending upon whether the protocol
is configured on the system or an interface, these packets are consumed by the router and switch, or will be flooded on its VLAN domain.
In case if the packets received from MPLS uplink for Layer 2 VPN(VPLS/VLL) applications, then the MPLS header will be terminated
and internal ACL lookup will be performed for the inner payload.
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NOTE

System ACLs have higher precedence than user ACLs, and cannot be changed by the user.

For the following protocols Internal ACLs are created as MAC ACL entries:

1. LACP and 802.1x MAC

2. FDP

3. CDPand PVST
4. Superspan or SpanningTree
5. UDLD

6. MRP

7. Layer 2 Trace
8. MCT control

9. LLDP

10. ARP

11.1SIS

12. CFM

Following example is the output of Internal MAC ACL entries.

device# show cam 1l2acl 1/1

LP Index VLAN Src MAC

(Hex)
1 0000le O 0000.
1 000011 O 0000.
1 000010 O 0000.
1 10000b O 0000.
1 00000a O 0000.
1 000009 O 0000.
1 000008 O 0000.
1 000007 O 0000.
1 000006 O 0000.
1 000005 O 0000.
1 000004 O 0000.
1 000003 O 0000.
1 000002 O 0000.

0000.
0000.
0000.
0000.
0000.
0000.
0000.
0000.
0000.
0000.
0000.
0000.
0000.

0000
0000
0000
0000
0000
0000
0000
0000
0000
0000
0000
0000
0000

Dest

748e.
0000.
0000.
0000.
0180.
0304.
0304.
0304.
00e0.
0380.
0100.
01le0.
0180.

MAC

£811.
0000.
0000.
0000.
c200.
8000.
8000.
8000.
5200.
c200.
Occc.
52cc.
c200.

6340
0000
0000
0000
000e
0500
0400
0000
0000
0000
cccc
cccc
0002

Port

OO OO OO ODOOOOooOo

Action

CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU

PRAM
(Hex)
0001e
00011
00010
0000b
0000a
00009
00008
00007
00006
00005
00004
00003
00002

For the following protocols and address Internal ACLs are created as IP ACL entries:

1. DHCP

2. Broadcast IP address
3. OSPF

4. RIPv2

5. VRRPE

6. Multicast IP address

- 224.0.0.0/27
- 224.0.0.2/32
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Following example is the output of Internal IP ACL entries.

device# show cam 14 1/1

LP Index Src IP SPort Dest IP DPort Pro Age VLAN Out IF PRAM
Action
1 200031 0.0.0.0 0 224.0.0.0 0 0 N/A CPU 00031
1 200030 0.0.0.0 0 224.0.0.18 0 0 N/A CPU 00030
1 20002f 0.0.0.0 0 224.0.0.2 0 0 N/A CPU 0002f
1 20002e 0.0.0.0 0 224.0.0.9 0 0 N/A CPU 0002e
1 20002d 0.0.0.0 0 0.0.0.0 0 89 N/A CPU 0002d
1 20002c 0.0.0.0 0 255.255.255.255 0 0 N/A CPU 0002c
1 200027 0.0.0.0 0 0.0.0.0 68 17 N/A CPU 00027
1 200026 0.0.0.0 0 0.0.0.0 67 17 N/A CPU 00026

Disabling internal ACLs for DHCP

To avoid DHCP packets from being trapped to the CPU, disable the internal ACLs for DHCP using the disable-dhcp-cpu-forward
command as described below.

NOTE
By default, DHCP internal ACLs are enabled for CER 2000 Series and CES 2000 Series devices.

To disable the internal ACL from all PPCRs/ports in the CER 2000 Series and CES 2000 Series device, enter the following command
under the acl-policy configuration.

device (config) #acl-policy

device (config-acl-policy) #disable-dhcp-cpu-forward

device (config-acl-policy) #
To enable the internal ACL, use the no form of the command as shown below.

device (config) #acl-policy

device (config-acl-policy) #no disable-dhcp-cpu-forward

device (config-acl-policy) #

Syntax: [no] disable-dhcp-cpu-forward

NOTE
The existing ACL re-binds when the command is enabled or disabled.

NOTE
Disabling the internal ACL for DHCP may impact the ZTP functionality.

Numbered and named IPv4 ACLs

When you configure IPv4 ACLs, you can refer to the ACL by a numeric ID or by an alphanumeric name.

The commands to configure numbered ACLs are different from the commands for named ACLs:

If you refer to the ACL by a numeric ID, you can use 1 - 99 for a standard ACL or 100 - 199 for an extended ACL. This
document refers to this ACL as numbered ACL.

«  If you refer to the ACL by a name, you specify whether the ACL is a standard ACL or an extended ACL, then specify the name.
This document refers to this ACL type as named ACL.

You can configure up to 99 standard numbered IPv4 ACLs and 100 extended numbered IPv4 ACLs. The maximum number of named
IPv4 ACLs varies with the platform. For details, refer to ACL and rule limits on page 88.

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 109



IPv4 ACLs

Configuring standard numbered IPv4 ACLs
The following section describes how to configure standard numbered IPv4 ACLs with numeric IDs:
For configuration information on extended ACLs, refer to Configuring extended numbered IPv4 ACLs on page 112.
+  For configuration information on named ACLs, refer to Named IPv4 ACL s on page 120.
Standard ACLs permit or deny packets based on source IP address. You can configure up to 99 standard numbered ACLs. There is no

limit to the number of ACL entries an ACL can contain except for the system-wide limitation. For details, refer to ACL and rule limits on
page 88

To configure a standard ACL and apply it to inbound traffic on port 1/1, enter the following commands.

) # access-list 1 deny host 10.157.22.26
device (config)# access-1list 1 deny 10.157.29.12
device (config)# access-list 1 deny host IPHostl

) 1

device (config
(
(
device (config access-list permit any
(
(
(

#
#
#
#
device (config)# int eth 1/1

device (config-if-el10000-1/1)# ip access-group 1 in
device (config)# write memory

The commands in this example configure an ACL to deny incoming packets from three source IP addresses from being forwarded on
port 1/1. The last ACL entry in this ACL permits all packets that are not explicitly denied by the first three ACL entries.

The ACL functionality for filtering traffic is enhanced with sequence numbers that enable users to insert, modify or delete rules at any
position, without having to remove and reapply the entire ACL. A sequence number is assigned to each ACL entry and ACL rules are
applied in the order of lowest to highest sequence number. Therefore, you can insert a new filter rule at any position you want in the ACL
table by specifying the sequence number. If you do not specify a sequence number a default sequence number is applied to each ACL
entry. The default value is 10+ the sequence number of the last ACL entry provisioned in the ACL table. Therefore, when you do not
specify a sequence number, the rule is added to the end of the ACL table. The default value for the first entry in an IPv4 ACL table is
"10"

To configure an ACL filter rule with the sequence number "4" for ACL "1", enter the following command:
device (config)# access-list 1 sequence 4 permit any any
If the sequence number "4" is already used by another ACL filter rule, the following error message is displayed.
"Error: Entry with sequence 4 already exists!"
If you specify a sequence number which is greater than the limit (214748364) the following error message is displayed.

"Error: Valid range for sequence is 1 to 214748364"

Re-sequencing a standard numbered ACL table

To allow new ACL entries to be inserted between ACL entries that have consecutive sequence numbers, you can create space between
sequence numbers of adjacent filters by regenerating the ACL table.

To re-sequence ACL table "1" use the following command.

device (config) # access-1list 1 regenerate-seg-num

This command regenerates the filter sequence numbers in steps of 10, assigning the default sequence number "10" to the first entry in
the table.

NOTE

If sequence numbers generated by the regenerate-seq-num command cross the limit (214748364), then re-sequencing of
ACL filters will not take place and the following error message is displayed."Error: Valid range for sequence is 1 to
214748364"
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NOTE
The regenerate-seq-num command is not allowed while tftp copy in progress.

Deleting a standard numbered ACL entry
You can delete an ACL filter rule by providing the sequence number or without providing the sequence number.

To delete an ACL filter rule without providing a sequence number you must specify the filter rule attributes. To delete an ACL filter rule
providing a sequence number you can provide the sequence number alone or the sequence number and the other filter rule attributes.

1. To delete a filter rule with the sequence number "20" from access list "100" by specifying the sequence number alone, enter the
following command.

device (config)# no access-1list 100 sequence 20

2. To delete a filter rule without specifying the sequence number, specify the filter rule attributes.

device (config) # no access-list 100 permit any any

Standard numbered IPv4 ACL syntax
This section presents the syntax for creating and re-sequencing a standard IPv4 ACL and for binding the ACL to an interface.

Use the access-list regenerate-seq-num command to re-sequence the ACL table. Use the ip access-group command in the interface
level to bind the ACL to an interface.

Syntax: [no] access-list num [ sequence num ] deny | permit [ vlan vian-id ] { host { source-ip | hostname } | hostname wildcard |
source-ip/mask-bits | any } [ log ]

Syntax: access-list num regenerate-seq-num [ num |

Syntax: [no] ip access-group num in

Parameters for standard numbered ACL statements

num Enter 1 - 99 for a standard ACL.

sequence num The sequence parameter specifies where the conditional statement is to
be added in the access list. You can add a conditional statement at
particular place in an access list by specifying the entry number using the
sequence keyword. The range is from 1 through 214748364. If the
sequencenum is specified for the first ACL clause "clause-1" and not
specified for the second ACL clause "clause-2", then the system rounds
off the sequence number of the last ACL filter rule provisioned to the next
10th digit. The default value for the first clause in an IPv6 ACL table is

"10"

deny | permit Enter deny if the packets that match the policy are to be dropped; permit if
they are to be forwarded.

vlan vian-id Specifies the vlan-id for the ACL filter rule.

host source-ip | hostname Specify a host IP address or name. When you use this parameter, you do

not need to specify the mask. A mask of all zeros (0.0.0.0) is implied.

NOTE

To specify the host name instead of the IP address, the DNS
server must be configured using the ip dns server-addressip-
addr command at the global configurationlevel.

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 111



IPv4 ACLs

hostname

wildcard

any

Parameters for regenerating IPv4 ACL table sequence numbers

num

regenerate-seq-num [ num ]

Parameters to bind standard ACLs to an interface

Specifies the host name for the policy.

Specifies the portion of the source IP host address to match against. The
wildcard is a four-part value in dotted-decimal notation (IP address format)
consisting of ones and zeros. Zeros in the mask mean the packet’s source
address must match the source-ip. Ones mean any value matches. For
example, the source-ip and wildcard values 10.157.22.26 0.0.0.255
mean that all hosts in the Class C subnet 10.157.22 x match the policy.

If you prefer to specify the mask value in Classless Inter domain Routing
(CIDR) format, you can enter a forward slash after the IP address, then
enter the number of significant bits in the mask. For example, you can
enter the CIDR equivalent of "10.157.22.26 0.0.0.255" as
"10.157.22.26/24". The CLI automatically converts the CIDR number
into the appropriate ACL mask (where zeros instead of ones are the
significant bits) and changes the non-significant portion of the IP address
into zeros. For example, if you specify 10.157.22.26/24 or
10.157.22.26 0.0.0.255, then save the changes to the startup-config
file, the value appears as 10.157.22.0/24 (if you have enabled display of
subnet lengths) or 10.157.22.0 0.0.0.255 in the startup-config file.

If you enable the software to display IP subnet masks in CIDR format, the
mask is saved in the file in "mask-bits " format. You can use the CIDR
format to configure the ACL entry regardless of whether the software is
configured to display the masks in CIDR format.

NOTE

If you use the CIDR format, the ACL entries appear in this
format in the running-config and startup-config files, but they
are shown with subnet mask in the display produced by the
show access-list command.

Use this parameter to configure the policy to match on all host addresses.

Deny rules—Enables inbound logging for the rule. An additional
requirement for deny logging is that the ip access-group enable-deny-
logging command be in effect.

Permit rules—(Not supported on CER 2000 Series or CES 2000 Series
devices) Enables inbound logging for the rule. An additional requirement
for permit logging is that the ip access-group enable-permit-logging
command be in effect.

Specifies the number of the ACL table to re-sequence

(Optional) Specifies the initial sequence number for the access list after
regeneration. The valii range is from 1 through 214748364. The default
value is 10. ACL filter rule sequence numbers are regenerated in steps of
10.

Use the ip access-group command to bind the ACL to an inbound interface and enter the ACL number for num.

Configuring extended numbered IPv4 ACLs

This section describes how to configure extended numbered IPv4 ACLs.

For configuration information on standard ACLs, refer to Configuring standard numbered IPv4 ACLs on page 110.

+  For configuration information on named ACLs, refer to Named IPv4 ACLs on page 120.

112

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00



IPv4 ACLs

Extended ACLs let you permit or deny packets based on the following information:
IP protocol
+  Source IP address or host name
+  Destination IP address or host name
Source TCP, UDP, or SCTP port
+  Destination TCP, UDP, or SCTP port

The IP protocol can be one of the following well-known names or any IP protocol number from O - 255:
+  Internet Control Message Protocol (ICMP)
Internet Group Management Protocol (IGMP)
- Internet Gateway Routing Protocol (IGRP)
+  Internet Protocol (IP)
Open Shortest Path First (OSPF)
+  Transmission Control Protocol (TCP)
+  User Datagram Protocol (UDP)

Stream Control Transmission Protocol (SCTP)

NOTE
ACL do not account IGMP packets when multicast is enabled.

For TCP, UDP, or SCTP, you also can specify a comparison operator and port name or number. For example, you can configure a policy
to block web access to a specific web site by denying all TCP port 80 (HTTP) packets from a specified source IP address to the web
site’s IP address.

To configure an extended access list that blocks all Telnet traffic received on port 1/1 from IP host 10.157.22.26, create the ACL with
permit and deny rules, then bind the ACL to port 1/1 using the ip access-group command. Enter the following commands.

device (config)# access-1list 101 deny tcp host 10.157.22.26 any eq telnet

device (config) # access-1list 101 permit ip any any

device (config)# int eth 1/1

device (config-if-e10000-1/1)# ip access-group 101 in

device (config)# write memory
Here is another example of commands for configuring an extended ACL and applying it to an interface. These examples show many of
the syntax choices.

device (config
device (config

access-list 102 deny ospf any any
access-1list 102 permit ip any any

device (config)# access-list 102 perm icmp 10.157.22.0/24 10.157.21.0/24
device (config) # access-list 102 deny igmp host rkwong 10.157.21.0/24
device (config)# access-list 102 deny igrp 10.157.21.0/24 host rkwong
device (config) # access-1list 102 deny ip host 10.157.21.100 host 10.157.22.1
( ) #
( ) #

The first entry permits ICMP traffic from hosts in the 10.157.22.x network to hosts in the 10.157.21.x network.
The second entry denies IGMP traffic from the host Extreme device named "rkwong” to the 10.157.21.x network.
The third entry denies IGRP traffic from the 10.157.21.x network to the host Extreme device named "rkwong ".
The fourth entry denies all IP traffic from host 10.157.21.100 to host 10.157.22.1.

The fifth entry denies all OSPF traffic.

The sixth entry permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL would deny all incoming
or outgoing IP traffic on the ports to which you assign the ACL.
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The following commands apply ACL 102 to the incoming traffic on port 1/2 and to the outgoing traffic on port 4/3.

device (config)# int eth 1/2

device (config-if-e10000-1/2)# ip access-group 102 in
device (config-if-el10000-1/2)# exit

device (config) # int eth 4/3

device (config-if-e10000-4/3)# ip access-group 102 out
device (config)# write memory

Here is another example of an extended ACL.

device (config) # access-list 103 deny tcp 10.157.21.0/24 10.157.22.0/24

device (config) # access-list 103 deny tcp 10.157.21.0/24 eq ftp 10.157.22.0/24

device (config) # access-list 103 deny tcp 10.157.21.0/24 10.157.22.0/24 1t telnet neqg 5
device (config) # access-list 103 deny udp any range 5 6 10.157.22.0/24 range 7 8

device (config)# access-list 103 permit ip any any

The first entry in this ACL denies TCP traffic from the 10.157.21.x network to the 10.157.22 x network.
The second entry denies all FTP traffic from the 10.157.21.x network to the 10.157.22 x network.

The third entry denies TCP traffic from the 10.157.21 .x network to the 10.157.22 x network if the TCP port number of the traffic is less
than the well-known TCP port number for Telnet (23) and if the TCP port is not equal to 5. Thus, TCP packets with a TCP port number
equal to 5 or greater than 23 are allowed.

The fourth entry denies UDP packets from any source to the 10.157.22.x network, if the UDP port number from the source network is 5
or 6 and the destination UDP portis 7 or 8.

The fifth entry permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL would deny all incoming
or outgoing IP traffic on the ports to which you assign the ACL.

The following commands apply ACL 103 to the incoming and outgoing traffic on ports 2/1 and 2/2.

device (config)# int eth 2/1

device (config-if-e10000-2/1)# ip access-group 103 in
device (config-if-el10000-2/1)# ip access-group 103 out
device (config-if-e10000-2/1)# exit

device (config)# int eth 2/2

device (config-if-el10000-2/2)# ip access-group 103 in
device (config-if-e10000-2/2)# ip access-group 103 out
device (config)# write memory

The following example shows how sequence numbers are assigned to ACL entries. This example configures filter rules for the extended
numbered IPv4 ACL "100"

device (config) # access-1list 100 permit udp any any
device (config) # access-1list 100 sequence 11 permit tcp any any
device (config)# access-list 100 permit icmp any any

The first entry in this example permits all UDP traffic. As this is the first entry in the ACL table and a sequence number is not specified,
the system assigns the default sequence number "10". The second entry, which specifies the sequence number "11", permits all TCP
traffic. The third entry permits all ICMP traffic. Again, the sequence number is not specified and the system assigns the default sequence
number "21" (10+ the sequence number of the last ACL filter rule provisioned in the table) to this entry. The output from the show
access-list command for the ACL table is:

10: access-list 100 permit udp any any

11: access-list 100 sequence 11

permit tcp any any
21: access-list 100 permit icmp any any

And the output from the show running-config command is:

access-1list 100 permit udp any any
access-list 100 sequence 11
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per tcp any any
access-list 100 permit icmp any any
The show access-list or show running-config commands only display user-configured sequence numbers. In these examples, the
display of "sequence 11 " after the access list number indicates a user-configured sequence number for the ACL entry. When the ACL
entry sequence number is system-generated it is not displayed.

To insert more rules between adjacent sequence numbers "10" and "11", you need to re-sequence the ACL table first. The regenerate-
seg-num command generates new sequence numbers for ACL table entries creating space between the sequence numbers of adjacent
filters. To re-sequence the ACL table "100" enter the following command.

device (config) # access-1list 100 regenerate-seg-num
This command resequences entries in the ACL table in steps of 10 so that the output from the show access-list command is:

10: access-list 100 permit udp any any
20: access-list 100 sequence 20 permit tcp any any
30: access-list 100 permit icmp any any

And the output from the show running-config command is:

access-list 100 permit udp any any
access-list 100 sequence 20 per tcp any any
access-1list 100 permit icmp any any

Extended numbered IPv4 ACL syntax

This section presents the syntax for creating and re-sequencing an extended IPv4 ACL and for binding the ACL to an interface. Use the
access-list regenerate-seq-num command to re-sequence the ACL table. Use the ip access-group command in the interface level to
bind the ACL to an interface.

Syntax: [no] access-list num [ sequence num ] deny | permit [ vlan vian-id ] ip-protocol { source-ip | hostnamewildcard | any }

[ operatorsource-tcp/udp/scto-port | { destination-ip | hostnamewildcard | any } [ operatordestination-tcp/udp/scto-port 1 [ icmp-type |
[ established ] [ precedence { name | num }1[ tos { name | number} ][ dscp-mapping number ] [ dscp-marking number] |

[{ fragment ] | non-fragment } ] [ option value | name | keyword ] [ priority priority-value | priority-force priority-value | priority-
mapping priority-value ] [ log ] [ mirror ]

Syntax: access-list num regenerate-seq-num [ num |

Syntax: [no] ip access-group num in | out

General parameters for extended numbered IPv4 ACLs

The following parameters apply to any extended ACL you are creating.

num Enter 100 - 199 for an extended ACL.

sequence num The sequence parameter specifies where the conditional statement is to
be added in the access list. You can add a conditional statement at
particular place in an access list by specifying the entry number using the
sequence keyword. The range is from 1 through 214748364. If the
sequencenum option is specified for the first ACL clause "clause-1" and
not specified for the second ACL clause “clause-2", then the system
rounds off the sequence number of the last ACL filter rule provisioned to
the next 10th digit. The default value for the first clause in an IPv6 ACL
table is "10"

deny | permit Enter deny if the packets that match the policy are to be dropped; permit if
they are to be forwarded.
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ip-protocol

source-ip | hostname

wildcard

destination-ip | hostname

fragment

non-fragment

priority | priority-force | priority-mapping

116

Indicate the type of IP packet you are filtering. You can specify a well-
known name for any protocol whose number is less than 255. For other
protocols, you must enter the number. Enter "?" instead of a protocol to list
the well-known names recognized by the CLI.

Specify the source IP host for the policy. If you want the policy to match
on all source addresses, enter any.

Specifies the portion of the source IP host address to match against. The
wildcard is a four-part value in dotted-decimal notation (IP address format)
consisting of ones and zeros. Zeros in the mask mean the packet’s source
address must match the source-ip. Ones mean any value matches. For
example, the source-ip and wildcard values 10.157.22.26 0.0.0.255
mean that all hosts in the Class C subnet 10.157.22.x match the policy.

If you prefer to specify the wildcard (mask value) in Classless Inter domain
Routing (CIDR) format, you can enter a forward slash after the IP address,
then enter the number of significant bits in the mask. For example, you
can enter the CIDR equivalent of "10.157.22.26 0.0.0.255" as
"10.157.22.26/24". The CLI automatically converts the CIDR number
into the appropriate ACL mask (where zeros instead of ones are the
significant bits) and changes the non-significant portion of the IP address
into zeros. For example, if you specify 10.157.22.26/24 or
10.157.22.26 0.0.0.255, then save the changes to the startup-config
file, the value appears as 10.157.22.0/24 (if you have enabled display of
subnet lengths) or 10.157.22.0 0.0.0.255 in the startup-config file. The
IP subnet masks in CIDR format is saved in the file in "/mask-bits "
format.

If you use the CIDR format, the ACL entries appear in this format in the
running-config and startup-config files, but are shown with subnet mask in
the display produced by the show access-list command.

Specifies the destination IP host for the policy. If you want the policy to
match on all destination addresses, enter any.

Enter this keyword if you want to filter fragmented packets. Refer to
Enabling ACL filtering of fragmented or non-fragmented packets on page
132.

NOTE
The fragmented and non-fragmented parameters cannot be
used together in an ACL entry.

Enter this keyword if you want to filter non-fragmented packets. Refer to
Enabling ACL filtering of fragmented or non-fragmented packets on page
132.

NOTE
The fragmented and non-fragmented parameters cannot be
used together in an ACL entry.

The Priority option assigns internal priority to traffic that matches the ACL.
In addition to changing the internal forwarding priority, if the outgoing
interface is an 802.1q interface, this option maps the specified priority to
its equivalent 802.1p (QoS) priority and marks the packet with the new
802.1p priority. This option is applicable for inbound ACLs only.

The Priority-force option assigns internal priority to packets of traffic that
match the ACL, even though the incoming packet may be assigned a
higher priority. This option is applicable for inbound ACLs only.

The priority-mapping option matches on the packet’'s 802.1p value. This
option does not change the packet's forwarding priority through the device
or mark the packet. This keyword is applicable for both inbound and
outbound ACLs.
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mirror

Parameters to filter TCP, UDP, or SCTP packets
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The priority-value variable specifies one of the following QoS queues for
use with the priority, priority-force or priority-mapping options:

O - qospO
1-qospl
2 - qosp2
3 - qosp3
4 - qosp4
5 - qospS
6 - qosp6
7 - qosp7

Deny rules—Enables inbound logging for the rule. An additional
requirement for deny logging is that the ip access-group enable-deny-
logging command be in effect.

Permit rules—(Not supported on CER 2000 Series or CES 2000 Series
devices) Enables inbound logging for the rule. An additional requirement
for permit logging is that the ip access-group enable-permit-logging
command be in effect.

Specifies mirror packets matching ACL permit clause. For more
information on configuring the acl-mirror-port command, refer to
Extreme Netlron Layer 2 Switching Configuration Guide.

Use the parameters below if you want to filter traffic with the TCP, UDP, or SCTP packets. These parameters apply only if you entered
tep, udp, or sctp for the jp-protocol parameter. For example, if you are configuring an entry for HTTP, specify tcp eq http.

operator
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Specifies a comparison operator for the TCP, UDP, or SCTP port number.
You can enter one of the following operators:

eq - The policy applies to the TCP, UDP, or SCTP port name or
number you enter after eq.

gt - The policy applies to TCP, UDP, or SCTP port numbers
greater than the port number or the numeric equivalent of the
port name you enter after gt.

It - The policy applies to TCP, UDP, or SCTP port numbers that
are less than the port number or the numeric equivalent of the
port name you enter after It.

neq - The policy applies to all TCP, UDP, or SCTP port
numbers except the port number or port name you enter after
neq.

range - The policy applies to all TCP, UDP, or SCTP port
numbers that are between the first TCP, UDP, or SCTP port
name or number and the second one you enter following the
range parameter. The range includes the port names or
numbers you enter. For example, to apply the policy to all ports
between and including 23 (Telnet) and 53 (DNS), enter the
following: range 23 53. The first port number in the range must
be lower than the last number in the range.

established - This operator applies only to TCP packets. If you
use this operator, the policy applies to TCP packets that have
the ACK (Acknowledgment) or RST (Reset) bits set on (set to
"1") in the Control Bits field of the TCP packet header. Thus, the
policy applies only to established TCP sessions, not to new
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sessions. Refer to Section 3.1, "Header Format", in RFC 793 for
information about this field.

NOTE
This operator applies only to destination TCP ports, not source
TCP ports.
source-tcp/udp/sctp-port Enter the source TCP, UDP, or SCTP port number.
destination-tcp/udp/sctp-port Enter the destination TCP, UDP, or SCTP port number.

Filtering traffic with ICMP packets

Use the following parameters if you want to filter traffic that contains ICMP packets. These parameters apply only if you specified icmp
as the ip-protocol value.

icmp-type Enter one of the following values, depending on the software version the
Extreme device is running:

any-icmp-type
echo

echo-reply
information-request
mask-reply
mask-request
parameter-problem
redirect

NOTE

The redirect parameter is not supported on the CES 2000
Series or CER 2000 Series devices.

source-quench
time-exceeded

NOTE
The time-exceeded parameter is not supported on CES 2000
Series or CER 2000 Series devices.

timestamp-reply

timestamp-request

unreachable

num

NOTE

If the ACL is for the inbound traffic direction on a virtual
routing interface, you also can specify a subset of ports within
the VLAN containing that interface when assigning an ACL to

the interface. Refer to Numbered and named [Pv4 ACLs on
page 109.

Using ACL QoS options to filter packets

You can filter packets based on their QoS values by entering values for the following parameters:

tos name | num Specify the IP ToS name or number.
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Parameters to mark the DSCP value in a packet

Specify the DSCP value to a packet by entering the following parameter:

IPv4 ACLs

NOTE
This parameter is not supported on CES 2000 Series or CER
2000 Series devices.

You can specify one of the following:

max-reliability or 2 - The ACL matches packets that have the
maximum reliability ToS. The decimal value for this option is 2.

max-throughput or 4 - The ACL matches packets that have the
maximum throughput ToS. The decimal value for this option is
4.

min-delay or 8 - The ACL matches packets that have the
minimum delay ToS. The decimal value for this option is 8.

normal or O - The ACL matches packets that have the normal
ToS. The decimal value for this option is O.

num - A number from O - 15 that is the sum of the numeric
values of the options you want. The ToS field is a four-bit field
following the Precedence field in the IP header. You can specify
one or more of the following. To select more than one option,
enter the decimal value that is equivalent to the sum of the
numeric values of all the ToS options you want to select. For
example, to select the max-reliability and min-delay options,
enter number 10. To select all options, select 15.

The ACL matches packets on the DSCP value. This option does not
change the packet's forwarding priority through the device or mark the

Use dscp-marking number to mark the DSCP value in the incoming packet with the value you specify.Dscp-marking is not supported

on outbound ACLs.

Parameters for regenerating IPv4 ACL table sequence numbers

num

regenerate-seq-num [ num ]

Parameters to bind standard ACLs to an interface

Specifies the standard ACL number

Specifies the initial sequence number for the access list after regeneration.
The valid range is from 1 through 214748364. The default value is 10.
ACL filter rule sequence numbers are regenerated in steps of 10.

Use the ip access-group command to bind the ACL to an interface and enter the ACL number for num.

Parameters to filter IP option packets

You can filter IP Option traffic based upon the content of the IP option field in the IP header.

NOTE

This feature is not supported on CES 2000 Series or CER 2000 Series devices.

«  value

You can match based upon a specified IP Option value. Values between 1 - 255 can be used.

keyword
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+  You can use the any keyword to match packets with IP Options or use the ignore keyword to match packets with or without IP
Options. If you are configuring a filter to permit or deny rsvp or igmp packets, it will ignore IP options within the packet by
default.

. name

You can match by using any of the following well-known options by name: eol - Matches IP Option packets that contain the eol
option. extended-security - Matches IP Option packets that contain the extended security option. loose-source-route - Matches
IP Option packets that contain the loose source route option. no-op - Matches IP Option packets that contain the no-op option.
record-route - Matches IP Option packets that contain the record route option. router-alert - Matches IP Option packets that
contain the router alert option. security - Matches IP Option packets that contain the security option. streamid - Matches IP
Option packets that contain the stream id option. strict-source-route - Matches IP Option packets that contain the strict source
route option. timestamp - Matches IP Option packets that contain the timestamp option.

Please note, the behavior of an implicit deny ip any any ACL filter is different than that of an explicit deny ip any any filter as described in
the following:

Explicit deny ip any any will only apply to non-option packets.
+  Explicit deny ip any any option ignore will apply to both option and non-option packets

+  Implicit deny ip any any will apply to both option and non-option packets

Named IPv4 ACLs
The commands for configuring named ACL entries are different from the commands for configuring numbered ACL entries.

The command to configure a numbered ACL is access-list . The command for configuring a named ACL is ip access-list . In addition,
when you configure a numbered ACL entry, you specify all the command parameters on the same command. When you configure a
named ACL, you specify the ACL type (standard or extended) and the ACL name with one command, which places you in the
configuration level for that ACL. Once you enter the configuration level for the ACL, the command syntax is similar as the syntax for
numbered ACLs.

The following topics show how to configure a named standard ACL entry and a named extended ACL entry.

Standard named IPv4 ACL syntax and configuration
To configure a standard named IPv4 ACL, enter commands such as the following.

device (config)# ip access-list standard Netl

device (config-std-nacl-Netl) # deny host 10.157.22.26
device (config-std-nacl-Netl deny 10.157.29.12
device (config-std-nacl-Netl deny host IPHostl

(

(

( ) #

( ) #
device (config-std-nacl-Netl)# permit any

( ) #

(

(

device (config-std-nacl-Netl exit

device (config)# int eth 1/1
device (config-if-el10000-1/1)# ip access-group Netl in

The commands in this example configure a standard ACL named "Net1". The entries in this ACL deny packets from three source IP
addresses from being forwarded on port 1/1. Since the implicit action for an ACL is "deny”, the last ACL entry in this ACL permits all

packets that are not explicitly denied by the first three ACL entries. For an example of how to configure the same entries in a numbered
ACL, refer to Configuring standard numbered IPv4 ACLs on page 110.

The command prompt changes after you enter the ACL type and name. The "std" in the command prompt indicates that you are
configuring entries for a standard ACL. For an extended ACL, this part of the command prompt is "ext”. The "nacl” indicates that are
configuring a named ACL.

Syntax: [no] ip access-list standard { string | num }
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Syntax: [no] [ sequence num ] { deny | permit } [ vlan vian-id ] host { source-ip | hostname } | { hostnamewildcard | source-ip/mask-
bits } | any [ log ]

Syntax: regenerate-seq-num [ num |
Syntax: [no] ip access-group num in
The standard parameter indicates the ACL type.

The string parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. The string "All" cannot be used to
form creation of a named standard ACL. You can use blanks in the ACL name if you enclose the name in quotation marks (for example,

"ACL for Net1"). The num parameter allows you to specify an ACL number if you prefer. If you specify a number, you can specify from 1
- 99 for standard ACLs or 100 - 199 for extended ACLs.

NOTE

For convenience, the software allows you to configure numbered ACLs using the syntax for named ACLs. The software also
still supports the older syntax for numbered ACLs. Although the software allows both methods for configuring numbered
ACLs, numbered ACLs are always formatted in the startup-config and running-config files in using the older syntax, as follows.
access-list 1 deny host 10.157.22.26access-1list 1 deny 10.157.22.0 0.0.0.255access-1list 1
permit any access-list 101 deny tcp any any eq http

The options at the ACL configuration level and the syntax for the ip access-group command are the same for numbered and named
ACLs and are described in Configuring standard numbered [Pv4 ACLs on page 110.

To re-sequence a named standard ACL table, enter the following command:

device (config)# ip access-1list standard Netl
device (config-std-nacl-Netl) # regenerate-seg-num

Extended named IPv4 ACL syntax and configuration

To configure an extended named IPv4 ACL, enter commands such as the following.

device (config)# ip access-list extended "block Telnet"
device (config-ext-nacl-block telnet)# deny tcp host 10.157.22.26 any eq telnet
device (config-ext-nacl-block telnet)# permit ip any any
device (config-ext-nacl-block telnet)# exit
device (config)# int eth 1/1
device (config-1if-el10000-1/1)# ip access-group "block Telnet" in
NOTE

The command prompt changes after you enter the ACL type and name. The "ext" in the command prompt indicates that you
are configuring entries for an extended ACL. The "nacl” indicates that are configuring a named ACL.

To re-sequence a named extended ACL table, enter the following command:
device (config-ext-nacl-block telnet)# regenerate-seg-num

Syntax: [no] ip access-list extended string | num

Syntax: [no] [ sequence num ] deny | permit [ vlan vian-id ] ip-protocol { source-ip | hostnamewildcard | any } [ operatorsource-tcp/udp/
sctp-port ] { destination-ip | hostnamewildcard | any } [ operatordestination-tcp/udp/sctp-port 1 [ icmp-type ] [ established ]

[ precedence { name | num } ][ tos { name | number} ][ dscp-mapping number ] [ dscp-marking number] | [ { fragment | non-
fragment } ] [ option value | name | keyword ] [ priority priority-value | priority-force priority-value | priority-mapping priority-value |
[log ][ mirror]

Syntax: regenerate-seq-num [ num |

Syntax: [no] ip access-group string | num in | out
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The options at the ACL configuration level and the syntax for the ip access-group command are the same for numbered and named
ACLs and are described in Configuring extended numbered IPv4 ACLs on page 112.

NOTE
The string "all* cannot be used as ACL name while defining
ACLs.

The precedence option for of an IP packet is set in a three-bit field following the four-bit header-length field of the packet’s header. This
parameter is not supported on CES 2000 Series or CER 2000 Series devices. You can specify one of the following name or number:
critical or 5 - The ACL matches packets that have the critical precedence. If you specify the option number instead of the name, specify
number 5. flash or 3 - The ACL matches packets that have the flash precedence. If you specify the option number instead of the name,
specify number 3. flash-override or 4 - The ACL matches packets that have the flash override precedence. If you specify the option
number instead of the name, specify number 4. immediate or 2 - The ACL matches packets that have the immediate precedence. If you
specify the option number instead of the name, specify number 2. internet or 6 - The ACL matches packets that have the internetwork
control precedence. If you specify the option number instead of the name, specify number 6. network or 7 - The ACL matches packets
that have the network control precedence. If you specify the option number instead of the name, specify number 7. priority or 1 - The
ACL matches packets that have the priority precedence. If you specify the option number instead of the name, specify number 1. routine
or O - The ACL matches packets that have the routine precedence. If you specify the option number instead of the name, specify
number O.

Deleting rules from named IPv4 ACLs
You can delete an ACL filter rule by providing the sequence number or without providing the sequence number.

To delete an ACL filter rule without providing a sequence number you must specify the filter rule attributes. To delete an ACL filter rule
providing a sequence number you can provide the sequence number alone or the sequence number and the other filter rule attributes.

1. Enter the following command to display the contents of the ACL list.

device#show access-list name entry
Standard IP access list entry

10: deny host 10.2.4.5

20: deny host 10.1.1.1

30: deny host 10.6.7.8

40: permit any

2. To delete the second ACL entry from the list by specifying the sequence number only, enter the following commands.

device (config) #ip access-list standard entry
device (config-std-nacl-entry)# no sequence 20

3. Enter the show access-list command to display the updated list.

device (config) # ip show access-list name entry
Standard IP access list entry

10: deny host 10.2.4.5

30: deny host 10.6.7.8

40: permit any

Displaying ACL definitions

To display the ACLs configured on an Extreme device, use the show access-list command.
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To display the total number of Layer-2 and IPv4 access lists and the number of filters configured for each list, use the show access-list
count command.

device (config) #show access-1list count
Total 4 ACLs exist.

ACL 102, total 10 clauses

ACL 105, total 15 clauses

ACL 400, total 100 clauses

ACL 401, total 2 clauses

NOTE
Empty ACLs that are applied to interfaces are included in the total ACL count but are not displayed.

For a numbered ACL, you can enter a command such as the following.

device (config) #show access-1list 99
ACL configuration:
|

Standard IP access list 10

10: access-list 99 deny host 10.10.10.1
20: access-list 99 permit any

For a named ACL, enter a command such as the following.
device (config) #show access-list name entry
Standard IP access list entry
10: deny host 5.6.7.8

20: deny host 192.168.12.3
30: permit any

Syntax: show access-list { count | number | name acl-name | all }

The count parameter specifies displaying the total number of Layer-2 and IPv4 access lists and the number of filters configured for each
list. Empty ACLs that are applied to interfaces are included in the total ACL count but are not displayed.

The number variable specifies displaying information for a specific numbered ACL.:
« 1-99 for standard ACLs
100 - 199 for extended ACLs

The name acl-name option specifies displaying information for a specific named ACL.

Enter all if you want to display all the ACLs configured on the device.

Impact of Layer 2 ACL limits on Layer 3 ACL resources
The Layer 2 system-max |2-acl-table-entries setting can effect Layer 3 ACL functionality.

CES 2000 Series and CER 2000 Series devices have 8192 CAM entries, and 1000 ingress Layer-2 numbered ACL takes 1000 CAM
entries, while egress Layer-2 numbered ACL needs 2000 CAM entries. If users configure the maximum Layer-2 ACL, the other types
of ACL, such as IP and IPv6 ACL, will have limited space.

The change may also impact memory use in MLX Series and XMR Series series. The memory increase can be from 2.5M to 10M,
depending on system-max |2-acl-table-entries configurations:

device (config) #system-max l2-acl-table-entries
DECIMAL Valid range 64 to 256 (default: 64)

Once the above is set to 256, and the user configures one Layer-2 ACL with 256 entries, then each of other Layer-2 ACL will take
memory of 256 entries, even though each of these ACL has a single entry only.
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This does not affect CAM occupation, that is, a single entry Layer-2 ACL still take a CAM entry, even though system-max 12-acl-table-
entries is configured to 256.

VLAN Accounting

VLAN accounting already exists in previous release. Now it works with the increased ACL infrastructure on CES 2000 Series and CER
2000 Series devices as well.

Syntax: [no] vlan-accounting

device (config) #vlan 100
device (config-vlan-100)# vlan-accounting

Following command will display the VLAN accounting.
device (config) #show vlan 100

byte-accounting command is deprecated in CES 2000 Series and CER 2000 Series devices. Similar to MLX Series, CES 2000 Series
and CER 2000 Series devices use the vlan-accounting command.

Simultaneous per VLAN rate limit and QoS

Simultaneous per-VLAN Rate Limit and QoS and add DSCP-marking to the Layer-2 ACL are added to the CES 2000 Series and CER
2000 Series platforms only. VLAN accounting works with the increased ACL infrastructure on CES 2000 Series and CER 2000 Series
platforms only.

Currently Layer-2 ACL does not provide an action of DSCP-marking , since DSCP belongs to Layer-3. Simultaneous per-VLAN rate
limit and QoS requires Layer-2 ACL to mark DSCP. This is available only on CES 2000 Series and CER 2000 Series platforms.

This assumes the packets have both Layer-2 and Layer-3 headers, so that matching Layer-2 will mark Layer-3 parameters. For pure
Layer-2 packets without Layer-3 header or non-IP packets, the result is unpredictable, and the ACL may give wrong data. For this
reason, a warning message will display once a user configure a DSCP-marking on Layer-2 ACL.

Syntax: [no] access-list num [ sequence num ] permit | deny src-macmask | any dest-macmask | any [ vian-id | any ] [ etype etype-
str] [ priority queue-value | priority-force queue-value | priority-mapping queue-value ][ log ] mirror ] [ mark-flow-id ] [ dscp-marking
number ]

The following example matches VLAN 100 and mark DSCP to 54:
device (config) # access-1list 1399 permit any any 100 etype any dscp-marking 54

NOTE
This ACL will have unexpected results on non-IP packets. Make sure the traffic on the interfaces are IP
packets.

Modifying ACLs

When you configure any ACL, a sequence number is assigned to each ACL entry. If you do not specify the sequence number, the
software assigns a sequence number to each entry. The default value is 10+ the sequence number of the last ACL entry provisioned in
the ACL table. Therefore, when you do not specify a sequence number, the rule is added to the end of the ACL table. The default value
for the first entry in an IPv4 ACL table is "10". The software always applies the ACL entries to traffic in the order of lowest to highest
seguence number. The following example configures two entries for ACL "1".

device (config) #access-list 1 deny 10.157.22.0/24
device (config) #access-list 1 permit 10.157.22.26
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The system assigns the sequence number "10" to the first entry and "20" to the second entry so that the output from the show access-
list command will be:

10: access-list 1 deny 10.157.22.0/24

20: access-list 1 permit 10.157.22.26
Thus, if a packet matches the first ACL entry in this ACL and is therefore denied, the software does not compare the packet to the
remaining ACL entries. In this example, packets from host 10.157.22.26 will always be dropped, even though packets from this host
match the second entry.

By specifying the ACL entry sequence number you can insert the entry at any position that you want in an ACL table. For example, enter
the following command:

device (config) #access-1list 1 sequence 15 permit 10.157.22.24
The output from the show access-list command is now:

10: access-list 1 deny 10.157.22.0/24

15: access-list 1 sequence 15 permit 10.157.22.24

20: access-list 1 permit 10.157.22.26
NOTE
Modifications done in the ACL, will be effective in the hardware only after the execution of an explicit rebind command. For
more information, refer to Applying ACL s to interfaces on page 129.

There is an alternative method for modifying ACLs on a device. The alternative method lets you upload an ACL list from a TFTP server
and replace the ACLs in the Extreme device’s running-config file with the uploaded list. Thus, to change an ACL, you can edit the ACL on
the file server, then upload the edited ACL to the Extreme device. You then can save the changed ACL to the Extreme device’s startup-
config file.

ACL lists contain only the ACL entries themselves, not the assignments of ACLs to interfaces. You must assign the ACLs on the Extreme

device itself.

NOTE
The only commands that are valid in the ACL list are the access-list and end commands; other commands are ignored.

Modify an ACL by configuring an ACL list on a file server.

1. Use a text editor to create a new text file. When you name the file, use 8.3 format (up to eight characters in the name and up to
three characters in the extension).

NOTE
Make sure the Extreme device has network access to the TFTP server.

2. Optionally, clear the ACL entries from the ACLs you are changing by placing commands such as the following at the top of the
file.

device (config) #no access-list 1

device (config) #no access-list 101
When you load the ACL list into the Extreme device, the software adds the ACL entries in the file after any entries that already
exist in the same ACLs. Thus, if you intend to entirely replace an ACL, you must use the no access-list num command to clear
the entries from the ACL before the new ones are added.
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3. Place the commands to create the ACL entries into the file. The order of the separate ACLs does not matter, but the order of the
entries within each ACL is important. The software applies the entries in an ACL in the order they are listed within the ACL. Here
is an example of some ACL entries.

device (config) #access-1list 1 deny host 10.157.22.26
device (config) #access-1list 1 deny 10.157.22.0 0.0.0.255
device (config) #access-1list 1 permit any

device (config) #access-list 101 deny tcp any any eq http

The software will apply the entries in ACL 1 in the order shown and stop at the first match. Thus, if a packet is denied by one of
the first three entries, the packet will not be permitted by the fourth entry, even if the packet matches the comparison values in
this entry.

4. Enter the command "end " on a separate line at the end of the file. This command indicates to the software that the entire ACL
list has been read from the file.

Save the text file.
6. On the Extreme device, enter the following command at the Privileged EXEC level of the CLI:copy tftp running-configtfio-ip-

addrfilename

NOTE
This command will be unsuccessful if you place any commands other than access-list and end (at the end only) in the
file. These are the only commands that are valid in a file you load using the copy tftp running-config... command.

7. To save the changes to the Extreme device’s startup-config file, enter the following command at the Privileged EXEC level of
the CLI:write memory

NOTE
Do not place other commands in the file. The Extreme device reads only the ACL information in the file and ignores
other commands, including ip access-group commands. To assign ACLs to interfaces, use the CLI.

Modifying the Layer 3 ACL rule maximum

By default, you can include a total of 4096 rules in Layer 3 (IPv4 and IPv6) ACLs on your device. You can increase this limit to
102,400.

To enable 102,400 IPv4 ACL rules, enter the following command at the Global CONFIG level of the CLI.
device (config)# system-max ip-filter-sys 102400
Syntax: [no] system-max ip-filter-sys num

You can load ACLs dynamically by saving them in an external configuration file on flash card or TFTP server, then loading them using
one of the following commands:

copy { slotl | slot2 } running from-name

ncopy { slotl | slot2 } from-name running

copy tftp running-config jp-addr filename

ncopy tftp ip-addr from-name running-config

In this case, the ACLs are added to the existing configuration.
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Deleting ACL entries using the entry sequence number

ACL entries can be deleted by specifying the sequence number only. In the following example, a filter rule is deleted by specifying its
sequence number.

device (config) # show access-list name v4 acl
10: permit 1.1.1.1 0.0.0.0

20: permit 2.2.2.2 0.0.0.0

21: sequence 21 permit 3.3.3.3 0.0.0.0

30: deny any

device (config)# ip access-list standard vé4 acl
device (config-std-nacl-v4 acl)# no sequence 20
device (config-std-nacl-v4 _acl)# exit

device (config) # show access-list name v4_acl
10: permit 1.1.1.1 0.0.0.0

21: sequence 21 permit 3.3.3.3 0.0.0.0

30: deny any

Adding or deleting a comment

You can add or delete comments to an IP ACL entry.

Numbered ACLs: Adding a comment
To add a comment to an ACL entry in a numbered IPv4 ACL, perform the tasks listed below.

1. Use the show access-list to display the entries in an ACL.

device (config-std-nacl) # show access-list 99
Standard IP access-list 99

deny host 10.2.4.5

permit host 10.6.7.8

2. To add the comment "Permit all users” to filter "permit any” (the ACL remark is attached to the filter "permit any” as instructed in
Step 4). Enter a command such as the following.

device (config)# access-1list 99 remark Permit all users

3. Entering a show access-list command displays the following:

device (config-std-nacl) # show access-list 99
Standard IP access-list 99

deny host 10.2.4.5

permit host 10.6.7.8

ACL Remarks: Permit all users

4. Enter the filter "permit any".

device (config-std-nacl)# permit any
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Entering a show access-list command displays the following.

device (config-std-nacl) # show access-list 99
Standard IP access-list 99

deny host 10.2.4.5

permit host 10.6.7.8

ACL Remarks: Permit all users

permit any

Syntax: [no] access-list acl-num remark comment-text
Simply entering access-list ac/-num remark comment-text adds a remark to the next ACL entry you create.

The remark comment-text adds a comment to the ACL entry. The remark can have up to 128 characters in length. The
comment must be entered separately from the actual ACL entry; that is, you cannot enter the ACL entry and the ACL comment
with the same command. Also, in order for the remark to be displayed correctly in the output of show commands, the comment
must be entered immediately before the ACL entry it describes.

NOTE
An ACL remark is attached to each individual filter only, not to the entire ACL (ACL
199).

Complete the syntax by specifying any options you want for the ACL entry. Options you can use to configure standard or
extended numbered ACLs are discussed in Named |Pv4 ACLs on page 120.

Numbered ACLs: deleting a comment

For example, if the remark "Permit all users” has been defined for ACL 99, remove the remark by entering the following command.

device (config)# no access-list 99 remark Permit all users

Syntax: [no] access-list number remark comment-text

Named

ACLs: adding a comment to a new ACL

You can add a comment to an ACL by performing the tasks listed below.

1

128

Use the show access-list command to display the contents of the ACL. For example, you may have an ACL named "entry” and
a show access-list command shows that it has only one entry.
device (config) # show access-list name entry

Standard IP access-list 99
deny host 10.2.4.5

Add a new entry with a remark to this named ACL by entering commands such as the following:

device (config) #ip access-list standard entry
device (config-std-nacl-entry)# remark Deny traffic from Marketing
device (config-std-nacl-entry)# deny 10.6.7.8
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3. Enter a show access-list command displays the new ACL entry with its remark.
device (config) # show access-list name entry
Standard IP access-list entry
deny host 10.2.4.5

ACL remark: Deny traffic from Marketing
deny host 10.6.7.8

Syntax: [no] ip access-list standard | extended acl-name
Syntax: [no] remark string
Syntax: [no] deny options | permit options

The standard | extended parameter indicates the ACL type.

The acl-name parameter is the IPv4 ACL name. You can specify a string of up to 256 alphanumeric characters. You can use
blanks in the ACL name if you enclose the name in quotation marks (for example, "ACL for Net1"). The ac/-num parameter
allows you to specify an ACL number if you prefer. If you specify a number, enter a number from 1 - 99 for standard ACLs or
100 - 199 for extended ACLs.

The remarkstring adds a comment to the ACL entry that you are about to create. The comment can have up to 128 characters
in length. The comment must be entered separately from the actual ACL entry; that is, you cannot enter the ACL entry and the
ACL comment with the same command. Also, in order for the remark to be displayed correctly in the output of show
commands, the comment must be entered immediately before the ACL entry it describes.

Enter deny to deny the specified traffic or permit to allow the specified traffic. Complete the configuration by specifying options
for the standard or extended ACL entry. Options you can use to configure standard or extended named ACLs are discussed in
the section Named IPv4 ACLs on page 120.

Named ACLs: deleting a comment
To delete a remark from a named ACL, enter the following command.

device (config) #ip access-list standard entry
device (config-std-nacl-entry) #no remark Deny traffic from Marketing

Syntax: no remark string

Applying ACLs to interfaces

Configuration examples in the section Numbered and named IPv4 ACL s on page 109 show that you apply ACLs to interfaces using the
ip access-group command. This section present additional information about applying ACLs to interfaces.

Reapplying modified ACLs
If you make an ACL configuration change, you must reapply the ACLs to their interfaces to place the change into effect.
An ACL configuration change includes any of the following:
Adding, changing, or removing an ACL or an entry in an ACL
+  Changing ToS-based QoS mappings
To reapply ACLs following an ACL configuration change, enter the following command at the global CONFIG level of the CLI.

device (config) #
ip rebind-acl all
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Syntax: [no] ip rebind-acl num | name | all

NOTE
When an ACL rebinds with a VE, the member ports are checked, and if there is any physical port associated with that VE, then
the entire ACL entries are refreshed by an inbound ACL timer in the packet processor(PPCR).

Applying ACLs to a virtual routing interface

The virtual interface is used for routing between VLLANSs and contains all the ports within the VLAN. If the ACL is for the inbound traffic
direction, you also can specify a subset of ports within the VLAN containing a specified virtual interface when assigning an ACL to that
virtual interface. But if the ACL is for the outbound traffic direction, then it is not possible to specify a subset of ports within the VLAN on
the devices.

Use this feature when you do not want the ACLs to apply to all the ports in the virtual interface’s VLAN or when you want to streamline
ACL performance for the VLLAN.

To apply an ACL to a subset of ports within a virtual interface, enter commands such as the following.

device (config)# vlan 10 name IP-subnet-vlan

device (config-vlan-10) # untag ethernet 1/1 to 1/20 ethernet 2/1 to 2/12

device (config-vlan-10)# router—-interface ve 1

device (config-vlan-10) # exit

device (config)# access-1list 1 deny host 10.157.22.26

device (config)# access-1list 1 deny 10.157.29.12

device (config)# access-1list 1 deny host IPHostl

device (config)# access-list 1 permit any

device (config)# interface ve 1

device (config-vif-1)# ip access-group 1 in ethernet 1/1 ethernet 1/3 ethernet 2/1 to 2/4

The commands in this example configure port-based VLAN 10, add ports 1/1 - 2/12 to the VLAN, and add virtual routing interface 1
to the VLAN. The commands following the VLLAN configuration commands configure ACL 1. Finally, the last two commands apply ACL
1 to a subset of the ports associated with virtual interface 1.

Syntax: [no] ip access-group num in [ ethernet slot/portnum ] [ slot/portnum... ] to slot/portnum

The ethernet slot/portnum option allow you to limit the ACL to a subset of ports within the virtual interface. You can also use the toslot/
portnum option to specify a range of ports. A maximum of 4 port ranges are supported.

Deletion of ACLs bound to an interface
To delete an ACL bound to an interface, use the force-delete-bound-acl command.
Initially force-delete-bound-acl is disabled.

device (config) #acl-policy
device (config-acl-policy)# force-delete-bound-acl

The no force-delete-bound-acl command does not allow the ACLs bound to an interface to be deleted.
device (config-acl-policy)# no force-delete-bound-acl
Syntax: [no] force-delete-bound-acl

When force-delete-bound-acl is enabled, it allows deletion of ACLs bound to one or more interfaces. After enabling this command for
the deletion of the ACLs, however the binding of the ACL to an interface still remains. On rebinding this will be an empty ACL and will
have no affect on traffic forwarding. On rebinding the CAM entries are reprogrammed appropriately, so no ACL filtering takes place after
the ACL is deleted. This command is available as a sub-command of acl-policy command. However like any other ACL modification the
CAM is only reprogrammed during rebind. Without a rebind the old filters are still present in the CAM.
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NOTE
This command is also supported on CES 2000 Series and CER 2000 Series devices.

An example of the command is as below.

device (config-acl-policy)# force-delete-bound-acl
device (config-acl-policy)# exit
device (config)# show access-list all

ACL configuration:

!

mac access-list SampleACL
permit any any 10 etype any
!

device (config)# show access-list bindings
L4 configuration:
|
interface ethe 2/1
mac access-group SampleACL in
|
device (config) #show cam l2acl
SLOT/PORT Interface number
device (config)# sh cam 12acl 2/1

LP Index VLAN Src MAC Dest MAC Port Action PRAM

(Hex) (Hex)
2 0a3800 10 0000.0000.0000 0000.0000.0000 O Pass 0009c
2 0a3802 0 0000.0000.0000 0000.0000.0000 O Drop 0009d

device (config) #

device (config) #no mac acc SampleACL

device (config) #sh cam l2acl 2/1

LP Index VLAN Src MAC Dest MAC Port Action PRAM
(Hex) (Hex)

device (config) #show access-1list all ACL configuration:

|

device (config) #show access-1list bindings
L4 configuration:

|

|

interface ethe 2/1 mac access-group SampleACL in
I

device (config) #

NOTE
Rebinding of an ACL is explicitly required for IPv4 and IPv6 ACLs.

Enabling ACL duplication check

If desired, you can enable software checking for duplicate ACL entries. To do so, enter the following command at the config-acl-policy
level of the CLI.

device (config)# acl-policy

device (config-acl-policy)# acl-duplication-check

device (config-acl-policy)# access-1list 173 permit ip host 1.1.6.197 198.6.
device (config-acl-policy)# access-list 173 permit ip host 1.1.6.197 198.6.
Error: Duplicate entry in ACL 173

permit ip host 1.1.6.197 198.6.1.0 0.0.0.255

1.0 0.0.0.255
1.0 0.0.0.255

The above example generates an error message from the system as access-list 173 has a duplicate entry. For no command, enter the
following command at the config-acl-policy level of the CLI.

device (config)# acl-policy

device (config-acl-policy)# no acl-duplication-check

device (config-acl-policy)# access-list 173 permit ip host 1.1.6.195 198.6.1.0 0.0.
device (config-acl-policy)# access-list 173 permit ip host 1.1.6.195 198.6.1.0 0.0.
device (config-acl-policy)# sh acc 173

Extended IP access list 173

1. .255
1 .255

0
0
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0: permit ip host 1.1.6.195 198.

6.1.0 0.0.0.255
1: permit ip host 1.1.6.195 198.6.1.0 0.0.0.255

Syntax: [no] acl-duplication-check

Enabling ACL conflict check

If desired, you can enable software checking for conflicting ACL entries. To do so, enter the following command at the config-acl-policy
level of the CLI.

device (config)# acl-policy
device (config-acl-policy)# acl-conflict-check
(

device (config-acl-policy)# access-1list 173 permit ip host 1.1.6.203 198.6.1.0 0.0.0.255
device (config-acl-policy) # access-list 173 deny ip host 1.1.6.203 198.6.1.0 0.0.0.255
Warning: Conflicting entry in ACL 173: permit ip host 1.1.6.203 198.6.1.0 0.0.0.255
device (config-acl-policy)# acc 174 deny ip host 1.1.6.203 198.6.1.0 0.0.0.255

device (config-acl-policy) #

The above example generates an error message from the system as access-list 173 has a conflicting entry. For no command, enter the
following command at the config-acl-policy level of the CLI.

device (config)# acl-policy

device (config-acl-policy)# no acl-conflict-check

device (config-acl-policy)# access-list 173 permit ip host 1.1.6.201 198.6.
device (config-acl-policy)# access-1list 173 deny ip host 1.1.6.201 198.6.1.
device (config-acl-policy) #

1.0 0.0.0.255
0 0.0.0.255

Syntax: [no] acl-conflict-check

NOTE
This command checks for conflicts across multiple ACL clauses, except for the permit or deny
keyword.

Enabling ACL filtering of fragmented or non-fragmented packets

To define an extended IPv4 ACL to deny or permit traffic with fragmented or unfragmented packets, enter a command such as those
shown in one of the methods below.

Numbered ACLs

device (config)# access-list 111 deny ip any any fragment
device (config)# int eth 1/1

device (config-if-e10000-1/1)# ip access-group 111 in
device (config)# write memory

The first line in the example defines ACL 111 to deny any fragmented packets. Other packets will be denied or permitted, based on the
next filter condition.

Next, after assigning the ACL to Access Group 111, the access group is bound to port 1/1. It will be used to filter incoming traffic.
Refer to Extended numbered IPv4 ACL syntax on page 115 for the complete syntax for extended ACLs.

Named ACLs

device (config)# ip access-list extended entry

device (config-ext-nacl) # deny ip any any fragment
device (config)# int eth 1/1

device (config-if-e10000-1/1)# ip access-group entry in
device (config) # write memory
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The first line in the example defines ACL entry to deny any fragmented packets. Other packets will be denied or permitted, based on the
next filter condition.

Next, after assigning the ACL to Access Group entry, the access group is bound to port 1/1. It will be used to filter incoming traffic.

Syntax: ip access-list extended acl-name | acl-num deny | permit ip-protocol source-ip | hostname wildcard [ operator source-tcp/
udp-port | destination-ip | hostname [ icmp-type | num ] wildcard [ operator destination-tcp/udp-port | [ precedence name | num ]
[ tos name | num ] [ fragment ] | [ non-fragmented ]

Enter extended to indicate the named ACL is an extended ACL.

The acl-name | acl-num parameter allows you to specify an IPv4 ACL name or number. If using a name, specify a string of up to 256
alphanumeric characters. You can use blanks in the ACL name, if you enclose the name in quotation marks (for example, "ACL for Net1").
The acl-num parameter allows you to specify an ACL number if you prefer. If you specify a number, enter a number from 100 - 199 for
extended ACLs.

Enter the fragment keyword to allow the ACL to filter fragmented packets. Use the non-fragmented keyword to filter non-fragmented
packets.

NOTE
The fragmented and non-fragmented parameters cannot be used together in an ACL entry.

Complete the configuration by specifying options for the ACL entry. Options you can use are discussed in the appropriate sections for
configuring ACLs in this chapter.

Configuring the conservative ACL fragment mode
The acl-frag-conservative command allows you to change the operation of ACLs on fragmented packets.

When a a packet exceeds the maximum packet size, the packet is fragmented into a number of smaller packets that contain portions of
the contents of the original packet. This packet flow begins with an initial packet that contains all of the Layer-3 and Layer-4 header
information contained in the original packet and is following by a number of packets that contain only the Layer-3 header information.
This packet flow contains all of the information contained in the original packet distributed through the packet flow into packets that are
small enough to avoid the maximum packet size limit. This provides a particular problem for ACL processing. If the ACL is filtering based
on Layer-4 information, the non-initial packets within the fragmented packet flow will not match the Layer-4 information even if the
original packet that was fragmented would have matched the filter. Consequently, packets that the ACL was designed to filter for are not
processed by the ACL.

This can be a particular problem for Deny ACLs because packets can be dropped that should be forwarded. For this reason, the
conservative ACL fragment mode has been created to treat fragmented packets differently both when the fragmented keyword is and is
not used. While under normal operation, fragmented packets are treated the same as all other packets, when the acl-frag-conservative
command is enabled, the device only applies Layer-4 information within an ACL to non-fragmented packets and to the initial packet
within a fragmented packet flow.

Layer 4 filters in a Layer 3 ACL
An ACL entry with one or more of the following keywords is consider to have Layer-4 information:
TCP, UDP, or SCTP source or destination port.
ICMP—matching based on ICMP type or code values
TCP SYN flag
TCP Established flag
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ACL operation with the device configured in conservative ACL fragment mode

Operation of ACLs with Fragmented packets when the device is configured in Conservative ACL Fragment mode, through use of the
acl-frag-conservative command, can be described to follow one these four procedures:

ACL entries with Layer-3 Information only that do not contain the fragment keyword.
ACL entries with Layer-3 Information only that do contain the fragment keyword.
+  ACL entries with Layer-3 and Layer-4 Information that do not contain the fragment keyword.

ACL entries with Layer-3 and Layer-4 Information that do contain the fragment keyword.

Detailed operation of ACLs under each of these conditions are described as follows.

ACL entries with Layer-3 information only that do not contain the fragment keyword

In this situation, the operation of the ACL is exactly like it is during normal operation (acl-frag-conservative command not configured).
Any packet or fragment that matches the Layer-3 information specified in the ACL will be matched as described in Table 9.

TABLE 9 ACL entry with Layer-3 information only and no fragment keyword

Packet matches AND is either a non-
fragmented or the 1st packet within a
fragmented packet flow

Packet matches AND is a non-initial packet
within a fragmented packet flow

permit Yes - Matches because the packet matches the | Yes - Matches because the packet matches the
Layer-3 Information in the ACL. Layer-3 Information in the ACL.
deny Yes - Matches because the packet matches the | Yes - Matches because the packet matches the

Layer-3 Information in the ACL.

ACL entries with Layer-3 information only that do contain the fragment keyword

Layer-3 Information in the ACL.

In this situation, any packet that is not fragmented will not match because the fragment keyword is configured in the ACL. Non-initial
packets within a fragmented packet flow that contain the Layer-3 information specified in the ACL will be matched as described in Table

10.

TABLE 10 ACL entry with Layer-3 information only and fragment keyword in ACL

Packet matches AND is either a non-
fragmented or the 1st packet within a
fragmented packet flow

Packet matches AND is a non-initial packet
within a fragmented packet flow

permit No - Does not match because fragment Yes - Matches because fragment keyword is in
keyword is in ACL and packet is either non- ACL and packet is a non-initial packet within a
fragmented or the 1st packet within a fragmented packet flow and the packet matches
fragmented packet flow. the Layer-3 information in the ACL.

deny No - Does not match because fragment Yes - Matches because fragment keyword is in

keyword is in ACL and packet is either non-
fragmented or the 1st packet within a
fragmented packet flow.

ACL and packet is a non-initial packet within a
fragmented packet flow and the packet matches
the Layer-3 information in the ACL.

ACL entries with Layer-3 and Layer-4 information that do not contain the fragment keyword

In this situation, any packet that is not fragmented or is the 1st packet within a fragmented packet flow and also contains the Layer-3 and
Layer-4 information specified in the ACL will be matched. Packets that are non-initial packets within a fragmented packet flow and match
the Layer-3 information will be matched for the permit clause because in conservative ACL fragment mode, Layer-4 information is
disregarded for non-initial packets. Also, non-initial packets within a fragmented packet flow will not be matched for the deny clause
because in conservative ACL fragment mode, the deny clause is not invoked for non-initial packets within a fragmented packet flow.
Refer to Table 11 for operation in this scenario.
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TABLE 11 ACL entry with Layer-3 and Layer-4 information and no fragment keyword in ACL

Packet matches AND is either a non-
fragmented or the 1st packet within a
fragmented packet flow

permit Yes - Matches because the packet matches the
Layer-3 and Layer-4 Information in the ACL.

deny Yes - Matches because the packet matches the
Layer-3 and Layer-4 Information in the ACL.

ACL entries with Layer-3 and Layer-4 information that contains the fragment keyword

Packet matches AND is a non-initial packet
within a fragmented packet flow

Yes - Matches because the packet matches the

Layer-3 Information in the ACL and in
conservative mode, Layer-4 information is
disregarded for non-initial packets within a
fragmented packet flow.

No - Does not match because in conservative
mode, the deny clause is not invoked for non-
initial packets within a fragmented packet flow.

In this situation, any packet that is not fragmented or is the 1st packet within a fragmented packet flow will not be matched because the
fragment keyword is specified in the ACL. Packets that are non-initial packets within a fragmented packet flow, match the fragment
keyword and match the Layer-3 information will be matched for the permit clause because in conservative ACL fragment mode, Layer-4

information is disregarded for non-initial packets. Also, non-initial packets within a fragmented packet flow will not be matched for the

deny clause because in conservative ACL fragment mode, the deny clause is not invoked for non-initial packets within a fragmented

packet flow. Refer to Table 12 for operation in this scenario.

TABLE 12 ACL entry with Layer-3 and Layer-4 information and fragment keyword in ACL

Packet matches AND is either a non-
fragmented or the 1st packet within a
fragmented packet flow

permit No - Does not match because fragment
keyword is in ACL and packet is either non-
fragmented or the 1st packet within a
fragmented packet flow.

deny No - Does not match because fragment
keyword is in ACL and packet is either non-
fragmented or the 1st packet within a
fragmented packet flow.

Configuring the conservative ACL fragment mode

Packet matches AND is a non-initial packet
within a fragmented packet flow

Yes - Matches because the packet matches the

Layer-3 Information in the ACL and in
conservative mode, Layer-4 information is
disregarded for non-initial packets within a
fragmented packet flow.

No - Does not match because in conservative
mode, the deny clause is not invoked for non-
initial packets within a fragmented packet flow.

The Conservative ACL Fragment mode is configured using the acl-frag-conservative command as shown in the following.

device (config)# acl-policy
device (config-acl-policy)# acl-frag-conservative

Syntax: [no] acl-frag-conservative

Examples of ACL filtering in normal and conservative ACL fragment modes

The following examples illustrate how an ACL with the fragment keyword operates for filtering applications in both the normal and

conservative mode:
+  ACL Configuration Example with Fragment Keyword and Permit Clause

ACL Configuration Example with Fragment Keyword and Deny Clause
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ACL configuration example with fragment keyword and permit clause

In the following example, ACL 100 is configured to process fragmented IP packets in Normal and Conservative ACL modes as
described.

device (config) # access-1list 100 permit tcp 10.1.0.0.0.0.0.255 any fragment
device (config) # access-list 100 deny ip any any

Behavior In Normal ACL Fragment Mode - In the normal Extreme device mode, fragmented and non-fragmented packets will be
dropped or forwarded as described in the following:

All TCP fragments (both initial and subsequent fragments) from the specified IP address, will match the first ACL entry. Because this is a
permit ACL entry, the matching packets are forwarded.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (deny) ACL entry and consequently will be dropped.

Behavior In Conservative ACL Fragment Mode - If the Extreme device is configured for Conservative ACL Fragment mode using the
acl-frag-conservative command, fragmented and non-fragmented packets will be dropped or forwarded as described in the following:

The initial fragment will not match the first ACL entry because the fragment keyword is present. The packet will then match the second
(deny) ACL entry and consequently will be dropped.

Non-initial TCP fragments from the specified IP address, will match the first ACL entry based on Layer-3 information. Because this is a
permit ACL entry, the matching packets are forwarded.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (deny) ACL entry and consequently will be dropped.

ACL configuration example with fragment keyword and deny clause

In the following example, ACL 101 is configured to process fragmented IP packets in Normal and Conservative ACL modes as
described.

device (config) # access-1list 101 deny tcp 10.1.0.0.0.0.0.255 any fragment
device (config)# access-list 101 permit ip any any

Behavior In Normal ACL Fragment Mode - In the normal Extreme device mode, fragmented and non-fragmented packets will be
dropped or forwarded as described in the following:

All TCP fragments (both initial and subsequent fragments) from the specified IP address will match the first ACL entry. Because this is a
deny ACL entry, the matching packets are dropped.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (permit) ACL entry and consequently will be forwarded.

Behavior In Conservative ACL Fragment Mode - If the Extreme device is configured for Conservative ACL Fragment mode using the
acl-frag-conservative command, fragmented and non-fragmented packets will be dropped or forwarded as described in the following:

The initial fragment will not match the first ACL entry because the fragment keyword is present. The packet will then match the second
(permit) ACL entry and consequently will be forwarded.

Non-initial TCP fragments will match the first ACL entry based on Layer-3 information. Because this is a deny ACL entry with Layer-3
information only, the matching packets are dropped.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (permit) ACL entry and consequently will be forwarded.
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Examples of ACL-based rate limiting in normal and conservative ACL fragment modes

The following examples illustrate how an ACL with the fragment keyword operates for rate limiting applications in both the normal and
conservative mode:

+  ACL-based Rate Limiting Configuration Example with Fragment Keyword and Deny Clause
ACL-based Rate Limiting Configuration Example with Fragment Keyword and Permit Clause

ACL-based rate limiting configuration example with fragment keyword and deny clause

In the following example, ACL 102 is configured to process fragmented IP packets in Normal and Conservative ACL. modes as
described.

device (config) # interface ethernet 3/1

device (config-if-e1000-3/1)# enable

device (config-if-el1000-3/1)# rate-limit strict-acl

device (config-if-el1000-3/1)# rate-limit input access-group 102 499992736 750000000

device (config-if-e1000-3/1)# no spanning-tree

device (config-if-el1000-3/1)# exit

device (config) # access-1list 102 deny ip any any fragment

device (config)# access-list 102 permit ip any any

Behavior In Normal ACL Fragment Mode - In the normal Extreme device mode, fragmented and non-fragmented packets will be
dropped or forwarded as described in the following:

All IP fragments (both initial and subsequent fragments) will match the first ACL entry. Because this is a deny ACL entry, and rate-limit
strict-acl is configured, the matching packets are dropped.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (permit) ACL entry and consequently will be forwarded and rate-limited.

Behavior In Conservative ACL Fragment Mode - If the Extreme device is configured for Conservative ACL Fragment mode using the
acl-frag-conservative command, fragmented and non-fragmented packets will be dropped or forwarded as described in the following:

The initial fragment will not match the first ACL entry because the fragment keyword is present. The packet will then match the second
(permit) ACL entry and consequently will be forwarded and rate-limited.

Non-initial IP fragments will match the first ACL entry based on Layer-3 information. Because this is a deny ACL entry with Layer-3
information only, and rate-limit strict-acl is configured, the matching packets are dropped.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (permit) ACL entry and consequently will be forwarded and rate-limited.

ACL-based rate limiting configuration example with fragment keyword and permit clause

In the following example, ACL 103 is configured to process fragmented IP packets in Normal and Conservative ACL modes as
described.

device (config) # interface ethernet 3/1

device (config-if-e1000-3/1) # enable

device (config-if-el1000-3/1)# rate-limit strict-acl

device (config-if-el1000-3/1)# rate-limit input access-group 103 499992736 750000000
device (config-if-el1000-3/1)# no spanning-tree

device (config-if-el1000-3/1)# exit

device (config) # access-1list 103 permit ip any any fragment

device (config) # access-list 102 deny ip any any

Behavior In Normal ACL Fragment Mode - In the normal Extreme device mode, fragmented and non-fragmented packets will be
dropped or forwarded as described in the following:
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All IP fragments (both initial and subsequent fragments) will match the first ACL entry. Because this is a permit ACL entry, the matching
packets are forwarded and rate-limited.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (deny) ACL entry and consequently will be dropped.

Behavior In Conservative ACL Fragment Mode - If the Extreme device is configured for Conservative ACL Fragment mode using the
acl-frag-conservative command, fragmented and non-fragmented packets will be dropped or forwarded as described in the following:

The initial fragment will not match the first ACL entry because the fragment keyword is present. The packet will then match the second
(deny) ACL entry and consequently will be dropped.

Non-initial IP fragments will match the first ACL entry based on L3 information. Because this is a permit ACL entry, the matching
packets are forwarded and rate-limited.

Non-fragmented packets will not match the first ACL entry because the fragment keyword is present. The packet will then match the
second (deny) ACL entry and consequently will be dropped.

ACL filtering for traffic switched within a virtual routing interface

By default, an Extreme device does not filter traffic that is switched from one port to another within the same virtual routing interface,
even if an ACL is applied to the interface. You can enable the Extreme device to filter switched traffic within a virtual routing interface.
When you enable the filtering, the Extreme device uses the ACLs applied to inbound traffic to filter traffic received by a port from another
port in the same virtual routing interface. This feature does not apply to ACLs applied to outbound traffic.

To enable filtering of traffic switched within a virtual routing interface, enter the following command at the configuration level for the
interface.

device (config-vif-1)# ip access-group ve-traffic

Syntax: [no] ip access-group ve-traffic

Filtering and priority manipulation based on 802.1p priority

Filtering and priority manipulation based on a packet’'s 801.1p priority is supported in the Extreme devices through the following QoS
options:
priority - Assigns traffic that matches the ACL to a hardware forwarding queue. In addition to changing the internal forwarding
priority, if the outgoing interface is an 802.1q interface, this option maps the specified priority to its equivalent 802.1p (QoS)
priority and marks the packet with the new 802.1p priority.

priority-force - Assigns packets of outgoing traffic that match the ACL to a specific hardware forwarding queue, even though
the incoming packet may be assigned to another queue. Specify one of the following QoS queues:

- 0-qospO

- 1-qgospl

-  2-qgosp2

-  3-qgosp3

- 4 -qgosp4

- 5-qospS

- 6-qospb

- 7 -qosp7

If a packet’'s 802.1p value is forced to another value by its assignment to a lower value queue, it will retain that value when it is sent out
through the outbound port.
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The default behavior on previous revisions of this feature was to send the packet out with the higher of two possible values: the initial
802.1p value that the packet arrived with or the new (higher) priority that the packet has been “forced” to.

priority-mapping - Matches on the packet's 802.1p value. This option does not change the packet’s forwarding priority through
the device or mark the packet.

drop-precedence - Assigns traffic that matches the ACL to a drop precedence value between O -3.

drop-precedence-force - This keyword applies in situations where there are conflicting priority values for packets on an Ingress port, that
conflict can be resolved by performing a priority merge (the default) or by using a force command to direct the device to use a particular
value above other values. The drop-precedence-force keyword specifies that if a drop precedence is applied on the port the ACL
keyword will override existing or default mappings, however, if forced at the ingress port, the port value will prevail over the acl value.
Assigns traffic that matches the ACL to a drop precedence value between O -3.

Example using the priority option (IPv4)

In the following IPv4 example, access list 100 assigns TCP packets with the source and destination addresses specified to internal
priority 2 and maps them to the 802.1p value 2 when outbound.

device (config) #access-1list 100 permit tcp 10.1.1.0/24 10.23.45.0/24 priority 2

The priority parameter specifies one of the 8 internal priorities of the Extreme device. Possible values are between O and 7. If the
outgoing interface is an 802.1q interface, the packet will have its 802.1p (QoS) priority marked with the new priority defined in this ACL.

Example using the priority force option

In the following IPv4 ACL example, access list 100 assigns UDP packets with the source and destination addresses specified to the
internal priority 3.

device (config) #access-1list 100 permit udp 10.1.1.0/24 10.23.45.0/24 priority-force 3
The priority-force parameter specifies one of the 8 internal priorities of the Extreme device. Possible values are between O and 7.

For limitations when using the priority-force parameter, please see Configuration considerations for IPv4 outbound ACLs on VPLS,
VLL, and VLL-Local endpoints on page 106.

Example using the priority mapping option

In the following IPv4 ACL example, access list 100 permits UDP packets with the source and destination addresses specified and the
802.1p priority 7.

device (config)# access-list 100 permit udp 10.1.1.0/24 10.75.34.0/24 priority-mapping 7

The priority-mapping parameter specifies one of the eight possible 802.1p priority values. Possible values are between O and 7.

NOTE
When the priority configured for a physical port and the 802.1p priority of an arriving packet differ, the higher of the two
priorities is used.

ICMP filtering for extended ACLs

Extended IPv4 ACL policies can be created to filter traffic based on its ICMP message type. You can either enter the description of the
message type or enter its type and code IDs. All packets matching the defined ICMP message type or type number and code number
are processed in hardware.
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Numbered ACLs

For example, to deny the echo message type in a numbered, extended ACL, enter commands such as the following when configuring a
numbered ACL.

device (config) # access-1list 109 deny icmp any any echo
or

device (config)# access-list 109 deny icmp any any 8 0
Syntax: [no] access-list num deny | permit [ vlan vian_id ] icmp any any icmp-type | type-number code-number
The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

You can either enter the name of the message type for icmp-type or the message’s type number and code number of the message type.
Refer to the table below for valid values.

Named ACLs
For example, to deny the administratively-prohibited message type in a named ACL, enter commands such as the following.

device (config)# ip access-list extended entry
device (config-ext-nacl)# deny ICMP any any administratively-prohibited

or

device (config)# ip access-list extended entry
device (config-ext-nacl) #deny ICMP any any 3 13

Syntax: [no] ip access-list extended acl-name deny | permit host icmp any any icmp-type | type-number code-number
The extended parameter indicates the ACL entry is an extended ACL.

The acl-name | acl-num parameter allows you to specify an ACL name or number. If using a name, specify a string of up to 256
alphanumeric characters. You can use blanks in the ACL name if you enclose the name in quotation marks (for example, "ACL for Net1").
The acl-num parameter allows you to specify an ACL number if you prefer. If you specify a number, enter a number from 100 - 199 for
extended ACLs.

The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

You can either use the icmp-type and enter the name of the message type or use the type-number parameter to enter the type number
and code number of the message. Refer to the table below for valid values.

TABLE 13

ICMP message type Type Code
administratively-prohibited 3 13
any-icmp-type X X
destination-host-prohibited 3 10
destination-host-unknown 3 7
destination-net-prohibited 3 9
destination-network-unknown 3 6
echo 8 0
echo-reply 0 0
general-parameter-problem 12 1
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NOTE
This message type indicates that
required option is missing.

host-precedence-violation 3 14
host-redirect 5 1
host-tos-redirect 5 3
host-tos-unreachable 3 12
host-unreachable 3 1
information-reply 16 0
information-request 15 0
mask-reply 18 0
mask-request 17 0
net-redirect 5 0
net-tos-redirect 5 2
net-tos-unreachable 3 11
net-unreachable 3 0
packet-too-big 3
parameter-problem 12 0

NOTE

This message includes all parameter

problems
port-unreachable 3 3
precedence-cutoff 3 15
protocol-unreachable 3 2
reassembly-timeout 11 1
redirect 5 X

NOTE

This includes all redirects.This option

is not available in CES 2000 Series

or CER 2000 Series devices.
router-advertisement 9 0
router-solicitation 10 0
source-host-isolated 3 8
source-quench 4 0
source-route-failed 3 5
time-exceeded 11 X

NOTE

This option is not available in CES

2000 Series or CER 2000 Series

devices.
timestamp-reply 14 0
timestamp-request 13 0
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TABLE 13 (continued)

ICMP message type Type Code

ttl-exceeded 11 0]

unreachable 3 X
NOTE

This includes all unreachable
messages. This option is not
available in CES 2000 Series or
CER 2000 Series devices.

Binding IPv4 inbound ACLs to a management port

You can bind a small number of IPv4 inbound ACLs to the Ethernet port on the Management Module for filtering IP traffic sent to the
Management module’s CPU. These ACLs are processed in software only and are not programmed in CAM. Outbound IPv4 ACLs are
not supported on the Management module’s Ethernet port.

The default size of IPv4 Inbound ACLs on a management port is 20 filters. This number can be set from 1 to 100 using the following
command.

device (config) # system-max mgmt-port-acl-size 100

Syntax: system mgmt-port-acl-size acls-supported

The acls-supported variable allows you set a maximum number of filters that are supported for the IPv4 ACL bound to the Management
Module’s Ethernet port.

The possible values are 1 - 100.
The default value is 20.

NOTE

For IPv4 inbound ACL applied to management port, the user can log traffic matching both "permit” and "deny” ACL filters that
have the log keyword. The command ip access-group enable-deny-logging is not be required to turn on logging on a
management port.

NOTE
On CES 2000 Series or CER 2000 Series devices you can bind an ACL with accounting clauses to the management port.
However, no ACL counters will be incremented by packets permitted or denied by those clauses.

IP broadcast ACL

The IP broadcast Access Control List (ACL) enables filtering of IP subnet-based directed broadcast traffic. The IP broadcast ACL is
configured by creating an ACL (standard or extended) and then binding that ACL to the IP interface on the router for which filtering needs
to be enabled. The IP broadcast ACLs identify directed broadcast traffic based on the subnets configured on the interfaces, and filter all
the traffic for the respective VRF of an interface. An ACL entry is programmed in CAM for each interface. Thereby, the need to add a filter
for each trusted source and destination subnet combination is eliminated.

As an example, suppose you define the standard ACL clause access-list 1 permit host 10.1.5.1 and bind the ACL to the IP interface on
the router using the ip subnet-broadcast-acl command. Multiple ACL CAM entries are programmed for such a binding, as shown in the
following example.

For example, a router has the following three interface IP addresses configured in the same VRF:
2.2.2.2/24
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10.10.10.1/24
10.10.20.1/24

The ACL CAM is then programmed with the following three entries:
permit host 10.1.5.1 host 10.2.2.255
permit host 10.1.5.1 host 10.10.10.255
permit host 10.1.5.1 host 10.10.20.255

The ACL CAM is then implicitly programmed with the following three deny any entries:
deny host any host 10.2.2.255
deny host any host 10.10.10.255
deny host any host 10.10.20.255

Configuration considerations for IP broadcast ACL

The configuration considerations for binding an IP directed-broadcast ACL to an interface are as follows:

If a physical port is a member of a virtual interface, then ACL binding is permitted only at the VE level and not at the physical
port level.

For LAG ports, all ports within the LAG are required to have the same IP broadcast ACL applied to them before the LAG is
created. On deleting the LAG, the IP broadcast ACL binding is replicated on all individual LAG ports.

IP directed-broadcast ACL binding is not be permitted on VPLS and VLL endpoints.

For interface-level inbound IPv4 ACL or Rate Limiting-ACLs (RL-ACLs) - Traffic matching IP broadcast ACLs is not subject to
interface-level ACLs or RL-ACLs. You must configure an IP broadcast ACL so that only directed broadcast traffic matches the
IP broadcast ACL clauses.

For interface-level inbound Layer 2 ACLs or RL-ACLs - For XMR Series and MLX Series devices, either an IPv4 inbound or
Layer 2 inbound ACL can be configured on an interface, but not both. But for CER 2000 Series and CES 2000 Series devices,
both the IPv4 inbound and Layer 2 inbound ACL can be configured on an interface.

IP broadcast ACLs do not support ACL-based logging, Sample Flow (sFlow), and mirroring features.
Traffic matching IP broadcast ACLs is not subject to policy-based routing.

Configuring IP broadcast ACL and establishing the sequence of IP broadcast ACL commands

You can enable filtering of directed broadcast traffic using ACLs at the IP interface level and the global configuration level, with the
interface-level command taking precedence over the global configuration level command.

To enable filtering of directed broadcast traffic using ACLs globally, enter the following commands.

device (config) # access-1list 5 permit host 10.1.1.2
device (config) # ip global-subnet-broadcast-acl 5

Syntax: [no] ip global-subnet-broadcast-acl ac/-num

The acl-num parameter can be a standard or extended access list number. Enter a number from 1 through 99 for a standard ACL, and a
number from 100 through 199 for an extended ACL.

The no option is used to disable filtering of directed broadcast traffic globally.
NOTE

The binding of global subnet broadcast ACLs filter only the traffic belonging to default VRF
interfaces.
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NOTE
Only numbered IPv4 ACLs are supported.

To enable filtering of directed broadcast traffic on an individual interface, enter the following commands.
device (config)# access-1list 5 permit host 10.1.1.2

device (config) # interface ethernet 2/1
device (config-if-e10000-2/1)# ip subnet-broadcast-acl 5

Syntax: [no] ip subnet-broadcast-acl acl-num

The acl-num parameter can be a standard or extended access list number. Enter a number from 1 through 99 for a standard ACL, and a
number from 100 through 199 for an extended ACL.

The no option is used to disable filtering of directed broadcast traffic on an individual interface.

NOTE
IP tunnel interfaces are not supported.

NOTE
Upon dynamically configuring or removing the ip broadcast-zero command, you must manually rebind the subnet broadcast
ACLs.

Configuration example for IP broadcast ACL

Figure 1 illustrates how filtering of IP directed broadcast traffic is enabled on the Router 3 interface. For example, to enable filtering of IP
directed broadcast traffic on the Router 3 interface 1/2, you must configure an ACL with source IP address 10.1.1.2 and ACL action
permit, and then bind that ACL to interface 1/2 on Router 3 as the IP broadcast ACL. As a result of enabling the IP broadcast ACL filter
on the Router 3 interface, Router 3 allows the IP broadcast packet from the source IP address 10.1.1.2 and drops the IP broadcast
packet from any other source on port 1/2.

FIGURE 1 Filtering of IP directed broadcast traffic on the Router 3 interface

1/2010.1.1.,1/24) 1/2(20.1.1.2/24) 1/2(30.1.1,2/24)
171(20,1.1.1/24) 1/1030.1.1.1/24) 1/1(40,1.1,1424)
Router 1 Router 2 Router 3
:‘;‘U,{" \}_\J,t:\
Packet —» Routed Routed ——— = Router 3 forwards IP broadcast —» Packet

packet as ACL action is permit

Source P -10.1.1.2
Destination IP - 40.1.1.255

To configure an IP broadcast ACL on Router 3 interface 1/2, enter the following commands.

device (config) # access-1list 1 permit host 10.1.1.2
device (confiqg) # interface ethernet 1/1

device (config-if-el10000-1/1)# enable

device (config-if-e10000-1/1)# ip address 10.1.1.1/24
device (config-if-el10000-1/1)# exit

device (config) # interface ethernet 1/2

device (config-if-e10000-1/2)# enable

device (config-if-e10000-1/2)# ip address 10.1.1.1/24
device (config-1if-el10000-1/2)# ip subnet-broadcast-acl 1
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device (config-1if-el10000-1/2)# ip directed-broadcast
device (config-if-e10000-1/2)# exit

Displaying accounting information for IP broadcast ACL

To display the accounting information for an IP broadcast ACL at the IP interface level, enter the following command.

device (config-if-el1000-4/1)# show access-list subnet-broadcast accounting ethernet 4/1
Subnet broadcast ACL 120
0: permit udp host 10.10.10.1 host 10.20.20.255

Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0
1: permit tcp host 10.10.10.1 host 10.20.20.255
Hit count: (1 sec) 10 (1 min) 67
(5 min) 0 (accum) 67
2: deny ip any any
Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0

Syntax: show access-list subnet-broadcast accounting [ ethernet | ve ] port-id orvid

The ethernet, and ve options specify the interfaces for which you can display the accounting information. If you specify an Ethernet
interface, you must also specify the port number associated with the interface. If you specify a VE interface, you must specify the VE
number associated with the interface.

The port-id parameter specifies the port for which you want to display the accounting information.
The vid parameter specifies the VE interface ID.

The table below describes the output parameters of the show access-list subnet-broadcast accounting command.

TABLE 14

Field Description

Subnet broadcast ACL ID The ID of the IP broadcast ACL.

# The index of the IP broadcast ACL entry, starting with O, followed by the
permit or deny condition defined for that ACL entry. (The first entry
created for an ACL is assigned the index O. The index of the subsequent
entries created are incremented by 1.)

permit udp host The UDP packets are permitted from a specific source address to a
specific destination address.

permit tcp host The TCP packets are permitted from a specific source address to a
specific destination address.

deny ip any The IP packets are denied for all the host addresses.

Hit count The number of hits for each counter.

To display the accounting information for an IP broadcast ACL globally, enter the following command.

device# show access-list subnet-broadcast accounting global
Subnet broadcast ACL 12
0: permit enable-accounting host 10.1.103.217

Hit count: (1 sec) 2 (1 min) 150
(5 min) 0 (accum) 384
1: deny enable-accounting host 172.24.103.217
Hit count: (1 sec) 4 (1 min) 298
(5 min) 0 (accum) 764
2: permit enable-accounting host 10.100.103.217
Hit count: (1 sec) 10 (1 min) 600
(5 min) 0 (accum) 1540

Syntax: show access-list subnet-broadcast accounting global
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The table below describes the output parameters of the show access-list subnet-broadcast accounting global command.

TABLE 15

Field Description

Subnet broadcast ACL ID The ID of the IP broadcast ACL.

# The index of the IP broadcast ACL entry, starting with O, followed by the
permit or deny condition defined for that ACL entry. (The first entry
created for an ACL is assigned the index O. The index of the subsequent
entries created are incremented by 1.)

permit enable-accounting host The ACL accounting is enabled for a specific host IP address.

deny enable-accounting host The ACL accounting is disabled for a specific host IP address.

Hit count The number of hits for each counter.

Clearing accounting information for IP broadcast ACL

To clear the accounting information for an IP broadcast ACL at the IP interface level, enter the following command.
device# clear access-list subnet-broadcast accounting ve 10

Syntax: clear access-list subnet-broadcast accounting [ ethernet | ve ] port-id orvid

The ethernet, and ve options specify the interfaces for which you can remove the accounting information. If you specify an Ethernet
interface, you must also specify the port number associated with the interface. If you specify a VE interface, you must specify the VE
number associated with the interface.

The port-id parameter specifies the port for which you want to clear the accounting information.
The vid parameter specifies the VE interface ID.
To clear the accounting information for an IP broadcast ACL globally, enter the following command.

device# clear access-list subnet-broadcast accounting global

Syntax: clear access-list subnet-broadcast accounting global

IP broadcast ACL CAM

For XMR Series and MLX Series devices, a separate sub-partition is created for IP broadcast ACLs in the in-bound ACL partition. You
can configure the maximum CAM size that you want for an IP broadcast ACL by comparing it with the available CAM resources. If there
are not enough CAM resources available, then the CAM profile can be changed to specify the maximum allowable CAM size for the IP
broadcast ACL.

NOTE
Hitless upgrade support for the IP broadcast ACL. CAM entries is supported only on the XMR Series and MLX Series devices.

Considerations for implementing IP broadcast ACL

The considerations that must be observed while implementing IP broadcast ACL are listed as follows:

« I filtering of IP directed broadcast traffic using an ACL is enabled at the IP interface level, then the IP broadcast ACL CAM entry
matching is based on ACL group ID and VLAN ID for the physical IP interface and virtual IP interface, respectively.

«  If filtering of IP directed broadcast traffic using an ACL is enabled globally, then the IP broadcast ACL CAM entry matching is
completed for the default VRF.

+  Physical ports must undergo the VRF membership check only if the ports have implemented IP broadcast ACL.
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Specifying the maximum CAM size for IP broadcast ACL

To configure the maximum allowable number of ACL CAM entries assigned to the IP broadcast ACL CAM sub-partition, enter the
following command.

device (config) # system-max subnet-broadcast-acl-cam 2000
Syntax: [no] system-max subnet-broadcast-acl-cam max-cam-entries

The max-cam-entries parameter specifies the maximum CAM size that you want for an IP broadcast ACL. On the XMR Series and MLX
Series devices, the minimum value supported is O and the maximum value supported is 4096. The default value is O.

The no option is used to reset the maximum allowable CAM value to the default value.

NOTE
The system maximum value for the IP broadcast ACL CAM entries is configurable only on the XMR Series and MLX Series
devices.

Upon configuration, the system verifies the input value with the amount of CAM resources available. If the system is unable to allocate
the requested space, the following error message is displayed.

Error - IPV4 subnet-broadcast-acl-cam roundup value (4096 - power of 2) exceeding available CAM resources

Total IPv4 ACL CAM: 49152 (Raw Size)

IPv4 Multicast CAM: 32768 (Raw Size)
IPv4 Receive ACL CAM: 8192 (Raw Size)
IPv4 Source Guard CAM: 4096

Reserved IPv4 Rule ACL CAM: 1024 (Raw Size)

Available Subnet Broadcast ACL CAM: 3072 (Raw Size) 1536 (User Size)

If there are not enough CAM resources available, you can change the CAM profile and configure the sub-partition size before doing a
reload. The change is permitted only if the new CAM profile can support the currently defined system maximum values for the various
CAM partitions.

Rebinding of IP broadcast ACL CAM entries

To rebind IP broadcast ACL CAM entries, enter the following command.
device (config)# ip rebind-subnet-broadcast-acl

Syntax: [no] ip rebind-subnet-broadcast-acl

The no option is used to disable rebinding of IP broadcast ACL CAM entries.

NOTE
The ip rebind-subnet-broadcast-acl command is applicable only for XMR Series and MLX Series devices. For CES 2000
Series and CER 2000 Series devices, rebinding of an IP broadcast ACL is done using the ip rebind-acl all command.

Warning message for rebinding IP broadcast ACL

When binding an IP broadcast ACL globally or at the IP interface level, if you make a configuration change to the default VRF by adding
or deleting the IP address from an interface, the following warning message is triggered asking you to rebind the IP broadcast ACL.

Warning: IP Address configuration change detected, rebind IP subnet broadcast ACLs to update the CAM

The warning message is not triggered if you make an ACL configuration change to the default VRF by adding or deleting or modifying
the ACL definition.
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IP receive ACLs

The IP receive access-control list feature (fACL) provides hardware-based filtering capability for IPv4 traffic destined for the CPU in all
the VRFs such as management traffic. Its purpose is to protect the management module’'s CPU from overloading due to large amounts
of traffic sent to one of the Extreme device’s IP interfaces. Using the rACL command, the specified ACL is applied to every interface on
the Extreme device. This eliminates the need to add an ACL to each interface on an Extreme device.

The rACL feature is configured by creating an ACL to filter traffic and then specifying that ACL in the rACL command. This applies the
ACL to all interfaces on the device. The destination IP address in an ACL specified by the rACL command is interpreted to apply to all
interfaces in the default VRF of the device. This is implemented by programming an ACL entry in CAM that applies the ACL clause for
each interface.
For example there are the following three interfaces defined on a device:

loopback 1 =10.2.2.2

ethernet 4/1 = 10.10.10.1

virtual ethernet interface 1 = 10.10.20.1

The access list defined in the following command will act to deny ICMP traffic to each of the defined interfaces.
device (config)# access-1list 170 deny icmp host 10.1.1.1 any

The ACL CAM would then be programmed with the following three entries:
deny icmp host 10.1.1.1 host 10.2.2.2
deny icmp host 10.1.1.1 host 10.10.10.1
deny icmp host 10.1.1.1 host 10.10.20.1

NOTE
You must rebind an rACL whenever it is changed, as described in Rebinding a rACL definition or policy-map on page 152,
otherwise now invalid entries will still be in CAM.

NOTE
For more information on configuring the acl-mirror-port command for IP Receive ACLs, refer to Extreme Netiron Layer 2
Switching Configuration Guide

Configuration guidelines for IPv4 receive ACLs

Use the following considerations when configuring IPv4 receive ACLs (rACLs):
(Interface-level inbound IPv4 ACL or RL-ACLs) Traffic matching rACLs is not subject to interface-level ACL or RL-ACLs. You
must take care to configure an rACL such that only management traffic matches the rACL clauses.

(Interface-level inbound IPv4 ACL or RL-ACLs) On an interface, we support either launching an IPv4 inbound or L2 inbound
ACL CAM lookup, but not both. For interfaces with L2 inbound ACLs, rACL filtering will be performed by software. Therefore,
only traffic permitted by L2 inbound ACL will be processed by rACLs. Note that rate-limiting using rACLs will not be applicable
for such traffic.

( MLX Series and XMR Series devices only) For traffic destined to VRRP/E router instances, enable the racl-vrrp-vrip-filter ip-
packets command. For details, refer to Summary of ACL system and policy parameters on page 187.

VLAN ID translation or Inner VLAN ID translation program L2 inbound ACL CAM entries, and therefore, for ports in VLAN or
Inner VLAN translation group, rACL filtering is performed in software. Note that rate limiting using rACLs will not be applicable
for traffic incoming on such interfaces.

Global DOS attack policies are supported in software. The order of precedence is:

- rACL filtering (either in hardware or software)
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- Global DOS attack policies (only in software)
IPv4 rACLs are applicable only for line card interfaces, not for management ethernet interfaces.

rACLs are not supported for non default VRF.

Interfaces on which no UDA or Layer 2 ACL is applied

If neither an ingress Layer 2 ACL nor a UDA is applied on an interface, even if a Layer 3 rACL is configured on the device globally, rACL
CPU filtering is not triggered by default on such an interface. You need to explicitly enable the racl-cpu-filtering ip-packets command at
device level:

device (config)# acl-policy
device (config-acl-policy)# racl-cpu-filtering ip-packets

If racl-cpu-filtering ip-packets is enabled and rACLs are applied on a device, guidelines for Layer 3 Unicast packets are as follows:
If the destination address in the incoming packet is a connected IPv4/IPv6 address (physical/VE Interface or loopback), the
decision to permit or deny the packet is taken in hardware—under CAM programming—subject to the following conditions:

- Packets matching a configured rACL permit rule are forwarded to the M-CPU for processing.
- Packets that do not match any rACL permit rules are dropped in hardware, by a default deny rule applicable if the
destination is a connected IPv4/IPv6 address.

If the destination is not a connected IPv4/IPv6 address, the packet is not destined for M-CPU, and is not subject to rACL CPU
filtering.
If racl-cpu-filtering ip-packets is enabled and rACLs are applied on a device, guidelines for Layer 3 Broadcast or Multicast packets are
as follows:
Packets that match an rACL permit rule are forwarded to the M-CPU.
Packets that match an rACL deny rule are dropped.
The default implicit rACL rule is permit; packets that do not match any rACL deny rule are permitted. (A default implicit permit
enables protocol packets to be processed by the M-CPU. Multicast-based protocols such as OSPF, LDP, RIP, VRRP, and PIM
work seamlessly, even when rACL CPU filtering is configured.)
If you add an explicit “deny ip/ipv6 any any” rule to an rACL, make sure to add permit rules for the relevant multicast-protocol
destination addresses.

Interfaces on which a UDA or Layer 2 ACL is also applied
M-CPU-bound Layer 3 Broadcast, Unicast, or Multicast packets permitted by the UDA or Layer 2 ACL are subject to the following
conditions:
Even if you do not explicitly configure racl-cpu-filtering at device level, it is configured automatically on ingress interfaces with a
Layer 2 ACL or UDA applied.
If the packet matches an rACL permit rule, the packet is forwarded to the M-CPU.
If the packet matches an rACL deny rule, the packet is dropped.
If a Layer 2 ACL or UDA is applied, the default implicit rACL rule for CPU filtering is deny. Packets that do not match any of the
permit statements are dropped.
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IPv4 rACL example for multicast protocol

In the following example, racl-cpu-filtering is enabled. If you conclude the rACL with a "deny any any” rule (in order for IPv4 OSPFv2
peering to work seamlessly) you also need to include the following permit rules:

Unicast peer IPv4 address
Destination multicast addresses: 224.0.0.5 and 224.0.0.6

Configuring IPv4 rACLs
Configuring IPv4 rACLs requires the following steps:
Configuring an rACL and establishing the sequence of rACL commands.
Applying rate limiting on rACLs defined traffic.
Specifying the maximum number of rACL entries.
Rebinding a rACL definition or policy map.
You can bind multiple IPv4 rACLs, up to a maximum of 199. You must, however, ensure that no explicit permit ip any any or deny ip any

any clause exists in any of the rACLs except the last one.

NOTE
An implicit deny ip any any rule is programmed by default as the final rACL rule. This implicit rule drops traffic destined for
connected IPv4/IPv6 addresses that did not match any permit rules.

NOTE

An explicit deny ip any any filter does not match any multicast traffic. Since the destination field in the ACL contains “any”,
rACLs program interface IP addresses in the CAM instead of the destination’s IP address. To match the multicast traffic, you
should specify the multicast group address in the destination field in the ACL.

NOTE
For details of rACL logging, refer to Enabling L3 rACL logging on page 192.

Configuring rACL to apply a defined ACL and establishing the sequence of rACL commands

To configure rACL to apply ACL number "101" with a sequence number of "15" to all interfaces within the default VRF for all CPU-
bound traffic, enter the following command:

device (config)# ip receive access-1list 101 sequence 15

If you are using loopback interfaces for all BGP peering sessions, you can define an ACL that only permits BGP traffic from a specified
source |IP address. Where the peer source has an IP address of 10.1.1.1 and the loopback IP address on the device is 10.2.2.2, the
access list command is configured as shown in the following.

device (config)# access-1list 106 permit tcp host 10.1.1.1 host 10.2.2.2 eq bgp
The rACL command that implements ACL "106" is configured as shown in the following.
device (config)# ip receive access-list 106 sequence 10

To configure rACL to apply the named ACL "acl_stand1" with a sequence number of "10" to all interfaces within the default VRF for all
CPU-bound traffic, enter the following command:

device (config)# ip receive access-list acl standl sequence 10

Syntax: [no] ip receive access-list { acl-num | acl-name } sequence seq-num
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The {acl-num | acl-name} variable identifies the ACL (standard or extended) that you want to apply to all interfaces within the default
VREF for all CPU-bound traffic.

The sequence seg-num option defines the sequence in which the rACL commands will be applied. The valid range is from 1 through
200. Commands are applied in order of the lowest to highest sequence numbers. For example, if the following rACL commands are
entered.

device (config)# ip receive access-list 100 sequence 10

device (config)# ip receive access-list 101 sequence 25
device (config)# ip receive access-list 102 sequence 15

The effective binding of the commands will be in the following order.
ip receive access-list 100 sequence 10

ip receive access-list 102 sequence 15
ip receive access-list 101 sequence 25

Using the [no] option removes the rACL access list defined in the command.

Applying rate limiting on rACL defined traffic

The rACL feature allows you to apply rate limiting to CPU-bound traffic using the policy-map and strict-acl options of the ip receive
access-list command.

To configure rACL to apply the named ACL "acl_stand1" with a policy-map "m1’, enter the following command.
device(config)# ip receive access-list acl_stand1 sequence 10 policy-map m1
Syntax: [no] ip receive access-list { acl-num | acl-name } sequence seq-num [ policy-map policy-map-name [ strict-acl ] ]

By default, traffic matching the "permit” clause in the specified ACL is permitted and traffic matching the "deny" clause in the ACL is
dropped.

When the policy-map option is used, traffic matching the permit clause of the specified ACL is rate-limited as defined in the policy map
specified by the policy-map-name variable and traffic matching the "deny” clause in the ACL is permitted but not rate limited. Using the
[no] option removes the policy map defined in the command.

When the policy-map option is used with the strict-acl option, traffic matching the permit clause of the specified ACL is rate-limited as
defined in the policy map specified by the policy-map-name variable and traffic matching the "deny” clause in the ACL is dropped. Using
the [no] option removes the strict-acl option for the rACL command defined in the command.

Specifying the maximum number of rACLs supported in CAM

You can configure the number of software ACL CAM entries available for rACLs using the following command.
device (config) # system-max receive-cam 2048

Syntax: [no] system-max receive-cam number

The number variable is the maximum number of ACL CAM entries that are allowed. Acceptable values are powers of 2 from 512
through 16384. Examples of powers of 2 are 512, 1024, 2048, and so on. The default value is 1024.

NOTE
You must reload the device for this command to take
effect.
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If you enter a value that is not a power of 2, the system rounds off the entry to a number less than the input value. For example, if you
enter 16383, which is not a power of 2, the system rounds it off to 8192 and displays a warning.

device (config) # system-max receive-cam 16383

Warning - Receive ACL CAM size requires power of 2, round down to 8192

Reload required. Please write memory and then reload or power cycle the system.

Failure to reload could cause system instability on failover.

Newly configured system-max will not take effect during hitless-reload.
The system-max receive-cam command also checks if there is enough space in the IPv4 ACL partition before allocating more space to
rACL sub-partition. The following error is displayed when there is less space to increase rACL.

device (config) # system-max receive-cam 16384
Error - IPv4 Receive ACL CAM (16384) exceeding available CAM resources

Total IPv4 ACL CAM: 49152 (Raw Size)
IPv4 Multicast CAM: 32768 (Raw Size)
IPV4 Broadcast ACL CAM: 0 (Raw Size)
IPv4 Source Guard CAM: 0 (Raw Size)
Reserved IPv4 Rule ACL CAM: 1024 (Raw Size)

Available IPv4 Receive ACL CAM: 15360 (Raw Size) 7680 (User Size)

NOTE
The following limitations apply when the number variable has a maximum limit of 16384.

+  The 16K Receive ACL CAM partition is not supported on the cam profiles such as IPv6, Multi-service 3, and Multi-service 4.
+  Depending on the configuration, any of the IPv4 ACL sub-partitions such as IP Source Guard, Broadcast ACL, IP Multicast, and
Open Flow should be decreased to allow the creation of the 16K rACL partition.

Rebinding a rACL definition or policy-map
If a change is made to the definition of an IP rACL or to a rate-limiting, policy map that is specified for an rACL, you must perform a

rebind using either of the following commands:
device (config)# ip rebind-receive-acl all
or
device (config)# ip receive rebind-acl-all
Syntax: ip rebind-receive-acl all

Syntax: ip receive rebind-acl-all

NOTE
If you add or delete an IP address to or from a device interface, you need to rebind the IP receive ACLs.

Deactivating the rACL configuration

To deactivate the IPv4 rACL configuration and remove all the rules from CAM, enter the following command.
device (config)# ip receive deactivate-acl-all

Syntax: [no] ip receive deactivate-acl-all
The no form of this command reactivates the rACL configuration.
NOTE
To prevent ACL binding to CAM after reload, use the write memory command to save this configuration change

permanently.
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Deleting the rACL configuration

To delete the rACL configuration and remove all IPv4 rACL rules from the system, use the following command.
device (config)# ip receive delete-acl-all

This command deletes all IP Receive ACLs from system.
Are you sure? (enter 'y' or 'n'): y

Syntax: ip receive delete-acl-all

Displaying accounting information for rACL
To display rACL accounting information for ACL number "102", use the following command.

device# show access-list receive accounting 102
To display rACL accounting information for the ACL named "acl_ext1", use the following command.

device (config) # show access-list receive accounting name acl extl

IP Receive ACL Accounting Information:

IP Receive ACL acl extl

ACL hit count for software processing (accum) 0

HW counters:

0: permit tcp any host 10.10.10.14
Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0

Syntax: show access-list receive accounting { acl-num | name acl-name }
The acl-num variable specifies, in number format, the ACL that you want to display rACL statistics for.
The name acl-name variable specifies, in name format, the ACL that you want to display rACL statistics for.
Clearing accounting information for rACL
To clear rACL accounting information for ACL number "102", use the following command.

device (config)# clear access-list receive 102
To clear rACL accounting information for a rACL named "acl_ext1", use the following command.

device (config) # clear access-list receive name acl_extl

Syntax: clear access-list receive { acl-num | name ac/-name }

The acl-num variable specifies the ACL that you want to clear rACL statistics for in number format. The nameac/-name variable
specifies clearing accounting statistics for a named IPv4 rACL.

To clear rACL accounting statistics for all configured IPv4 rACLs, enter the following commmand.
device (config)# clear access-list receive all
Syntax: clear access-list receive all

The all parameter specifies clearing accounting statistics for all configured IPv4 rACLSs.
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ACL CAM sharing for inbound IPv4 ACLs ( XMR Series and MLX Series
devices)

ACL CAM sharing allows you to conserve CAM by sharing it between ports that are supported by the same packet processor (PPCR). If
this feature is enabled globally, you can share CAM space that is allocated for inbound ACLs between instances on ports that share the
same packet processor (PPCR). For example, if you have bound-inbound ACL 101 to ports 1/1 and 1/5, the ACL is stored in a single
location in CAM and used by both ports. The table below describes which ports share PPCRs and can participate in ACL CAM sharing.

Module type PPCR number Ports supported by PPCR
20x 1G PPCR 1 1-20
4x10G PPCR 1 1-2
PPCR 2 3-4
2x10G PPCR 1 1-2

Considerations when implementing this feature

The following consideration apply when implementing this feature:

If you enable ACL CAM sharing, ACL statistics will be generated per-PPCR instead of per-port. If you require the statistics per-
port granularity for your application, you cannot use this feature.

This feature is only applicable for inbound IPv4 ACLs, IPv6 ACLs, VPNv4 ACLs, Layer-2 ACLs, and Global PBR policies.
This feature is not applicable for ACL-based rate-limiting and interface-level PBR policies.

This feature cannot be applied to a virtual interface.

CAM entry matching within this feature is based on the ACL group ID.

This feature cannot co-exist with IP Multicast Routing or IP Multicast Traffic Reduction.

Configuring ACL CAM sharing for IPv4 ACLs

NOTE
The enable-acl-cam-sharing command is not supported on CES 2000 Series or CER 2000 Series devices.

When enabled, ACL CAM sharing for IPv4 ACLs is applied across all ports in a system. To apply ACL CAM sharing for IPv4 ACLs on an
Extreme device, use the following command.

device (config) # acl-policy
device (config-acl-policy)# enable-acl-cam-sharing

Syntax: [no] enable-acl-cam-sharing

ACL CAM sharing is disabled by default.

Matching on TCP header flags for IPv4 ACLs

You can match packets for one additional TCP header flag using named or numbered IPv4 extended ACLs.
The following command implements the additional TCP parameter for IPv4 ACLs.
Syntax:

[no] access-list num permit | deny tcp any any syn

Extreme Netlron Security Configuration Guide, 06.2.00
154 9036120-00



IPv4 ACLs

Example
device (config)# ip access-1list extended 133
device (config-ext-nacl-) # permit tcp 172.24.33.0 0.0.0.255 198.124.133.0 0.0.0.255 syn
(
(

device (config-ext-nacl-)# permit tcp host 172.124.133.10 eq 1024 host 198.124.133.10 syn eq 1025
device (config-ext-nacl-) # permit tcp any any syn

Extended named or numbered ACL IDs 100 -199 support the syn keyword.
The tcp parameter indicates that you are filtering the TCP protocol.

The syn parameter directs the ACL to permit or deny based upon the status of the syn flag in the TCP header. If the contents of the flag
is "1" the condition is met.

The syn key word may be used in combination with other TCP filter options.

ACL accounting

Multi-Service devices monitor the number of times an ACL is used to filter incoming or outgoing traffic on an interface. The show
access-list accounting command displays the number of "hits” or how many times ACL filters permitted or denied packets that matched
the conditions of the filters.

NOTE
ACL accounting does not tabulate nor display the number of implicit denials by an ACL.

Counters, stored in hardware, keep track of the number of times an ACL filter is used.

The counters that are displayed on the ACL accounting report are:
1s - Number of hits during the last second. This counter is updated every second.
+  1m - Number of hits during the last minute. This counter is updated every one minute.
+ 5m - Number of hits during the last five minutes. This counter is updated every five minutes.
ac - Accumulated total number of hits. This counter begins when an ACL is bound to an interface and is updated every one

minute. This total is updated until it is cleared.

The accumulated total is updated every minute. For example, a minute after an ACL is bound to a port, it receives 10 hits per second and
continues to receive 10 hits per second. After one minute, the accumulated total hits is 600. After 10 minutes, there will be 6000 hits.

The counters can be cleared when the device is rebooted, when an ACL is bound to or unbound from an interface, or by entering a clear
access-list command.

Enabling and disabling ACL accounting on XMR Series and MLX Series devices

ACL accounting is not automatically enabled on XMR Series and MLX Series devices. Before you can collect ACL accounting statistics,
you must enter the following command.

device (config)# acl-policy
device (config-acl-policy)# enable-acl-counter

Syntax: [no] enable-acl-counter

NOTE
Enabling or disabling ACL accounting affects the gathering of statistics from all ACL types (Layer-2, IPv4 and
IPV6).
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ACL accounting on CES 2000 Series and CER 2000 Series devices
The following special considerations affect how ACL accounting is configured on CES 2000 Series and CER 2000 Series devices.

Enabling ACL accounting on CES 2000 Series and CER 2000 Series devices

On CES 2000 Series and CER 2000 Series devices you enable ACL accounting explicitly in each clause of an ACL for which you want
to gather statistics. Enable ACL accounting in an individual filter by including the keyword enable-accounting immediately after the
permit or deny keyword.

To create an ACL filter clause with ACL accounting enabled, enter a command such as the following at the global CONFIG level of the
CLI.

device (config) # access-1list 100 permit enable-accounting ip any any

The example above will add a permit clause to ACL 100 with accounting enabled.
Syntax: [no] access-list num | name permit | deny enable-accounting
NOTE

ACL accounting on CES 2000 Series and CER 2000 Series devices is applicable only on the outbound counter, not the
inbound counter.

ACL rate-limiting and ACL accounting

CAM resources are shared on CES 2000 Series and CER 2000 Series devices between ACL accounting and ACL rate-limiting. This
limits the number of ACL accounting instances available on the system.

To check the availability of ACL accounting and ACL rate-limiting resources, use the show resource command.

device# show resource

[I cntr/mtrs(1l)] 2048 (size), 1982 (free), 03.22%(used), 0(failed)
[0 cntr/mtrs(1)] 2048 (size), 1984 (free), 03.12%(used), 0O (failed)

The above example shows only the output related to ACL rate-limiting and ACL accounting resources, and indicates that 3.22% of input
resources and 3.12% of output resources have been used.

NOTE

On a CES 2000 Series or CER 2000 Series device, each outbound ACL clause has 2 clauses in the ternary content
addressable memory (TCAM). The additional clause is for virtual ports that correspond to the physical ports. Accordingly any
outbound ACL requests two separate TCAM indices. For a full TCAM, this results in 2 failure counts.

ACL deny logging and ACL accounting

On CES 2000 Series and CER 2000 Series devices, if ACL deny logging and ACL accounting are enabled on the same ACL clause
deny logging takes precedence and ACL accounting statistics will not be available for that clause.

ACL Accounting interactions between L2 ACLs and IP ACLs

You can bind dual inbound ACLs (one L2 ACL and one IP ACL) to a single port on a CES 2000 Series and CER 2000 Series device.
Extreme recommends enabling ACL accounting in only one of the ACLs bound to the same port. Including ACL-accounting-enabled
clauses in both ACLs can result in anomalous reporting of filtering results.
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Displaying accounting statistics for all ACLs
To display a summary of the number of hits in all ACLs on a Multi-Service device, enter the following command.

device (config)#show access-list accounting brief

Collecting ACL accounting summary for VE 1 ... Completed successfully.

ACL Accounting Summary: (ac = accumulated since accounting started)
Int In ACL Total In Hit Out ACL Total Out Hit
VE 1 111 473963 (1s)

25540391 (1m)
87014178 (5m)
112554569 (ac)

The display shows the following information:

TABLE 16

This field... Displays...

Collecting ACL accounting summary for interface Shows for which interfaces the ACL accounting information was collected
and whether or not the collection was successful.

Int The ID of the interface for which the statistics are being reported.

In ACL The ID of the ACL used to filter the incoming traffic on the interface.

Total In Hit* The number of hits from incoming traffic processed by all ACL entries
(filters) in the ACL. A number is shown for each counter.

Out ACL ID of the ACL used to filter the outgoing traffic on the interface.

Total Out Hit* The number of hits from incoming traffic processed by all ACL entries

(filters) in the ACL. A number is shown for each counter.

* The Total In Hit and Total Out Hit displays the total number of hits for all the ACL entries (or filters) in an ACL. For example, if an ACL has five entries
and each entry processed matching conditions three times during the last minute, then the total Hits for the 1m counter is 15.

Syntax: show access-list accounting brief [ 12 | policy-based-routing | rate-limit ]

The 12 parameter limits the display to Layer 2 ACL accounting information.

The policy-based-routing parameter limits the display to policy based routing accounting information.
The rate-limit parameter limits the display to rate limiting ACL accounting information.

IPv4 ACL accounting statistics are displayed if no option is specified.

Displaying statistics for an interface
To display statistics for an interface, enter commands such as the following.

device (config)#show access-list accounting ve 1 in
Collecting ACL accounting for VE 1 ... Completed successfully.
ACL Accounting Information:
Inbound: ACL 111
0: sequence 40 permit tcp any any

Hit count: (1 sec) 555520 (1 min) 33488360
(5 min) 0 (accum) 133365917
1: sequence 50 deny ip any any log
Hit count: (1 sec) 281679 (1 min) 16976780
(5 min) 0 (accum) 67605380
2: sequence 10 deny igmp any any
Hit count: (1 sec) 102400 (1 min) 6173062
(5 min) 0 (accum) 24583600
3: sequence 20 permit icmp any any
Hit count: (1 sec) 76800 (1 min) 4629600
(5 min) 0 (accum) 18437700

4: sequence 30 deny udp any any
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Hit count: (1 sec) 20480 (1 min) 1234560
(5 min) 0 (accum) 4916720

The display shows the following information:

TABLE 17
This field... Displays...

The IP multicast traffic snooping state The first line of the display indicates whether IP multicast traffic snooping
is enabled or disabled. If enabled, it indicates if the feature is configured as
passive or active.

Collecting ACL accounting summary for interface Shows the interface included in the report and whether or not the
collection was successful.

Outbound or Inbound ACL ID Shows the direction of the traffic on the interface and the ID of the ACL
used.

# Shows the index of the ACL entry, starting with O, followed by the permit
or deny condition defined for that ACL entry. (The first entry created for an
ACL is assigned the index O. The next one created is indexed as 1, and so
on.)

ACL entries are arranged beginning with the entry with the highest number
of hits for IPv4 ACLs. For all other options, ACL entries are displayed in
order of ascending ACL filter IDs.

Hit count Shows the number of hits for each counter.

NOTE

On CES 2000 Series and CER 2000 Series devices this field
will show "Accounting is not enabled” for those clauses which
do not include the keyword enable-accounting and
"Accounting is not available due to deny logging" for those
clauses in which accounting and deny logging are both
enabled.

Syntax: show access-list accounting ethernet [ slot/port | ve ve-number ] in | out [ 12 | policy-based-routing | rate-limit ]
Use ethernet slot or port to display a report for a physical interface.

Use ve ve-number to display a report for the ports that are included in a virtual routing interface. For example, if ports 1/2, 1/4, and 1/6
are all members of ve 2, the report includes information for all three ports.

Use the in parameter to display statistics for incoming traffic; out for outgoing traffic.
The |2 parameter limits the display to Layer 2 ACL accounting information.

The policy-based-routing parameter limits the display to policy-based routing accounting information. This option is only available for
incoming traffic.

The rate-limit parameter limits the display to rate limiting ACL accounting information.

NOTE
If the ACL definition is modified after it is applied to the interface, then discrepancy may exist in the ACL accounting
information

Clearing the ACL statistics
Statistics on the ACL account report can be cleared:
+ When a software reload occurs

* When the ACL is bound to or unbound from an interface
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When you enter the clear access-list command, as in the following example.
device (config)# clear access-list all

Syntax: clear access-list all | ethernet slot/port | ve ve-num
Enter all to clear all statistics for all ACLs.
Use ethernet slot/port to clear statistics for ACLs bound to a physical port.

Use ve ve-number to clear statistics for all ACLs bound to ports that are members of a virtual routing interface.

IPve ACLs

IPv6 ACL overview and guidelines

Extreme devices support IPv6 access control lists (ACLs), which you can use for traffic filtering.
For details on Layer 2 ACLs, refer to Layer 2 ACLs on page 89.
For details on IPv4 ACLs, refer to IPv4 ACLs on page 103.

An ACL contains one or more rules that permit or deny packets matching a specified source or destination prefix. For the maximum
numbers of ACLs and rules supported, refer to ACL and rule limits on page 88. In ACLs with multiple statements, you can specify a
sequence number for each statement. The sequence number determines the order in which the statements run. The last statement is an
implicit deny statement for all packets that do not match the previous statements in the ACL.

You can configure an IPv6 ACL on a global basis, then apply it to the incoming or outgoing IPv6 packets on specified Extreme device
interfaces. You can apply only one IPv6 ACL to incoming traffic for an interface and only one IPv6 ACL to outgoing traffic on an
interface. When an interface sends or receives an IPv6 packet, it applies the statements within the ACL (in their order of occurrence in the
ACL) to the packet. When a match occurs, the Extreme device takes the specified action (permits or denies the packet) and stops further
comparison for that packet.

On XMR Series and MLX Series devices, you cannot bind Layer 2 ACLs and IPv4 or IPv6 ACLs for inbound traffic to the same port.
However, you can perform the following configuration:

On one port, bind a Layer 2 ACL.

On a second port, bind one or both of the following:

- AnIPv4 ACL (standard or extended)

- AnIPv6 ACL (standard or extended)

CES 2000 Series and CER 2000 Series devices enable you to bind a Layer 2 ACL, an IPv4 ACL, and an IPv6 ACL for inbound traffic
on the same port.

On all platforms, for outbound traffic, you can bind only one ACL—L2 or IPv4 or IPv6.

For dynamic LAG creation and deletion using IPv6 ACLs, before a LAG is formed, all ports which will be part of the LAG must have the
same configuration. After the LAG is removed, all ACL bindings (if any) are propagated to all of the secondary ports.

IPv6 ACLs enable traffic filtering based on the following information:
IPv6 protocol
Source IPv6 address
Destination IPv6 address

ICMP message type (if the protocol is ICMP)
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Source TCP or UDP port (if the IPv6 protocol is TCP or UDP)
Destination TCP or UDP port (if the IPv6 protocol is TCP or UDP)
DSCP values
The IPv6 protocol can be one of the following well-known names, or any IPv6 protocol number from O - 255:
Authentication Header (AHP)
Encapsulating Security Payload (ESP)
Internet Control Message Protocol (ICMP)
Internet Protocol Version 6 (IPv6)
Stream Control Transmission Protocol (SCTP)
Transmission Control Protocol (TCP)
User Datagram Protocol (UDP)
VLAN ID

For TCP and UDP, you also can specify a comparison operator and port name or number. For example, you can configure a policy to
block Web access to a specific site by denying all TCP port 80 (HTTP) packets from a specified source IPv6 address to the IPv6
address of the site.

To disable IPv4 and IPv6 ACLs on the terminating node of a GRE tunnel, see the "Bypassing ACLs in a GRE tunnel” topic in the
Extreme Netlron Layer 3 Routing Configuration Guide.

To disable IPv6 ACLs on the terminating node of an IPv6-over-IPv4 tunnel, see the "Bypassing ACLs in an IPv6-over-IPv4 tunnel”
topic in the Extreme Netlron Layer 3 Routing Configuration Guide.

IPv6 ACL limitations

The following limitations apply to IPv6 ACLs:
On both VE and physical interfaces, IPv6 ACLs are supported for routed traffic only, but not for switched traffic. This limitation
also applies to mirror and deny-log actions.

You cannot apply an IPv6 ACL to a subset of ports within a VE.

You cannot apply an IPv6 ACL on a management interface.

Configuration considerations for dual inbound ACLs on CES 2000 Series and CER 2000 Series
devices

CES 2000 Series and CER 2000 Series devices enable you to bind a Layer 2 ACL, an IPv4 ACL, and an IPv6 ACL to the same port, as
follows:

A Layer 2 ACL is bound to the port.
An IPv4 and an IPv6 ACL, or one of the two, are bound to the same port.

The filtering algorithm is as follows:
1. Anincoming packet is first examined by the IPv4 ACL or the IPv6 ACL, depending on the protocol.
2. If the packet is denied by the IPv4/IPv6 ACL, the packet is dropped, without being examined by the L2 ACL.
3. If the packet is permitted by the IPv4/IPv6 ACL, it is then examined by the L2 ACL.
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However, there is an implicit "deny” at the end of any ACL. To enable the above algorithm, IPv4/IPv6 ACLs intended for this scenario
must include a "permit any” filter as the last rule. Such a rule ensures that even packets not explicitly permitted by the IPv4/IPv6 ACL are
passed to the L2 ACL.

Configuration considerations for IPv6 ACL and multicast traffic for 2X100GE modules installed
on Netlron MLX and Netlron XMR devices

When applied to a 100GE interface, the following behavior will be applicable for IPv6 inbound ACLs:

1. You cannot match IPv6 multicast packets using filters with matching enabled on one or more of the following fields:
a) TCP/UDP source port
b) TCP/UDP destination port
c) ICMP type/code
The exception to this rule will be ICMP filters to match neighbor solicitation and router solicitation packets, such as "permit

icmp any any nd-ns" and "permit icmp any any router-solicitation”, that will be programmed to match all ICMP multicast
packets irrespective of the ICMP type or code value.

2. Implicit "deny ipv6 any any” will not match multicast packets. However explicit "deny ipv6 any any" or any other filter with
matching based on IPv6 header fields only will match multicast packets.

NOTE
The above rules are only applicable for IPv6 inbound ACLs. They are not applicable for IPv6 outbound ACLSs.

Configuration considerations for IPv6 outbound ACLs on VPLS, VLL, and VLL-local endpoints
The following considerations apply to IPv6 outbound ACLs on VPLS, VLL, and VLL-local endpoints:
Configure the port as a VPLS, VLL, or VLL-local endpoint and then bind the IPv6 outbound ACL to the port.

Remove the IPv6 outbound ACL from a VPLS, VLL, or VLL-local endpoint before removing the port from the VPLS, VLL, or
VLL-local instance or corresponding VLAN.

Remove the IPv6 outbound ACL from a VPLS, VLL, or VLL-local endpoint before deleting the VPLS, VLL, or VLL-local
instance or corresponding VLAN.

If the VPLS, VLL, or VLL-local endpoint is a LAG port, you must first remove the IPv6 outbound ACL from the primary LAG
port before deleting the LAG. This restriction is applicable even if you attempt to delete the lag using force keyword.

If a VLL or VLL-local endpoint is a LAG port with an IPv6 outbound ACL, you must first remove the IPv6 outbound ACL from
the primary LAG port before dynamically removing a port from the LAG.

Ensure that no VPLS, VLL, or VLL-local endpoint exists with an IPv6 outbound ACL before entering the command: no router
mpls .

Configuration considerations before upgrade or downgrade
Before performing a downgrade from Netlron 6.0.0, the following IPv6 ACL configuration considerations should be reviewed.
Before a downgrade from Netlron 6.0.0, the priority-mapping keyword in IPv6 ACL filters should be suppressed using the suppress-

ipv6-priority-mapping command.

NOTE
The suppress-ipv6-priority-mapping command is intended for downgrade purposes only. This command will not be
displayed in show running-config output, but will be displayed in show acl-policy output.
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Suppress priority-mapping keyword in IPv6 ACL filters
device (acl-policy) #suppress—-ipv6-priority-mapping

NOTE
If you need to downgrade to a version earlier than 5.6, refer to Upgrade and downgrade considerations (5.6.00) on page 203.

Configuration notes: Layer 4 filters in IPv6 ACLs
The following configuration considerations apply to IPv6 ACLs with Layer 4 filters:

There are two lookups available for ingress direction. In ingress direction, you can bind an IPv6 layer 4 ACL with IPv4 layer 4
ACLs and layer 3 ACLs on the same port.

XMR Series and MLX Series devices have one CAM lookup for outbound ACLSs.
Only one ingress L2 or IPv6 ACL is allowed per port. However, they cannot be applied simultaneously.

There is only one lookup available for egress direction. When you bind outbound IPv6 L4 ACL to a port, the port does not allow
L2, IPv4, or IPv6 ACL in that egress direction.

Layer 4 ACLs filter incoming traffic based on IPv6 packet header fields. The following attributes can be added to the IPv6
packet header fields:

- VLANID

- Source IPv6 address (SIP) prefix

- Destination IPv6 address (DIP) prefix
- IP protocol (SPI matching is not supported for AHP or ESP
- UDP, TCP, or SCTP source port

- UDP, TCP, or SCTP destination port
- TCP flags - established (RST or ACK)
- TCPflags - SYN

- ICMP type and code

- DSCP value

- IPv6 fragments

- source routed packets

- specific routing header type

The following actions are available for the ingress ACL.:

- Permit

- Deny

- Copy-sflow

-  Drop-precedence

-  Drop-precedence-force
- Priority-force

- Mirror

- Log

The following actions are available for the egress ACL:
Permit

Deny
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Unsupported features for CES 2000 Series and CER 2000 Series devices
The following features are not supported on the CES 2000 Series and CER 2000 Series devices:

The acl-outbound exclude-switched-traffic command to exclude switched traffic from outbound ACL filtering is not
supported.

+  The acl-frag-conservative command to change the operation of ACLs on fragmented packets is not supported.

+  The suppress-rpf-drop command to suppress RPF packet drops for a specific set of packets using inbound ACLs is not
supported.

«  Forall Netlron devices, if a port has an IPv4 or IPv6 ACL applied, you must remove the ACL bindings before adding that port
to a VLAN that has a VE interface.

The only ACL logging supported is for IPv4 deny rules.

- If you need to downgrade to a version earlier than 5.6, refer to Upgrade and downgrade considerations (5.6.00) on page 203.

Using IPv6 ACLs as input to other features

You can use an IPv6 ACL to provide input to other features such as route maps and distribution lists. When you use an ACL this way,
permit statements in the ACL specify traffic that you want to send to the other feature. If you use deny statements, the traffic specified by
the deny statements is not supplied to the other feature.

Configuring an IPv6 ACL

To configure an IPv6 ACL, you must perform the following tasks:
Create the ACL.
+  Apply the ACL to an Extreme device interface.

The following configuration tasks are optional:
+  Re-sequence the ACL table

Control access to and from an Extreme device.

Example configurations

To configure an access list that blocks all Telnet traffic received on port 1/1 from IPv6 host 2000:2382:e0bb::2, enter the following
commands.

device (config)# ipv6 access-list fdry

device (config-ipv6-access-list-fdry)# deny tcp host 2000:2382:e0bb::2 any eq telnet
device (config-ipv6-access-list-fdry)# permit ipv6é any any

device (config-ipvé6-access-list-fdry)# exit

device (config)# int eth 1/1

device (config-if-1/1)# ipv6 traffic-filter fdry in

device (config) # write memory

Here is another example of how to configure an ACL and apply it to an interface.
device (config)# ipvé access-list netw
device (config-ipvé6-access-list-netw)# permit icmp 2000:2383:e0bb::/64 2001:3782::/64
device (config-ipv6-access-list-netw)# deny ipvé host 2000:2383:e0ac::2 host 2000:2383:e0aa:0::24
(
(

)
device (config-ipvé6-access-list-netw)# deny udp any any
device (config-ipvé6-access-list-netw)# permit ipv6 any any

The first condition permits ICMP traffic from hosts in the 2000:2383:e0bb::x network to hosts in the 2001:3782::x network.
The second condition denies all IPv6 traffic from host 2000:2383:e0ac::2 to host 2000:2383:e0aa:0::24.
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The third condition denies all UDP traffic.

The fourth condition permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL denies all incoming
or outgoing IPv6 traffic on the ports to which the ACL is assigned.

The commands in the next example apply the ACL "netw" to the incoming and outgoing traffic on port 1/2 and to the incoming traffic on
port 4/3.

device (config)# int eth 1/2

device (config-if-1/2)# ipvé traffic-filter netw in
device (config-if-1/2)# ipvé6 traffic-filter netw out
device (config-1if-1/2)# exit

device (config)# int eth 4/3

device (config-if-4/3)# ipv6 traffic-filter netw in
device (config)# write memory

Here is another example of an ACL.

device (config)# ipvé access-list rtr

device (config-ipvé6-access-list rtr)# deny tcp 2001:1570:21::/24
2001:1570:22::/24

device (config-ipvé6-access-list rtr)# deny udp any range 5 6 2001:1570:22::/24
device (config-ipv6-access-list rtr)# permit ipvé6 any any

device (config-ipvé6-access-1list rtr)# write memory

The first condition in this ACL denies TCP traffic from the 2001:1570:21:x network to the 2001:1570:22::x network.

The second condition denies UDP packets from any source with source UDP ports in ranges 5 to 6 and with the 2001:1570:22::/24
network as a destination.

The third condition permits all packets containing source and destination addresses that are not explicitly denied by the first two
conditions. Without this entry, the ACL would deny all incoming or outgoing IPv6 traffic on the ports to which you assign the ACL.

A show running-config command output resembles the following.

device (config) # show running-config

ipvé access-list rtr

deny tcp 2001:1570:21::/24 2001:1570:22::/24
deny udp any range 5 6 2001:1570:22::/24
permit ipv6 any any

A show ipv6 access-list command output resembles the following.

device (config) # show ipv6 access-list rtr

ipv6 access-list rtr: 3 entries
10: deny tcp 2001:1570:21::/24 2001:1570:22::/24
20: deny udp any range 5 6 2001:1570:22::/24

30: permit ipvé6é any any

The following commands apply the ACL "rtr" to the incoming traffic on ports 2/1 and 2/2.

device
device
device
device
device
device

config)# int eth 2/1

config-if-2/1)# ipv6 traffic-filter rtr in
config-if-2/1)# exit

config)# int eth 2/2

config-if-2/2)# ipv6 traffic-filter rtr in
config)# write memory

The ACL functionality for filtering traffic is enhanced with sequence numbers that enable users to insert, modify or delete rules at any
position, without having to remove and reapply the entire ACL. A sequence number is assigned to each ACL entry and ACL rules are
applied in the order of lowest to highest sequence number. Therefore, you can insert a new filter rule at any position you want in the ACL
table, by specifying the sequence number. If you do not specify a sequence number a default sequence number is applied to each ACL
entry. The default value is 10+ the sequence number of the last ACL entry provisioned in the ACL table. Therefore, when you do not
specify a sequence number, the rule is added to the end of the ACL table. The default value for the first entry in an IPve ACL table is
"10"
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To configure an ACL filter rule with the sequence number "23" for "ipv6_acl’, enter the following commands:

device (config)# ipvé access-list ipv6_acl
device (config-ipvé-access-list-ipv6 _acl)# sequence 23 deny esp 2::/64 any

If the sequence number "23" is already used by another ACL filter rule, the following error message is displayed.

"Error: Entry with sequence 23 already exists!"

If you specify a sequence number which is greater than the limit (214748364) the following error message is displayed.

"Error: Valid range for sequence is 1 to 214748364"

Default and implicit IPv6 ACL action

The default action when no IPv6 ACLs are configured is to permit all IPv6 traffic. Once you configure an IPv6 ACL and apply it to an

interface, the default action for that interface is to deny all IPv6 traffic that is not explicitly permitted on the interface. The following actions
can be taken:

+  To tightly control access, configure ACLs with permit entries for the access you want to permit. These ACLs implicitly deny all
other access.

+  To secure access in environments with many users, configure ACLs with explicit deny entries, then add an entry to permit all

access to the end of each ACL. The Extreme device permits packets that are not denied by the deny entries.

NOTE

Refer to Configuration considerations for IPv6 ACL and multicast traffic for 2X100GE modules installed on Netlron MLX and
Netlron XMR devices on page 161 regarding 2x100 GE IPv6 ACL rule exceptions for multicast traffic.

Every IPv6 ACL has the following implicit conditions as the last match condition.

1. permiticmp any any nd-na - Allows ICMP neighbor discovery acknowledgement.

2. permiticmp any any nd-ns - Allows ICMP neighbor discovery solicitation.
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3. deny ipv6 any any - Denies IPv6 traffic. You must enter a permit ipv6 any any as the last statement in the ACL to permit IPv6
traffic that was not denied by the previous statements.

The conditions are applied in the order shown above, with deny ipv6 any any as the last condition.

For example, to deny ICMP neighbor discovery acknowledgement, then permit any remaining IPv6 traffic, enter commands
such as the following.

device (config)# ipv6 access-list netw

device (config-ipv6-access-list-netw)# permit icmp 2000:2383:e0bb::/64 2001:3782::/64

device (config-ipv6-access-list-netw)# deny icmp any any nd-na

device (config-ipvé6-access-list-netw)# permit ipv6 any any
The first permit statement permits ICMP traffic from hosts in the 2000:2383:e0bb::x network to hosts in the 2001:3782::x
network.

The deny statement denies ICMP neighbor discovery acknowledgement.

The last command permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL denies all
incoming or outgoing IPv6 traffic on the ports to which you assigned the ACL.

Furthermore, if you add the statement deny icmp any any in the access list, then all neighbor discovery messages will be
denied. You must explicitly enter the permit icmp any any nd-na and permit icmp any any nd-ns statements just before the
deny icmp statement if you want the ACLs to permit neighbor discovery as in this example.

device (config)# ipvé access-list netw

device (config-ipv6-access-list-netw)# permit icmp 2000:2383:e0bb::/64 2001:3782::/64
device (config-ipv6-access-list-netw)# permit icmp any any nd-na

device (config-ipv6-access-list-netw)# permit icmp any any nd-ns

device (config-ipvé6-access-list-netw)# deny icmp any any

device (config-ipvé-access-list-netw)# permit ipv6 any any

Re-sequencing an IPv6 ACL table

To allow new ACL entries to be inserted between ACL entries that have consecutive sequence numbers, you can create space between
sequence numbers of adjacent filters by regenerating the ACL table.

To re-sequence ACL table "ipv6_acl’, use the following commands.

device (config)# ipvé access-list ipv6_acl

device (config-ipv6-access-list-ipv6 _acl)# regenerate-seg-num
This command regenerates the filter sequence numbers in steps of 10, assigning the default sequence number "10" to the first entry in
the table. Any unused IPv6 remarks will be deleted after executing this command. For further information about remarks refer to Adding
a comment to an IPv6 ACL entry on page 171.

NOTE

If sequence numbers generated by the regenerate-seg-num command cross the limit (214748364), then re-sequencing of
ACL filters will not take place and the following error message is displayed."Error: Valid range for sequence is 1 to
214748364"

NOTE
The regenerate-seq-num command is not allowed while tftp copy in progress.
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Deleting an IPv6 ACL entry

You can delete an ACL filter rule by providing the sequence number or without providing the sequence number. To delete an ACL filter
rule without providing a sequence number you must specify the filter rule attributes. To delete an ACL filter rule providing a sequence
number you can provide the sequence number alone or the sequence number and the other filter rule attributes.

To delete a filter rule with the sequence number "23" from access list "ipv6_acl” by specifying the sequence number alone, enter the
following command.

device (config)# ipvé access-list ipv6 acl
device (config-ipv6-access-list-ipv6 _acl)# no sequence 23

You can also delete this entry by specifying both the entry sequence number and filter rule attributes. For example:

device (config)# ipvé access-list ipv6_acl
device (config-ipvé-access-list-ipv6 _acl) # no sequence 23 deny esp 2::/64 any

Alternatively, you can delete this rule by providing the filter rule attributes only. For example:

device (config)# ipvé access-list ipv6_acl
device (config-ipv6-access-list-ipv6 _acl)# no deny esp 2::/64 any

NOTE
If you try to delete an ACL filter rule using the sequence number, but the sequence number that you specify does not exist, the
following error message will be displayed."Error: Entry with sequence 23 does not exist!"

Filtering packets based on DSCP values
To filter packets based on DSCP values, enter commands such as the following.

device (config)# ipvé access-list netw
device (config-ipvé6-access-1list netw) deny ipv6 any any dscp 3

Syntax: [no] ipv6 access-list name deny | permit jpv6-source-prefix/prefix-length | any ipv6-destination-prefix/prefix-length | any
[ sequence number ] dscp dscp-value

Enter a value from O - 63 for the dscp dscp-value parameter to filter packets based on their DSCP value.

Marking the DSCP value in a packet

To specify the DSCP value to a packet, enter commands such as the following.

NOTE
Dscp-marking is not supported on outbound ACLs.
device (config)# ipv6 access-list dscp-markingvé6
device (config-ipvé6-access-1list dscp-markingvé6) permit ipvé6 any any dscp 20 dscp-marking 10

device (config-ipvé6-access-1list dscp-markingv6) permit ipv6 any any

Syntax: [no] ipv6 access-list name deny | permit jpv6-source-prefix/prefix-length | any ipv6-destination-prefix/prefix-length | any
[ sequence number ] dscp dscp-value | dscp marking dscp-value

Enter a value from O through 63 for the dscp marking dscp-value parameter to mark the DSCP value in the incoming packet with the
value you specify.

Filtering packets based on routing header type

You can filter IPv6 packets based on their routing header type. This is of particular value when you want to filter IPv6 source-routed
packets to prevent DoS attacks. These packets are type O.
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To filter IPv6 packets based on the routing header type, enter commands such as the following.

device (config) # ipv6 access-list drop-source-routed
device (config-ipvé6-access-1list drop-source-routed) deny ipv6 any any routing-header-type

Syntax: [no] ipv6 access-list name deny | permitrouting-header-type type-value

Enter a value from O - 255 for the routing-header-typetype-value parameter to filter packets based on their IPv6 header type value.

NOTE
The routing-header-type option is separate and independent of the routing option. The routing-header-type and routing
options are mutually exclusive and cannot be used in the same filter.

NOTE
For more information on configuring the acl-mirror-port command, refer to Extreme Netlron Layer 2 Switching Configuration
Guide.

Displaying IPv6 ACL definitions

To display the IPv6 ACLs configured on an Extreme device, use the show ipv6 access-list command.

To display the total number of IPv6 access lists and the number of filters configured for each list, use the show ipv6 access-list count
command.

device (config)# show ipv6 access-list count
Total 4 IPv6 ACLs exist.

IPv6 ACL custl, total 10 clauses

IPve ACL cust2, total 15 clauses

IPv6 ACL cust3, total 12 clauses

IPv6 ACL cust4, total 3 clauses

To display information about a specific IPv6 ACL table, you can enter a command such as the following.
device# show ipvé access-list rtr
ipvé access-list rtr: 3 entries
10: permit ipv6é host 3000::2 any
20: deny udp any any
30: deny ipvé6é any any
Syntax: show ipv6 access-list { count | access-list-name }
The count parameter specifies displaying the total number of IPv6 access lists and the number of filters configured for each list.

The access-list-name variable specifies displaying information for a specific IPv6 ACL.

CAM partitioning
CES 2000 Series and CER 2000 Series devices support CAM partitioning.

The size of the extended ingress IPv6 L4 key is 640 bits. The size of the standard ingress ACL key is 320 bits. In internal TCAM,
different sized keys can reside next to each other in the same block. In external TCAM, blocks are allocated for ACLs, and different sized
keys cannot reside in the same block. An ingress IPv6 L4 key cannot reside in the same block with other ingress ACLs.

You can configure CAM partition to have an ingress ACL into internal TCAM and an egress ACL into external TCAM. The ingress IPv6
L4 key can reside in the same TCAM with other ingress ACLs, but must reside in a different block in the external TCAM.

You can select one key per interface for the following packet types (port or VLAN).
IPv6 packets
+  IPv4 and ARP packets
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Non-IP packets
The following key types apply to layer 2 ACLs:
Ingress L2 non-IP Key O
Egress L2+IPv4+L4 Key
The following keys apply to ether type IPv4, IPv6, or ARP:
Ingress L2+IPv4/6 Key 1 -- ether type = IPv4 or IPv6
Ingress IPv4+L4 Key 2 -- ether type = ARP
Egress L2+IPv6 Key -- ether type = IPv6
Egress L2+IPv4+L4 Key - ether type = ARP or IPv4

At ingress, each packet is subjected to two lookups. You can direct the system to use a different key for each lookup. Make sure that the
source MAC, destination MAC, VLAN ID and ether type are the same for all layer 2 ACL fields. If layer 2 field locations are not same, you
will have to create a separate TCAM entry for each layer 2 IPv6 ACL rule or packet type (IPv4, IPv6, and non-IP) combination, for the
layer 2 IPv6 ACL to work on all packet types.

TCAM IFSR

The TCAM In-Field Soft Repair (IFSR) feature enhances the data integrity of the TCAM device used in knowledge based processors
(KBP). The TCAM is configured to invalidate the entry for which a parity error has been detected. Using the IFSR feature, you can notify
users about TCAM memory parity errors through a system log message. The feature supports in lower RMA requests in the field due to
repairable errors in the KBP database.

The indices of the CAM entries having parity error are stored in a first in first out (FIFO) method in the KBP. The software reads the FIFO
programming periodically and sends out the syslog message with the specific CAM index. The TCAM is configured to invalidate the
entry for which a parity error has been detected. This ensures that there are no look-up issues on entry with an error.

To enable the IFSR feature, enter the following command.
device (config)# cam ifsr enable

To disable the IFSR feature, enter the following command.
device (config)# cam ifsr disable

cam ifsr enable | disable

Limitation

The KBP FIFO program holding the TCAM indices of the error entries is a limited resource. When the error rate is high, FIFO over flow
might happen and some of the errors are lost and are not reported. However, the system informs the user about the IFSR FIFO overflow
and sends out another syslog message.

Syslog Messages

The following syslog message is generated when the TCAM entry error is observed by the user:

SYSLOG: <14>Jul 23 11:02:41 sys—-np-mac-224 IFSR: Soft Error at TCAM index 0x000221la of PPCR 1
The following syslog message is generated when the FIFO overflow error is observed by the user:

SYSLOG: <14>Jul 23 11:02:41 sys—-np-mac-224 IFSR: Error FIFO Overflow on PPCR 1
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Applying an IPv6 ACL

To apply an IPv6 ACL, (for example "access1”), to an interface, enter commands such as the following.

device (config)# interface ethernet 3/1
device (config-if-el00-3/1)# ipv6 traffic-filter accessl in

This example applies the IPv6 ACL "access1" to incoming IPv6 packets on Ethernet interface 3/1. As a result, Ethernet interface 3/1
denies all incoming packets from the site-local prefix fec0:0:0:2::/64 and the global prefix 2001:100:1::/48 and permits all other
incoming packets.

Syntax: [no] ipv6 traffic-filter jpv6-ac/-name in | out
For the ipv6-acl-name parameter, specify the name of an IPv6 ACL created using the ipv6 access-list command.
The in keyword applies the specified IPv6 ACL to incoming IPv6 packets on the Extreme device interface.

The out keyword applies the specified IPv6 ACL to outgoing IPv6 packets on the Extreme device interface.

Reapplying modified IPv6 ACLs
If you make an IPv6 ACL configuration change, you must reapply the ACLs to their interfaces to place the change into effect.

An ACL configuration change includes any of the following:
Adding, changing, or removing an ACL or an entry in an ACL
Changing ToS-based QoS mappings

To reapply ACLs following an ACL configuration change, enter either of the following commands at the global CONFIG level of the CLI.

device (config) #
ipv6 rebind-acl

Syntax: [no] ip rebind-acl num | name

device (config) #
ipvé rebind-all-acl

Syntax: [no] ip rebind-all-acl

Applying an IPv6 ACL to a VRF Interface

A VRF interface can be one physical port, a virtual interface, or a trunk port consisting of multiple physical ports. As with regular IPv6
ports, you can apply an inbound or outbound IPv6 ACL to a VRF interface to filter incoming and outgoing traffic respectively. This type
of ACL is called a IPv6 VRF ACL.

Distinction between IPv6 ACLs applied to regular and VRF interfaces

IPv6 ACLs (both inbound and outbound) can only be applied at the IPv6 interface-level, which may be a physical or a virtual interface. If
a physical port is a member of one or more virtual interfaces, the IPv6 ACL must be bound at the corresponding ve level (not at the
physical port level). You cannot change the VLAN membership of a physical port with an IPv6 ACL.

When an IPv6 VRF is dynamically configured on an interface port, all IPv6 addresses on that interface are deleted. IPv6 ACL binding on
the interface is not be cleared because IPv6 ACL programming is independent of the VRF membership of the interface.

To apply an IPv6 ACL, for example "accessl’, to a VRF interface, enter commands such as the following.
device (config)# vif 20 device (config-vif-20)#ipvé traffic-filter accessl in

Syntax: [no] ipv6 traffic-filter ipv6-acl-name in | out
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For the ipv6-acl-name parameter, specify the name of an IPv6 ACL created using the ipv6 access-list command.
The in keyword applies the specified IPv6 ACL to incoming IPv6 packets on the Extreme device interface.

The out keyword applies the specified IPv6 ACL to outgoing IPv6 packets on the Extreme device interface.

Controlling access to a device

You can use an IPv6 ACL to filter control incoming and outgoing connections to and from an Extreme device. To do so, you must create
an ACL and then specify the sequence in which the ACL is applied to incoming or outgoing connections to the Extreme device.

For example, to permit incoming connections from remote hosts (2000:2383:e0bb::2/128 and 2000:2383:¢0bb::3/128) to an
Extreme device (30f:3782:ff89/128), enter the following commands.
device (config)# ipv6 access-list remote-hosts permit 2000:2383:e0bb::2/128 30f£:3782::££89/128 sequence 10

device (config)# ipv6 access-list remote-hosts permit 2000:2383:e0bb::3/128 30££:3782::££89/128 sequence 20
device (config)# ipv6 access-class remote-hosts in

Because of the implicit deny command at the end of each IPv6 ACL, the Extreme device denies incoming connections from all other
IPvE hosts.

NOTE
The ipv6 access-class command is applicable only to traffic coming in or going out the management
port.

Syntax: [no] ipv6 access-list name deny | permit ipv6-source-prefix/prefix-length | any ipv6-destination-prefix/prefix-length | any
[ sequence number ]

The sequencenumber parameter specifies the order in which a statement appears in an IPv6 ACL and is therefore applied to a request.
You can specify a value from O - 4294967295.

Adding a comment to an IPv6 ACL entry

You can optionally add a comment to describe entries in an IPv6 ACL. The comment appears in the output of show commands that
display ACL information.

You can add a comment by entering the remark command immediately preceding an ACL entry, or specify the ACL entry to which the
comment applies.

For example, to enter comments for preceding an ACL entry, enter commands such as the following.

device (config) #ipv6 access-list rtr
device (config-ipv6-access-1list rtr)# remark This entry permits ipv6 packets from 3002::2 to any destination
device (config-ipv6-access-list rtr)# permit ipvé6 host 3000::2 any
device (config-ipvé6-access-list rtr)# remark This entry denies udp packets from any source to any destination
device (config-ipvé6-access-1list rtr)# deny udp any any

device (config-ipv6-access-1list rtr)# remark This entry denies IPv6 packets from any source to any
destination

device (config-ipvé6-access-1list rtr)
device (config-ipvé6-access-1list rtr)

deny ipv6 any any
write memory

In the following example, remarks are entered immediately preceding ACL entries that specify sequence numbers.

device
device
device
device
device
device

config) # ipv6 access-list ipv6 acl
config-ipvé6-access-list-ipv6 acl) # remark test-entry
config-ipvé6-access-list-ipv6_acl) # deny sctp any any sequence 1
config-ipvé-access-list-ipv6 _acl)# remark-entry sequence 5 test acl
config-ipvé6-access-list-ipv6 _acl)# permit esp 2::/64 any sequence 5
config-ipvé6-access-list-ipv6_acl) # remark test remark

#
#
#
#
device(config-ipv6-access-list-ipv6_acl)# deny ipv6 any any sequence 23
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Syntax: [no] remark comment-text

The comment-text can be up to 256 characters in length.

The remark command provisions a default comment. Only one default commment is maintained; it is overwritten by any subsequent
remark command. The default remark is associated with the next provisioned filter as follows:

«  If the immediately following filter is provisioned without a sequence number, the system assigns a default sequence number:

- And aremark for this system-assigned sequence number already exists, then the filter gets associated with that remark and
default remark remains unused.

- And a remark for this system-assigned sequence number does not exist, then the default remark gets associated with the
filter.

+  If the immediately following filter is provisioned with a sequence number:

- And aremark for this sequence number already exists, then the filter gets associated with that remark and default remark
remains unused.
- And a remark for this sequence number does not exist, then the default remark gets associated with the filter.

+  Once the default remark gets associated with a filter:

- It gets the same sequence number as the filter.
- You can provision another default remark which may be used by another filter.

To apply a comment to a specific ACL entry, specify the ACL’s entry number with the remark-entry sequence command. Use the show
ipv6 access-list command to list ACL entry number. Enter commands such as the following.

device (config)# ipv6 access-list netw

device (config-ipvé6-access-1list netw) remark-entry sequence 10 This entry permits ipv6 packets from 3000::2
to any destination

device (config-ipv6-access-list netw)# remark-entry sequence 20 This entry denies UDP packets from any
source to any destination

device (config-ipv6-access-list netw)# remark-entry sequence 30 This entry denies IPv6 packets from any
source to any destination

Syntax: [no] remark-entry sequence sequence number comment-text

The sequence number is the line number assigned to the ACL entry. For a list of ACL entry numbers, use the show ipv6 access-list
command.

The comment-text can be up to 256 characters in length. The comment must be entered separately from the actual ACL entry; that is,
you cannot enter the ACL entry and the ACL comment with the same command.

You can use the show running-config or show ipv6 access-list commands to display IPv6 ACLs and comments.

The following shows the comment text for the ACL named “rtr" in a show running-config display.

device# show running-config

ipv6 access-list rtr

remark This entry permits ipvé packets from 3002::2 to any destination
permit ipv6 host 3000::2 any

remark This entry denies udp packets from any source to any destination
deny udp any any

remark This entry denies IPv6 packets from any source to any destination
deny ipv6 any any

Syntax: show running-config

172

NOTE

If "suppress-acl-seq” is ON; All unused "remark-entry" statements will be hidden while the running-config is displayed or
stored If "suppress-acl-seq” is ON; All used "remark-entry” statements will be displayed as "remark” statements while the
running-config is displayed or stored.
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The following example shows the comment text for the ACL named "rtr" in a show ipv6 access-list display.

device# show ipvé access-list rtr

ipvé access-list rtr: 3 entries
10: remark This entry permits ipv6 packets from 3002::2 to any destination
10: permit ipv6 host 3000::2 any

20: remark This entry denies udp packets from any source to any destination
20: deny udp any any

30: remark This entry denies IPv6 packets from any source to any destination
30: deny ipvé any any

The following example shows the comment text for the ACL named "ipv6_acl".

device (config)# sh ipv6 access-list ipvé acl
ipv6 access-list ipv6_acl: 3 entries

1: remark test-entry

1: deny sctp any any sequence 1

5: remark-entry sequence 5 test acl

5: permit esp 2::/64 any sequence 5
23:remark test remark

23: deny ipv6 any any sequence 23
Syntax: show ipv6 access-list [ access-list-name ]

For the access-list-name parameter, specify the name of an IPv6 ACL created using the ipv6 access-list command.

ACL CAM sharing for inbound IPv6 ACLs

ACL CAM sharing allows you to conserve CAM by sharing it between ports that are supported by the same packet processor (PPCR). If
this feature is enabled globally, you can share CAM space that is allocated for inbound ACLs between instances on ports that share the
same packet processor (PPCR). For example, if you have bound- inbound ACL 101 to ports 1/1 and 1/5, the ACL is stored in a single
location in CAM and used by both ports. Table 10 describes which ports share PPCRs and can participate in ACL CAM sharing.

Module type PPCR number Ports supported by PPCR
20x1G PPCR 1 1-20
4x10G PPCR 1 1-2
PPCR 2 3-4
2x10G PPCR 1 1-2

Considerations when implementing this feature
The following consideration apply when implementing this feature:

«  If you enable ACL CAM sharing, ACL statistics will be generated per-PPCR instead of per-port. If you require the statistics per-
port granularity for your application, you cannot use this feature.

This feature cannot be applied to a virtual interface.
«  CAM entry matching within this feature is based on the ACL group ID.

+  This feature cannot co-exist with IP Multicast Routing or IP Multicast Traffic Reduction.
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Configuring ACL CAM sharing for IPv6 ACLs
When enabled, ACL CAM sharing for IPv6 inbound ACLs is applied across all ports in a system. To apply ACL. CAM sharing for IPv6

ACLs on an Extreme device, use the following command.

device (config) # acl-policy
device (config-acl-policy)# ipvé enable-acl-cam-sharing

Syntax: ipv6 enable-acl-cam-sharing

Filtering and priority manipulation based on 802.1p priority

Filtering and priority manipulation based on a packet’'s 801.1p priority is supported in the Extreme devices through the following QoS
options:

priority-force - Assigns packets of outgoing traffic that match the ACL to a specific hardware forwarding queue, even though

the incoming packet may be assigned to another queue. Specify one of the following QoS queues:

- 0-q9ospO

- 1-qospl

- 2-qosp2

-  3-qosp3

-  4-qosp4

- 5-qgospS

- ©6-qospb

- 7 -qosp7

If a packet’'s 802.1p value is forced to another value by its assignment to a lower value queue, it will retain that value when it is sent out
through the outbound port.

The default behavior on previous revisions of this feature was to send the packet out with the higher of two possible values: the initial
802.1p value that the packet arrived with or the new (higher) priority that the packet has been "forced" to.

priority-mapping - Matches on the packet's 802.1p value. This option does not change the packet's forwarding priority through
the device or mark the packet.

Example using the priority force option

In the following IPv6 ACL example, access list acll assigns tcp packets with the source address specified and any destination address to
the internal priority 7.

device (config)# ipv6 access-list acll
device (config-ipv6-access-1list acll)# permit tcp 4000:1::/64 any priority-force 7

The priority-force parameter specifies one of the 8 internal priorities of the Extreme device. Possible values are between O and 7.

ACL accounting

Multi-Service devices monitor the number of times an ACL is used to filter incoming or outgoing traffic on an interface. The show ipv6
access-list accounting command displays the number of "hits” or how many times ACL filters permitted or denied packets that matched
the conditions of the filters.

NOTE
ACL accounting does not tabulate nor display the number of implicit denials by an ACL.
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Counters, stored in hardware, keep track of the number of times an ACL filter is used.

The counters that are displayed on the ACL accounting report are:
1s - Number of hits during the last second. This counter is updated every second.
1m - Number of hits during the last minute. This counter is updated every one minute.
5m - Number of hits during the last five minutes. This counter is updated every five minutes.
ac - Accumulated total number of hits. This counter begins when an ACL is bound to an interface and is updated every one

minute. This total is updated until it is cleared.

The accumulated total is updated every minute. For example, a minute after an ACL is bound to a port, it receives 10 hits per second and
continues to receive 10 hits per second. After one minute, the accumulated total hits is 600. After 10 minutes, there will be 6000 hits.

The counters can be cleared when the device is rebooted, when an ACL is bound to or unbound from an interface, or by entering a clear
ipv6 access-list command.

Enabling and Disabling ACL accounting on XMR Series and MLX Series devices
ACL accounting is disabled by default on XMR Series and MLX Series devices. To enable ACL accounting, enter the following

command:

device (config)# acl-policy
device (config-acl-policy)# enable-acl-counter

Syntax: [no] enable-acl-counter

NOTE
Enabling or disabling ACL accounting affects the gathering of statistics from all ACL types (Layer-2, IPv4 and
IPv6).

NOTE
The enable-acl-counter command is not supported on CES 2000 Series and CER 2000 Series devices.

ACL accounting on CES 2000 Series and CER 2000 Series devices

The following special considerations affect how IPv6 Layer 4 ACL accounting is configured on the CES 2000 Series and CER 2000
Series devices:

You can enable ACL accounting at the filter level by adding an enable-accounting keyword in each clause of an IPv6 ACL for
which you want to gather statistics.

IPv6 ACL rate limiting and IPv6 deny logging are not supported.

CAM resources are shared on the devices between Layer 2, IPv4, and IPv6 ACL accounting. This limits the number of ACL
accounting instances available on the system.

For inbound ACL accounting, you can bind a Layer 2, IPv4, and IPv6 ACL accounting to the same port. Refer to "Configuration
considerations for dual inbound ACLS on CES 2000 Series and CER 2000 Series devices" and "ACL Accounting interactions
between L2 ACLs and IP ACLs" for further information.

For outbound ACL accounting, you can bind an IPv4 and IPv6 ACL accounting to the same port. However, Layer 2 ACL
accounting does not coexist with either IPv4 or IPv6 ACL accounting on the same port.

The port-level configuration to enable or disable the counters is not applicable.

For detailed information about ACL accounting considerations for CES 2000 Series and CER 2000 Series devices, refer to "ACL
accounting”.
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Enabling and disabling IPv6 ACL accounting on CES 2000 Series 2000 and CER 2000 Series
2000 devices

By default, the ACL accounting is disabled on the CES 2000 Series 2000 and CER 2000 Series 2000 devices. You can enable the
ACL accounting explicitly in each clause of an IPv6 ACL for which you want to gather statistics by including the keyword enable-
accounting immediately after the permit or deny keyword. To enable ACL accounting, enter the following command:

device (config) # ipv6 access-list netw permit enable-accounting ip any any
Syntax: [no] ipv6 access-list ac/name permit | deny enable-accounting

The acl name variable defines the name of the IPv6 ACL. The ac/ name can contain up to 199 characters and numbers, but cannot
begin with a number and cannot include any spaces or quotation marks.

The permit keyword indicates that enabling IPv6 ACL accounting will be permitted for the clauses that match a policy in the access list.
The deny keyword indicates that enabling IPv6 ACL accounting will be denied for the clauses that match a policy in the access list.
The enable-accounting keyword enables the IPv6 ACL accounting.

The no option is used to turn off the previously enabled IPv6 ACL accounting.

NOTE
The rules of action merging and counter precedence must be considered to determine which action to take and which
accounting to count while binding multiple ACL accountings to the same port.

Displaying statistics for IPv6 ACL accounting
To display statistics for IPv6 accounting, enter commands such as the following.

device# show ipvé access-list accounting brief

Collecting IPv6 ACL accounting summary for 1/26 ... Completed successfully.

Collecting IPv6 ACL accounting summary for 1/25 ... Completed successfully.

Int In ACL Total In Hit Out ACL Total Out
Hit

1/26 ipvé-port?2 450375 (1s)

27009259 (1m)
135046361 (5m)
464353218 (ac)
1/25 ipvé6-port 2234540 (1s)
11321736 (1m)
0 (5m)
11321736 (ac)

The table below describes the output parameters of the show ipv6 access-list accounting brief command.

TABLE 18

Field Description

Collecting IPv6 ACL accounting summary for interface Shows the interface for which the ACL accounting summary is collected
and specifies whether or not the collection is successful.

Int Shows the ID of the interface for which the statistics are being reported.

In ACL Shows the ID of the ACL used to filter the incoming traffic on the interface.

Total In Hit Shows the number of hits from the incoming traffic processed by all the
ACL entries (filters) in the ACL.

Out ACL Shows the ID of the ACL used to filter the outgoing traffic on the interface.
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TABLE 18 (continued)
Field Description

Total Out Hit1 Shows the number of hits from the outgoing traffic processed by all the
ACL entries (filters) in the ACL.

Syntax: show ipv6 access-list accounting brief

Displaying IPv6 accounting statistics for an interface
To display statistics for an interface, enter commands such as the following.

device# show ipv6 access-list accounting ethernet 1/24 out
IPv6 ACL ipvé-protocol-ahp-deny-test-66

Collecting IPv6 ACL accounting for 1/24 ... Completed successfully.
10: deny enable-accounting ahp any host 3002::10
Hit count: (1 sec) 2 (1
min) 15
(5 min) 92
(accum) 107

The table below describes the output parameters of the show ipv6 access-list accounting ethernet command.

TABLE 19

Field Description

IPv6 ACL Shows the name of the IPv6 traffic filter for the collected statistics.

Collecting IPv6 ACL accounting for interface Shows the interface for which the ACL accounting information is collected
and specifies whether or not the collection is successful.

# Shows the index of the IPv6 ACL entry, starting with O, followed by the
permit or deny condition defined for that ACL entry. (The first entry
created for an ACL is assigned the index O. The index of the subsequent
entries created are incremented by 1.)

deny enable-accounting ahp Shows the name of the matching clause in the ACL.

Hit count Shows the number of matching frames for each sample interval and the

accumulated value since the last clear or rebind action.

Syntax: show ipv6 access-list accounting ethernet [ slot/port | ve ve-number | in | out [ policy-based-routing ]
Use ethernets/ot/port to display a report for a physical interface.

Use ve ve-number to display a report for the ports that are included in a virtual routing interface. For example, if ports 1/2, 1/4, and 1/6
are all members of ve 2, the report includes information for all three ports.

Use the in parameter to display statistics for incoming traffic; out for outgoing traffic.

The policy-based-routing parameter limits the display to policy based routing accounting information.

Clearing the ACL statistics
Statistics on the ACL account report can be cleared:
When a software reload occurs
+ When the ACL is bound to or unbound from an interface

+ When you enter the clear ipv6 access-list command, as in the following example.

device (config)# clear ipvé access-list all

Extreme Netlron Security Configuration Guide, 06.2.00
9036120-00 177



IPv6 ACLs

Syntax: clear ipv6 access-list all | ethernet slot/port | ve ve-num
Enter all to clear all statistics for all ACLs.
Use ethernets/ot/port to clear statistics for ACLs a physical port.

Use veve-number to clear statistics for all ACLs bound to ports that are members of a virtual routing interface.

NOTE
Because IPv6 rate limiting is not supported on the CES 2000 Series 2000 and CER 2000 Series 2000 devices, the counts
displayed in the accounting mode represent the number of packets that matched the IPv6 ACL.

IPv6 receive ACLs

This section discusses the following topics:
IPv6 receive ACLs overview on page 178
Configuration guidelines for IPv6 receive ACLs considerations on page 179
|Pv6 receive ACL prerequisites on page 180
IPv6 receive ACL: basic configuration on page 183
IPv6 receive ACL: additional configuration on page 185
Syslog messages for [Pv6 rACLs on page 194
Displaying accounting information for IPv6 rACLs on page 186

IPv6 receive ACLs overview

The IPv6 receive access-control list feature (rACL) provides hardware-based filtering capability for IPv6 traffic, destined for the CPU in
the default VRF, such as management traffic. Its purpose is to protect the management module’'s CPU from overloading due to large
amounts of traffic sent to one of the Extreme device’s IP interfaces. The rACL feature applies the specified ACL to every interface on the
Extreme device. This eliminates the need to add an ACL to each interface on an Extreme device.

The rACL feature is configured by creating an ACL to filter traffic and then specifying that ACL in the ipv6 receive access-list command.
This applies the ACL to all interfaces on the device. The destination IP address in an ACL specified by the rACL command is interpreted
to apply to all interfaces in the default VRF of the device. This is implemented by programming an ACL entry in CAM that applies the
ACL clause for each interface.

You can bind multiple IPv6 rACLs, up to a maximum of 50.

CAM entries are programmed differently for Gen-1 and Gen-2 interface modules. For Gen-1 interface modules, each rule is
programmed for every IPv6 address interface so that the number of CAM entries for each rule is equivalent to the number of interface
addresses. For example, if "M" IPv6 address interfaces are configured and there are "N" rACL rules, then there will be "M x N" CAM
entries in the IPv6 rACL CAM partition.

NOTE
The rACL feature does not program CAM entries on Gen-1 interface modules when an IPv6 interface is in the down state.

For Gen-2 interface modules, one rule is programmed for all local IPv6 address interfaces. Hence, if there are "N" IPv6 rACL rules to
program, there will be "N" CAM entries in IPv6 rACL CAM partition.

The IPv6 rACL feature supports mirroring and sflow for traffic filtered by IPv6 rACL.
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Configuration guidelines for IPv6 receive ACLs considerations

Use the following considerations when configuring IPv6 receive ACLs (rACLs):

IPv6 rACLs support was introduced in Multi-Service IronWare RO5.6.00. For backward compatibility, the IPv6 rACL sub-
partition is set to "0" by default, so that other sub-partitions of the IPv6 CAM partition are not affected by this feature when the
firmware is upgraded.

After an upgrade to Multi-Service IronWare RO5.6.00 or later, the sub-partition size for IPv6 rACL will be "O". Refer to
Specifiying the maximum number of rACLs supported in CAM on page 180 for more information about changing the default
value.

After a downgrade to a previous release, all configured IPv6 rACLs will be lost.

An explicit deny ip any any filter does not match any multicast traffic. Since the destination field in the ACL contains “any”,
rACLs program interface IP addresses in the CAM instead of the destination’s IP address. To match the multicast traffic, you
should specify the multicast group address in the destination field in the ACL.

( MLX Series and XMR Series devices only) For traffic destined to VRRP/E router instances, enable the racl-vrrp-vrip-filter
ipv6-packets command. For details, refer to Summary of ACL system and policy parameters on page 187.

Interfaces on which a UDA or Layer 2 ACL is also applied
M-CPU-bound Layer 3 Broadcast, Unicast, or Multicast packets permitted by the UDA or Layer 2 ACL are subject to the following
conditions:

If the packet matches an rACL permit rule, the packet is forwarded to the M-CPU.

If the packet matches an rACL deny rule, the packet is dropped.

The default implicit rACL rule is deny. Packets that do not match any configured permit statement are dropped.

Interfaces on which no UDA or Layer 2 ACL is applied

If neither an ingress Layer 2 ACL nor a user-defined ACL (UDA) is applied on an interface, by default, rACLs are not supported for
filtering CPU-bound traffic through that interface. To support rACLs on such interfaces, enable the racl-cpu-filtering ipv6-packets
command at device level:

device (config)# acl-policy
device (config-acl-policy)# racl-cpu-filtering ipv6-packets

If racl-cpu-filtering ip-packets is enabled and rACLs are applied on a device, guidelines for Layer 3 Unicast packets are as follows:
If the destination address in the incoming packet is a connected IPv4/IPv6 address (physical/VE Interface or loopback), the

decision to permit or deny the packet is taken in hardware—under CAM programming—subject to the following conditions:

- Packets matching a configured rACL permit rule are forwarded to the M-CPU for processing.

- Packets that do not match any rACL permit rules are dropped in hardware, by a default deny rule applicable if the

destination is a connected IPv4/IPv6 address.

If the destination is not a connected IPv4/1Pv6 address, the packet is not destined for M-CPU, and is not subject to rACL CPU

filtering.
If racl-cpu-filtering ipv6-packets is enabled and rACLs are applied on a device, guidelines for Layer 3 Broadcast or Multicast packets
are as follows:

Packets that match an rACL permit rule are forwarded to the M-CPU.

Packets that match an rACL deny rule are dropped.
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The default implicit rACL rule is permit; packets that do not match any rACL deny rule are permitted. (A default implicit permit
enables protocol packets to be processed by the M-CPU. Multicast-based protocols such as OSPF, LDP, RIP, VRRP, and PIM
work seamlessly, even when rACL CPU filtering is configured.)

If you add an explicit "deny ip/ipv6 any any” rule to an rACL, make sure to add permit rules for the relevant multicast-protocol
destination addresses.

IPv6 rACL example for multicast protocol

In the following example, racl-cpu-filtering is enabled. If you conclude the rACL with a "deny any any" rule (in order for IPv6 OSPFv2
peering to work seamlessly) you also need to include the following permit rules:

Unicast peer IPv6 address

Destination multicast addresses: FFO2::5 and FF02::6
Solicited Node Multicast address: FFO2: 1:FFXX:XXXX
Link Local IPv6 address: FE80::/64

IPv6 receive ACL prerequisites

Specifiying the maximum number of rACLs supported in CAM

By default, the IPv6 rACL sub-partition in an IPv6 session CAM partition is set to "0". This must be resized before using the IPv6 receive
ACL feature.

An IPv6 session CAM partition has sub-partitions for:

IPv6 Multicast

Receive ACL

Rule-based ACL
The IPv6 Multicast sub-partition is configured using the system-max ipv6-mcast-cam command. The Receive ACL sub-partition is
configured using the system-max ipv6-receive-cam command. The number of IPv6 Rule-based ACL entries is normalized after
allocating space for IPv6 Multicast and IPv6 Receive ACL entries i.e. IPv6 Rule-based ACL entries take the remaining space after the

allocation of IPv6 Multicast and IPv6 rACL entries. However, the system ensures that there are a minimum of 128 IPv6 Rule-based ACL
entries.

When you set the size of the Receive ACL sub-partition using the system-max ipv6-receive-cam command, the size of the Rule-based
ACL sub-partition is decreased. The following example shows how configure the Receive ACL sub-partition assuming that the IPv6
session CAM partition is initially configured as follows:

[IPV6 Session] 16384 (size), 16384 (free), 000.00% (used)
:IPv6 Multicast: 1024 (size), 1024 (free), 000.00% (used)
:Receive ACL: 0(size), 0(free), 000.00% (used)
:Rule ACL: 15360 (size), 15360 (free), 000.00% (used)

Use the following command to set the maximum IPv6 Receive ACL entries to 2048.
device (config) # system-max ipvé-receive-cam 2048
Syntax: [no] system-max ipv6-receive-cam num

The num variable specifies the maximum number of IPv6 Receive ACL entries allowed in CAM. Acceptable values are powers of 2 in the
range from O through 8192. The default value is O. If you enter a value that is not a power of 2, the system rounds off the entry to a
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number less than the input value. For example, if you enter 2044, which is not a power of 2, the system rounds it down to 1024 and
shows an appropriate warning.

device (config) # system-max ipv6-receive-cam 2044

Warning - IPv6 Receive ACL CAM size requires power of 2, round down to 1024

Reload required. Please write memory and then reload or power cycle the system.

Failure to reload could cause system instability on failover.
Newly configured system-max will not take effect during hitless-reload.

The no form of the system-max ipv6-receive-cam command restores the default value.

NOTE
You must write this command to memory and perform a system reload for this command to take
effect.

Setting IPv6 Receive ACL to 2048 decreases the size of the Rule ACL sub-partition so that the IPv6 session CAM partition profile is
Now:

[IPV6 Session] 16384 (size), 16384 (free), 000.00% (used)
:IPv6 Multicast: 1024 (size), 1024 (free), 000.00% (used)
:Receive ACL: 2048 (size), 2048 (free), 000.00% (used)
:Rule ACL: 13312 (size), 13312 (free), 000.00% (used)

The Rule-based sub-partition size can be increased again by reducing the size of the IPv6 Multicast sub-partition. Use the following
command to reduce the size of the IP Multicast sub-partition to O.

device (config)# system-max ipvé6-mcast-cam 0

Reload required. Please write memory and then reload or power cycle the system.

Failure to reload could cause system instability on failover.
Newly configured system-max will not take effect during hitless-reload.

Syntax: [no] system-max ipv6-mcast-cam num
The num variable specifies the maximum number of IPv6 Multicast entries allowed in CAM. The range is from O through 8192 . The
default value is 1024.

NOTE
You must write this command to memory and perform a system reload for this command to take
effect.

Changing the size of IPv6 Multicast from 1024 to O increases the maximum IPv6 Rule-based ACL entries by 1024 so that the CAM
partition profile is:

[IPV6 Session] 16384 (size), 16384 (free), 000.00% (used)
:IPv6 Multicast: 0(size), 0O(free), 000.00% (used)
:Receive ACL: 2048 (size), 2048 (free), 000.00% (used)
:Rule ACL: 14336 (size), 14336 (free), 000.00% (used)

Maximum supported size of IPv6 Receive ACLs in CAM profiles
IPv6 rACLs are supported in the following CAM profiles which have space allocated for an IPv6 partition:
+  Default
+  IPv6
+  IPvb +1Pv4
+ IPv6 +1IPv4-2
+ Multi-Service
+  Multi-Service-2
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+ Multi-Service-3
Multi-Service-4

The table below shows the maximum supported size of IPv6 rACLs in supported CAM profiles when the size of the IPv6 Multicast sub-
partition is O. The maximum number of IPv6 rACL entries will vary when the number of IPv6 Multicast entries is not O.

TABLE 20

Profile Supported IPv6 rACL size Rule ACL Size IPv6 Multicast
Default Y 1024 3072 0
IPv4 Optimized N

IPv6 Optimized Y 8192 16384 0
MPLS VPN Optimized N

MPLS VPLS Optimized N

L2 Metro Optimized N

L2 Metro Optimized #2 N

MPLS VPN Optimized #2 | N

MPLS VPLS Optimized #2 | N

Multi-Service Y 2048 6144 0
MPLS VPN+VPLS N

IPv4 + VPN N

IPV6 + IPv4 Y 8192 16384 0
IPv4 + VPLS N

IPv4 + Ipv6 2 Y 2048 6144 0
Multi-service 2 Y 1024 3072 0
Multi-service 3 Y 2048 6144 0
Multi-service 4 Y 2048 6144 0

NOTE
The table above shows the maximum supported IPv6 rACL entries for all supported XMR cards including legacy Gen-1 cards,
8x10G-M/X/D, 2x100G and 24x10G.

Checking for available space when configuring the IPv6 rACL sub-partition

Before allocating more space to the Receive ACL sub-partition, the system will check if there is enough space in the IPv6 ACL CAM
partition. If there is not enough space, an error message is displayed.

device (config) # system-max ipvé-receive-cam 2048
Error - IPV6 Receive ACL CAM (2048) exceeding available CAM resources

Total IPv6 ACL CAM: 16384 (Raw Size)
Reserved IPv6 Rule ACL CAM: 1024 (Raw Size)
IPv6 Multicast CAM: 0 (Raw Size)

Available IPv6 Receive ACL CAM: 15360 (Raw Size) 1920 (User Size)

This error message shows that there are 1920 available user entries for IPv6 rACL CAM. This example uses the default CAM profile
which supports a maximum of 1024 IPv6 rACL CAM entries. Refer to the table above for information on the maximum supported size
of IPv6 Receive ACLs in different CAM profiles.
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The system-max ipv6-receive-cam command executes successfully to set the maximum number of IPv6 Receive ACLs to 1024 for
the default CAM profile. For example:

device (config) # system-max ipv6-receive-cam 1024

Reload required. Please write memory and then reload or power cycle the system.

Failure to reload could cause system instability on failover.
Newly configured system-max will not take effect during hitless-reload.

Checking for available space when changing the CAM profile

The system will check if there is enough space for the IPv6 Receive ACL sub-partition before changing the CAM profile. If there is not
enough space, an error message is displayed.
device (config) # system-max ipvé-receive-cam 2048

device (config) # cam-partition profile multi-service-2
Error - IPV6 Receive ACL CAM (2048) exceeding available CAM resources

Total IPv6 ACL CAM: 16384 (Raw Size)
Reserved IPv6 Rule ACL CAM: 1024 (Raw Size)
IPv6 Multicast CAM: 0 (Raw Size)

Available IPv6 Receive ACL CAM: 15360 (Raw Size) 1920 (User Size)

This error message shows that there are 1920 available user entries for IPv6 rACL CAM. In this case, the CAM profile is "multi-service
2" which supports 1024 IPv6 rACL CAM entries. Refer to the table above for on the maximum supported size of IPv6 Receive ACLs in
different CAM profiles. Use the following command to change the CAM profile to the "multi-service 3" which supports 2048 IPv6
rACLs.

device (config) # cam-partition profile multi-service-3
Reload required. Please write memory and then reload or power cycle the system.

IPv6 receive ACL: basic configuration

Configuring and applying an IPv6 rACL
Configuring IPv6 rACLs requires the following steps:
Configuring an IPv6 rACL sub-partition in the CAM partition on page 183

2. Creating an IPv6 access-list on page 183
3. Creating a policy-map on page 184 (if you want to rate limit traffic)
4. Applying an IPv6 rACL on page 184

Configuring an IPv6 rACL sub-partition in the CAM partition

To create an IPv6 rACL sub-partition and set the maximum number of IPv6 rACL entries at 1024, use the following commands.

device (config) # system-max ipvé-receive-cam 1024
device (config)# write memory
device (config) # reload

Creating an IPv6 access-list

To create an IPv6 access-list named "b1"™

device (config)# ipvé access-list bl
device (config-ipvé6-access-1list bl)# permit ipvé any any
device (config-ipv6-access-1list bl)# exit
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Creating a policy-map
To create a policy map "m1" to rate-limit traffic:
device (config)# policy-map ml

device (config-policymap ml)# cir 1000000 cbs 2000000
device (config-policymap ml)# exit

Applying an IPv6 rACL

To configure IPv6 rACL to apply IPv6 access-list "b1" with a sequence number "15" to all interfaces within the default VRF for all CPU-
bound traffic, enter the following command:

device (config)# ipv6 receive access-list bl sequence 15

To configure IPv6 rACL to apply IPv6 access-list "b1" with a sequence number "15" with a policy-map "m1", enter the following
command:

device (config) # ipv6 receive access-list bl sequence 15 policy-map ml

To configure IPv6 rACL to apply IPv6 access-list "b1" with a sequence number "15" and a policy-map "m1" with strict -acl, enter the
following command:

device (config)# ipv6 receive access-list bl sequence 15 policy-map ml strict-acl

Syntax: [no] ipv6 receive access-list acl-name sequence seq-num [ policy-map policy-map-name | strict-acl ] ]

The acl-name variable specifies the name of the access-control list to apply to all interfaces within the default VRF, for all CPU-bound
traffic. The maximum length is 256 characters.

The sequence seq-num variable specifies the sequence number of the access-control list being applied as a rACL. IPv6 rACL
commands are applied in the order of the lowest to the highest sequence numbers. The range of values is from 1 through 50.

The policy-map policy-map-name variable specifies the name of a policy map. When the policy-map option is specified, traffic
matching the "permit "clause of the specified IPv6 ACL is rate-limited as defined in the policy map and IPv6 traffic matching the "deny”
clause in the IPv6 ACL is permitted without any rate limiting.

Thestrict-acl parameter specifies that traffic matching the "permit” clause of the specified IPv6 ACL is rate-limited as defined in the
policy map and IPv6 traffic matching the "deny” clause in the IPv6 ACL is dropped in the hardware.

Rebinding an IPv6 rACL definition or policy-map

When access list rules are modified or a policy map associated with a rACL is changed, an explicit rebind must be performed to
propogate the changes to the interfaces. To rebind an IPv6 access-control list, enter the following command:

device (config)# ipvé receive rebind-acl-all

Syntax: ipv6 receive rebind-acl-all

Displaying access-list binding information
To display all IPv6 access-lists (both rule-based and rACL) that are bound to different interfaces, enter the following command:

device (config)# show ipv6 access-list bindings
|
ipv6 receive access-list bl sequence 11

ipv6 receive access-list b2 sequence 12
!

Syntax: show ipv6 access-list bindings
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Deactivating the IPv6 rACL configuration
To deactivate the IPv6 rACL configuration and remove all the rules from CAM, enter the following command.

device (config)# ipvé receive deactivate-acl-all

Syntax: [no] ipv6 receive deactivate-acl-all

The no form of this command reactivates the IPv6 rACL configuration.

NOTE
To make this change permanent and prevent ACL binding to CAM after reload, you must save the
configuration.

Deleting the IPv6 rACL configuration

To delete the IPv6 rACL configuration and remove all IPv6 rACL rules from the system, use the following command.
device (config)# ipvé receive delete-acl-all
This command deletes all IP Receive ACLs from system.

Are you sure? (enter 'y' or 'n'): vy

Syntax: ipv6 receive delete-acl-all

IPv6 receive ACL: additional configuration

NOTE
For details of rACL logging, refer to Enabling L3 rACL logging on page 192.

Configuring IPv6 rACL with acl-mirror-port

You can mirror traffic coming on to an interface, to any other interface. When specifying a destination port for IPv6 rACLs, you must
configure the acl-mirror-port command on all ports supported by the same packet processor (PPCR).

Configuring IPv6 rACL with acl-mirror-port requires the following steps:
1. Creating an IPv6 ACL with a mirroring clause on page 185

2. Specifying the destination mirror port for physical ports on page 185
3. Applying the IPv6 rACL on page 186

Creating an IPv6 ACL with a mirroring clause

To create a named ACL "b1" with a mirroring clause, enter the following commands:

device (config)# ipvé access-list bl

device (config-ipvé6-access-1list bl)# permit ipvé6 any any mirror
device (config-ipvé-access-1list bl)# permit ipvé any any

device (config-ipvé6-access-1list bl)# exit

Specifying the destination mirror port for physical ports

In the following example, ports "ethernet 3/1" and "ethernet 3/2" belong to the same PPCR. To specify "ethernet 5/1" as the destination
mirror port for these ports, use the following commands:

device (confiqg) # interface ethernet 3/1
device (config-if-el1000-3/1)# acl-mirror-port ethernet 5/1
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device (config-if-el000-3/1) #interface ethernet 3/2
device (config-if-el1000-3/2) # acl-mirror-port ethernet 5/1

Applying the IPv6 rACL
To apply the IPv6 rACL, enter the following command:

device (config) #ipv6 receive access-list bl sequence 15

Configuring IPv6 rACL with copy-sflow

You can direct data matching an IPv6 ACL permit clause, to the sFlow collector by specifying "copy sflow” when creating the IPv6 ACL.
Configuring IPv6 rACL with "copy-sflow" requires the following steps:

1. Creating an IPv6 ACL that directs traffic to the sFlow collector on page 186
2. Applying the IPv6 rACL on page 186

Creating an IPv6 ACL that directs traffic to the sFlow collector

To create a named ACL "b1" that directs traffic to the sFlow collector, enter the following commands:

device (config) #ipv6 access-list bl
device (config-ipv6-access-1list bl)# permit ipv6é any any copy-sflow
device (config-ipvé6-access-1list bl)# exit

Applying the IPv6 rACL
To apply the IPv6 rACL, enter the following command:

device (config) #ipv6 receive access-list bl sequence 15

Displaying accounting information for IPv6 rACLs

Before you can collect ACL accounting statistics,you must enable accounting for IPv6 rACL. Refer to ACL accounting on page 174 for
further information on how to enable accounting using the enable-acl-counter command.

To display rACL accounting information for the named ACL "b1", enter the following command

device (config) # show ipvé access-list receive accounting name bl
IPv6 Receive ACL Accounting Information:
IPv6 Receive ACL bl
ACL hit count for software processing (accum) 0
HW counters:

0: permit tcp any host 2000::2

Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0
1: permit udp any host 1000::1
Hit count: (1 sec) 0 (1 min) 0
(5 min) 0 (accum) 0

Syntax: show ipv6 access-list receive accounting { brief | name ac/-name }

The brief parameter displays IPv6 rACL accounting information in brief. The name acl-name variable specifies the name of a receive
access-control list. The maximum name length is 256 characters.

To clear IPv6 rACL accounting information for an ACL named "acl_ext1", use the following command.

device (config) # clear ipvé access-list receive name acl extl
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To clear accounting statistics for all configured IPv6 rACLs, enter the following command.
device (config)# clear ipv6 access-list receive all

Syntax: clear ipv6 access-list receive ( all | name ac/-name }

The all parameter specifies clearing accounting statistics for all configured IPv6 rACLs.

The name acl-name variable specifies clearing accounting statistics for the named rACL.

General ACL topics

This section contains topics that apply to more than one ACL type.

Summary of ACL system and policy parameters

There is a full range of system-max and acl-policy parameters that affect ACLs.

For more information about the commands listed in the following tables, refer to the following resources:
Other ACL topics in the current publication
Extreme Netlron Command Reference

«  Extreme Netlron Layer 2 Switching Configuration Guide

You enter the commands in the following table from global configuration mode:

TABLE 21 ACL system-max parameters

General ACL topics

Command Description

system-max config-file-size Max config file size. Large ACL configurations may exceed the default system-max config-file-size.
system-max ip-filter-sys Max IPv4 ACL filter rules. This is a shared resource for all IPv6 ACL filter definitions.

system-max ipv6-receive-cam Max IPv6 Receive ACL SW CAM rules

system-max |2-acl-table-entries Max L2 ACL rules per ACL table

system-max mgmt-port-acl-size | Max size for management port ACL

system-max session-limit Max ACL active ACL session resource
system-max subnet-broadcast- Max IP Broadcast ACL SW CAM rules
acl-cam

system-max uda-acl-table-entries | Max UDA ACL rules per ACL table

You enter the commands in the following table from ACL policy configuration mode, which you access from global configuration mode:

device (config)# acl-policy
device (config-acl-policy) #

TABLE 22 ACL policy parameters

Command Description

accounting-no-sort Display IPv4 ACL accounting in configuration order and not sorted order.
acl-duplication-check Perform ACL filter duplication check.

acl-frag-conservative Conservative mode for ACL filtering of fragmented packets.
acl-skip-boot-checks Disable ACL conflict and duplication checks during boot and tftp copy.
clear Clear table/statistics/keys.
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TABLE 22 ACL policy parameters (continued)

Command

cls
disable-acl-for-6to4
disable-acl-for-gre
display-config-format
display-def-acl-seq
display-pkt-bit-rate
enable-acl-cam-sharing
enable-acl-counter
force-delete-bound-acl
max-uda-offset

racl-cpu-filtering

racl-vrrp-vrip-filter
statistics-load-interval

suppress-acl-seq

suppress-ipv6-priority-mapping

Description

Clear screen.

Disable 6to4 packet processing for 4.
Disable gre packet processing for 14.

Display in ACL configured format.

Display in ACL configured format with sequence information.

Display Packet Rate and Bit Rates, PBR Only.

Enable ACL CAM sharing.

Enable access list counters.

Enable forced deletion of ACLs bound to an interface.

Enable 124 bytes as the UDA offset values (rather than the default 116 bytes).
Enable rACL filtering for CPU-bound traffic—even if neither Layer 2 ACLs nor User-defined ACLs (UDAs) are

configured on the incoming interface.

Enable rACL filtering for VRRP/E router instances.
Configure Statistics load interval, PBR Only.

Hide Sequence information from ACL running config output.

Hide priority-mapping keyword from ACL running config output.

Layer 3 ACL logging

ACL logs can provide insight into permitted and denied network traffic.

This section covers logging for Layer 3 ACLs. For Layer 2 ACLs, refer to Configuring ACL Deny Logging for Layer-2 inbound ACLs on

page 100.

ACL logging platform-support matrix

The following table indicates on which platforms ACL logging is supported for the various ACL and filter types.

TABLE 23 ACL logging platform-support matrix

ACL type
L2

L2

IPv4

IPv4

IPv6

IPv6

IPv4 rACL
IPv4 rACL
IPv6 rACL
IPv6 rACL

188

Rule type
permit
deny
permit
deny
permit
deny
permit
deny
permit

deny

CER/CES

z z z\zlz z < z < Z

MLX/XMR

<< << <</ </<|<lz
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L3 ACL-logging configuration notes

Before configuring L3 ACL permit or deny logging on your device, consider these configuration notes.

General L3 ACL-logging configuration notes
ACL logging is a CPU-intensive feature. To maintain maximum performance, log only specific filters.
ACL logging generates Syslog entries only. No SNMP traps are issued.
The ACL logging feature is supported for inbound ACLs only.
By default, ACL logs (Syslogs) are generated every five minutes.
ACL logging is not supported for:

- ACL-based Rate Limiting
- Policy Based Routing

You can configure the maximum number of ACL session entries using the system-max session-limit command. Only the
2/3rd of the number of sessions specified using system-max session-limit command are available for ACL or uRPF logging.

The ACL or RPF logging mechanism on the Interface modules log a maximum of 256 messages per minute, and send these
messages to the Management module. A rate-limiting mechanism has been added to rate-limit the number of log messages
from the Interface module CPU to the Management module CPU to 5 messages per second. Because this delays the delivery
of messages to the Management module, in the worst case scenario with all 256 packets arriving at the same time on the
Interface module, the time values stamped by the Management module on the messages will vary by as much as 60 seconds.

Deny-filter configuration notes

The ACL deny logging feature may be enabled with the ip access-group redirect-deny-to-interf command. However, if the ip
access-group enable-deny-logging command and the ip access-group redirect-deny-to-interf commmand are configured on
the same interface, a syslog entry is created for packets matching the deny action filter containing the log keyword, and the
packet is dropped. Packets matching a log enabled filter are not redirected to the specified interface.The ip access-group
redirect-deny-to-interf command applies only to inbound ACLs.

The ip access-group redirect-deny-to-interf command cannot be applied on VPLS, VLL, or VLL-local endpoints and vice
versa. Please refer to Configuration considerations for IPv4 outbound ACLs on VPLS, VLL, and VLL-Local endpoints on page
106.

NOTE
Redirect-deny packets do not apply to outbound
traffic.

On CES 2000 Series and CER 2000 Series devices, ACL deny-logging takes precedence over ACL Accounting. If the ip
access-group enable-deny-logging command is configured on the interface, and both keywords (enable-accounting and log)
are present in the same ACL clause, the statistics for that specific ACL clause are not collected. Both keywords will appear in the
output of the show access-list accounting command indicating that logging is enabled, and the statistics for that specific ACL

clause are not available. In the example output below, the deny enable-accounting and log keywords are applied to ip host
10.1.2.104/16.

0: deny enable-accounting ip host 10.1.2.104 10.19.0.0 10.0.255.255 log
Hit count: Accounting is not available due to deny logging

Permit-filter configuration notes

(Not supported on CER 2000 Series or CES 2000 Series devices) ACL permit logging is supported on user and management
interfaces.
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+  To reduce CPU overhead, you can add selective to any of the permit-logging enablement commands. However, selective does
not affect traffic destined for the CPU.

- ip access-group enable-permit-logging selective

- ipv6 traffic-filter enable-permit-logging selective

- ip receive access-list enable-permit-logging selective

- ipv6 receive access-list enable-permit-logging selective

L3 ACL logging enablement

Enablement is one of the conditions required for ACL logging. With the exception of rACLs, this enablement is at interface level.

Enabling L3 ACL logging at interface level

There are specific interface-level commands for enabling IPv4/IPv6 deny/permit ACL logging.

NOTE
Using these commands, ACL logging can be enabled and disabled dynamically and does not require you to rebind the ACLs
using the ip rebind-acl and ipv6 rebind-acl commands.

Enabling IPv4 ACL deny logging
Perform this task on each interface for which you need to enable IPv4 ACL deny logging.
1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enter the interface command to access the relevant interface.

device (config) # interface ethernet 5/1

3. To enable unrestricted logging for IPv4 ACL deny ... log rules on that interface, enter the ip access-group enable-deny-logging
command.

device (config-1if-el1000-5/1)# ip access-group enable-deny-logging

4. To enable partial logging for IPv4 ACL deny ... log rules on that interface, enter the ip access-group enable-deny-logging hw-
drop command.

device (config-if-el000-5/1)# ip access-group enable-deny-logging hw-drop

The hw-drop keyword reduces CPU load by logging only the first denied packet in each time cycle. To modify the default value
of five minutes, refer to Configuring log timers on page 195.

Enabling IPv4 ACL permit logging
Perform this task on each interface for which you need to enable IPv4 ACL permit logging.
1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enter the interface command to access the relevant interface.

device (config) # interface ethernet 5/1
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To enable unrestricted logging for IPv4 ACL permit ... log rules on that interface, enter the ip access-group enable-permit-
logging command.

device (config-if-e1000-5/1)# ip access-group enable-permit-logging

To enable partial logging for IPv4 ACL permit ... log rules on that interface, enter the ip access-group enable-permit-logging
selective command.

device (config-1if-el000-5/1)# ip access-group enable-permit-logging selective

The selective keyword reduces CPU load by logging only the first permitted packet in each time cycle. To modify the default
value of five minutes, refer to Configuring log timers on page 195.

Enabling IPv6 ACL deny logging

Perform this task on each interface for which you need to enable IPv6 ACL deny logging.

1

Enter the configure terminal command to access global configuration mode.

device# configure terminal

Enter the interface command to access the relevant interface.

device (config) # interface ethernet 5/1

To enable unrestricted logging for IPv6 ACL deny ... log rules, enter the ipv6 traffic-filter enable-deny-logging command.
device (config)# ipv6 traffic-filter enable-deny-logging

To enable partial logging for IPv6 ACL deny ... log rules, enter the ipv6 traffic-filter enable-deny-logging hw-drop command.
device (config-if-el1000-5/1)# ipv6 traffic-filter enable-deny-logging hw-drop

The hw-drop keyword reduces CPU load by logging only the first denied packet in each time cycle. To modify the default value
of five minutes, refer to Configuring log timers on page 195.

Enabling IPv6 ACL permit logging

Perform this task on each interface for which you need to enable IPv6 ACL permit logging.

1

Enter the configure terminal command to access global configuration mode.

device# configure terminal

Enter the interface command to access the relevant interface.

device (config) # interface ethernet 5/1

To enable unrestricted logging for IPv6 ACL permit ... log rules on that interface, enter the ip access-group enable-deny-
logging command.

device (config-if-el1000-5/1)# ipv6 traffic-filter enable-permit-logging
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4. To enable partial logging for IPv6 ACL permit ... log rules on that interface, enter the ipv6 traffic-filter enable-permit-logging
selective command.

device (config-if-el1000-5/1)# ipv6 traffic-filter enable-permit-logging selective

The selective keyword reduces CPU load by logging only the first denied packet in each time cycle. To modify the default value
of five minutes, refer to Configuring log timers on page 195.

Enabling L3 rACL logging
There are several commands for globally enabling IPv4/IPv6E deny/permit rACL logging.

NOTE
Using these command, ACL logging can be enabled and disabled dynamically and does not require you to rebind the ACLs
using the ip rebind-receive-acl command.

Enabling IPv4 rACL deny logging
Perform this task if you need to enable IPv4 rACL deny logging, which you do globally.
1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. To enable unrestricted logging for IPv4 rACL deny ... log rules, enter the ip receive access-list enable-deny-logging command.

device (config)# ip receive access-list enable-deny-logging

3. To enable partial logging for IPv4 rACL deny ... log rules, enter the ip receive access-list enable-deny-logging hw-drop
command.

device (config-if-el000-5/1)# ip receive access-list enable-deny-logging hw-drop

The hw-drop keyword reduces CPU load by logging only the first denied packet in each time cycle. To modify the default value
of five minutes, refer to Configuring log timers on page 195.

Enabling IPv4 rACL permit logging
Perform this task if you need to enable IPv4 rACL permit logging, which you do globally.
1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. To enable unrestricted logging for IPv4 rACL permit ... log rules, enter the ip receive access-list enable-permit-logging
command.

device (config)# ip receive access-list enable-permit-logging

3. To enable partial logging for IPv4 rACL permit ... log rules, enter the ip receive access-list enable-permit-logging selective
command.

device (config) # ip receive access-list enable-permit-logging selective

The selective keyword reduces CPU load by logging only the first permitted packet in each time cycle. To modify the default
value of five minutes, refer to Configuring log timers on page 195.
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Enabling IPv6 rACL deny logging
Perform this task if you need to enable IPv6 rACL deny logging, which you do globally.
1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. To enable unrestricted logging for IPv6 rACL deny ... log rules, enter the ipv6 receive access-list enable-deny-logging
command.

device (config) # ipv6 receive access-list enable-deny-logging

3. To enable partial logging for IPv6 rACL deny ... log rules, enter the ipv6 receive access-list enable-deny-logging hw-drop
command.

device (config) # ipv6 receive access-list enable-deny-logging hw-drop

The hw-drop keyword reduces CPU load by logging only the first denied packet in each time cycle. To modify the default value
of five minutes, refer to Configuring log timers on page 195.

Enabling IPv6 rACL permit logging
Perform this task if you need to enable IPv4 rACL permit logging, which you do globally.
1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. To enable unrestricted logging for IPv6E rACL permit ... log rules, enter the ipv6 receive access-list enable-permit-logging
command.

device (config) # ipv6 receive access-list enable-permit-logging

3. To enable partial logging for IPv6 rACL permit ... log rules, enter the ipv6 receive access-list enable-permit-logging selective
command.

device (config)# ipv6 receive access-list enable-permit-logging selective

The selective keyword reduces CPU load by logging only the first permitted packet in each time cycle. To modify the default
value of five minutes, refer to Configuring log timers on page 195.

L3 ACL log-enabled rules

When you create ACL rules for which you want to enable logging, you must include the log parameter.

IPv4 ACL log-enabled rules
The following examples contain IPv4 ACL rules enabled for logging.
The following example is an IPv4 numbered extended ACL with a log-enabled deny rule.

device# configure terminal
device (config) #access-1list 101 deny ip any any log

The following example is an IPv4 named standard ACL with a log-enabled deny rule.
device# configure terminal

device (config)# ip access-list standard vfour?2
device (config-std-nacl-vfour2) # deny any any log
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The following example is an IPv4 named extended ACL with a log-enabled permit rule.
device# configure terminal
device (config)# ip access-1list extended vfourl
device (config-ext-nacl-vfourl)# permit ip any any log
The following example displays typical log entries (including a Layer 2 ACL).
[IPv4 Inbound ACL]
Dec 16 12:12:29:I:1ist 102 denied tcp 10.10.10.1(1024) (Ethernet 3/1 0000.0000.0010) - 10.20.20.1(1025),
27298224 event (s)
[L2 MAC ACL]

Dec 16 12:12:29:I: MAC ACL 400 denied 1 packets on port 3/16 [SA:0000.0000.0020, DA:0000.0000.0010,
Type:IPV4-L5, VLAN:1]

IPv6 ACL log-enabled rules

The following example contains IPv6 ACL rules enabled for logging.

The following example is an IPv6 ACL with a log-enabled permit rule.
device# configure terminal

device (config)# ipvé access-list vsixl
device (config-ipvé6-access-1list vsixl)# permit tcp 2001:1570:21::/24 2001:1570:22::/24 log

Syslog messages for IPv6 rACLs
The following Syslog messages will be logged corresponding to the commands and conditions indicated.
1. ipv6 receive rebind-acl-all
SYSLOG: <14>Jun 6 10:37:54 FWD14 IPv6-rACL: rebinded by operator from console session.
2. ipv6 receive deactivate-acl-all
SYSLOG: <14>Jun 6 10:38:14 FWD14 IPv6-rACL: deactivated by operator from console session.
3. no ipv6 receive deactivate-acl-all
SYSLOG: <14>Jun 6 10:38:14 FWD14 IPv6-rACL: Activated by operator from console session.
4. ipv6 receive delete-acl-all
SYSLOG: <13>Jun 6 10:39:45 FWD14 IPv6-rACL: Deleting IPv6 Receive ACLs.
5. IPv6 rACL CAM partition exhaust error (this unbinds rACL from the interface module)
SYSLOG: <9>May 10 10:17:48 IxANVL-14 CAM IPv6 Receive ACL partition warning: total 1024 (reserved 0), free
0, slot 3, ppcr O
SYSLOG: <13>Jun 1 07:15:10 IxXANVL-1 IPv6-RACL: Port 3/1, IPv6 Receive ACL bl exceed configured CAM size,
larger partition size required.
SYSLOG: <13>Jun 1 07:15:10 IxXANVL-1 IPv6-RACL: Unbinding IPv6 Receive ACL bl
6. Policy-map limit exhaust error (this unbinds rACL from the interface module).
S?S;OG: <13>Jun 1 07:15:10 IxXANVL-1 IPv6-RACL: Port 3/1, IPv6 Receive ACL bl exceed configured RL class
éigigé: <13>Jun 1 07:15:10 IxXANVL-1 IPv6-RACL: Unbinding IPv6 Receive ACL bl

7. CAM malloc error (this unbinds rACL from the interface module).

SYSLOG: <13>Jun 1 07:15:10 IxXANVL-1 IPv6-RACL: Port 3/1, IPv6 Receive ACL bl CAM malloc error.
SYSLOG: <13>Jun 1 07:15:10 IxXANVL-1 IPv6-RACL: Unbinding IPv6 Receive ACL bl
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Configuring log timers
You can specify how long the system waits before it sends a message in the Syslog.
The timer default value is 5 minutes, and values range from 1 through 10:

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. To change the IPv4 timer value, enter the ip access-list logging-age command, specifying the new value.

device (config) # ip access-list logging-age 8

3. To change the IPv6E timer value, enter the ipv6 session-logging-age command, specifying the new value.

device (config) # ipv6 session-logging-age 3

Support for ACL CAM sharing

For ports sharing a PPCR to which the same ACLs are bound, ACL CAM sharing only applies if all or none of the ports have ACL Deny
Logging configured.

In the following example, ports 4/1 and 4/2 in same packet processor (PPCR) are bound with inbound ACL 101 but only port 4/2 has
the ip access-group enable-deny-logging commmand configured.
device (config) # acl-policy
device (config-acl-policy)# enable-acl-cam-sharing
device (config) # interface ethernet 4/1
device (config-if-el1000-4/1)# ip access group 101 in
device (config) # interface ethernet 4/2
(
(

device (config-if-el1000-4/2)# ip access group 101 in
device (config-if-el000-4/2)# ip access-group enable-deny-logging

Because they do not have the same ACL Deny Logging configuration, a separate set of ACL. CAM entries are programmed for ports
4/1 and 4/2.

UDAs for security and for PBR

User-defined Access Control Lists (UDAs) examine packet fields at specified offsets, applying permit and deny rules.

NOTE
Policy-based routing (PBR) also supports UDAs.

Up to four user defined data and masks can be specified for the ACL lookup. UDA field offsets are configurable for each physical port
level. The ACL action processing of the packet is same as L2 ACL processing.

The UDA ACL supports 1000 numbered ACLs and 500 Named ACLs. The numbered UDA ACL starts from 2000 to 2999. The
named UDA starts from 4000 to 4499.

The UDA ACL classifies the packets based on VLAN ID, 802.1p priority, and four user defined values (32 bit) and masks at the user
defined offsets. These offsets are defined for each UDA ACL table. The UDA offset defined for ACL table are applied to the physical
when the ACL is bound to any physical port.

The offsets are arrived based on the normalized packet format. In the normalized format, the VLLAN headers in the packets are stripped.
The offset specified in the UDA is based on the normalized packet format. For example, considering the packet format Ethernet/
VLAN/IP/UDP, the normalized form is Ethernet/IP/UDP, the offsets will be calculated in the normalized packet format.

The normalization is applied when the Tag Protocol Identifier (TPID) of the packet is matching the interface configuration.
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Interactions with other features

Interactions and limitations with the user defined ACL feature.
When a physical port is bound to an UDA ACL (ingress), it cannot be bound to L2 ingress ACLs. Similarly, when a port is bound
to L2 ingress ACL, UDA ingress ACL cannot be bound to the port.

L3 PBR and UDA PBR can be configured on the same interface. But L2 PBR and UDA PBR cannot be configured on the
same interface. When L3 and UDA PBR configured on the same interface, UDA PBR is applied only on non-IP packets.

When configuring UDA rate limiting in the physical port, you cannot apply UDA ACL on that port.
UDA inbound ACLs and UDA inbound ACL-based rate limiting are not supported on Layer-3 VPNSs.
IPv4 and IPv6 ACL-based rate limiting and UDA ACL-based rate limiting cannot be configured on the same port.

Multiple rate limiting policies can be bound to a single port. However, once finding a matching ACL clause for a packet, the
device does not evaluate subsequent clauses in that rate limiting ACL and subsequent rate limiting ACLs. UDA can not mixed
with other ACLs (like L2).

The Statistics display of the UDA ACL/PBR are subject to acl-policy configurations such as statistics-load-interval, display-pkt-
bit-rate, and display-config-format.

Pre-requisites and limitations
UDA ACL is for inbound operation only. UDA ACL is not supported for egress.

UDA ACLs can be bound to physical interfaces only; it cannot be bound to virtual interfaces. In case of lag, it must be bound to
the primary port of the lag.

UDA ACL-based rate limiting can be applied on a physical port but cannot be applied on a virtual interface.
UDA ACL having mirroring and log must not be used in UDA PBR. If used, mirror and log is ignored.
UDA PBR cannot be applied globally.

UDA PBR cannot be applied on interfaces where ACL based rate limiting is already applied.

When both UDA PBR and IPv4 PBR are applied on an interface, the IPv6 packets do not UDA ACL because the UDA ACL
applies only for non-IPv4 or non-1Pv6 packets. This holds true for IPv6 + UDA, and IPv4 traffic. The IPv4 traffic is ignored.

Open flow cannot be enabled on a port in which UDA ACL is configured.
UDA cannot be applied as rACL.
UDA ACLs are not supported on MPLS interfaces.

Security UDA configuration

This section contains tasks for configuring security user-defined ACLs (UDAs).

Configuring offsets for UDAs (fixed offsets)

To define UDA offset values, use the uda-offsets { offsetO | ignore } { offsetl ignore } { offset2 ignore } { offset3 ignore } command. This
command configures in the physical interface.

This CLI command defines offsets with the following requirements:
This CLI command defines offsets at which the user defined field starts.
The width of each user defined fields is 32 bits.
The offset must be on a four-byte boundary.

The offset specified is the offset from the beginning of the normalized packet.
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« By default, the maximum value of the offset is 116. To increase the maximum value to 124, use the max-uda-offset
command.

You can define one or more valid user offsets based on the requirements, and other offsets can be specified as "ignore”.

«  Ifthe offset is not in the four-byte boundary or greater than 116, an error message displays.
«  The UDA offsets can be modified when the UDA bounds to the physical port. The UDA rules dynamically update to mask the
"ignored” UDA fields.

Deleting UDA offsets when a UDA is bound to the physical port is not allowed.
To define two offsets, use the following command:

device# configure terminal
device (config) # interface ethernet 1/1
device (config-intf-e1000-1/1)# uda-offsets 0 4 ignore ignore

To define up to four offsets, use the following command:

device# configure terminal
device (config) # interface ethernet 1/1
device (config-intf-el1000-1/1)# uda-offsets 0 4 8 12

To delete the UDA offset configuration, use the following command:

device# configure terminal
device (confiqg) # interface ethernet 1/1
device (config-intf-el1000-1/1)# no uda-offsets

Configuring offsets for UDAs (flexible offsets)

Flexible offsets enable you to specify offset2 and offset3 values that are not multiples of 4 bytes. The width of all offset fields is 4 bytes.
Support for flexible offsets is as follows:

+  The XMR Series supports only fixed UDA offsets.
The MLX Series BR-MLX-40Gx4-X line card supports flexible UDA offsets.

+  The MLX Series BR-MLX-10Gx20 and BR-MLX-100Gx2-CFP2 line-cards support flexible UDA offsets only in Network
Packet Broker (NPB) mode.

«  All other MLX Series line cards support only fixed UDA offsets.
All CER 2000 Series and CES 2000 Series configurations support only fixed UDA offsets.

The following example utilizes the "flexible” option to specify offset2 and ofset3 that are not multiples of 4.

device# configure terminal

device (config) # uda access-list uda flex

device (config-uda-acl-uda flex)# permit any any 4d455353 ffffffff 41474500 f£££f£f£ff00
device (config-uda-acl-uda flex)# exit

device (config) # interface ethernet 1/2

device (config-if-el1000-1/2) # ignore ignore 98 102

device (config-if-e1000-1/2) # uda access-group uda flex in

Configuring numbered UDAs.

To define a User Defined ACL table, use the following command. This command creates a User defined ACL Table with a list of user
defined values.

[no] access-list num [ sequence num ] permit | deny { vian_id | any } { uda_valO uda_maskO | any} { uda_vall uda_mask1 | any}

{ uda_val2 uda_mask2 | any} { uda_val3 uda_mask3 | any} [ priority_mapping 802.1p-value ] [ priority 802.1p-value | priority-force
802.1p-value | drop-precedence value ] [ drop-precedence-force value ] [ mirror ] [ log ]
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On the CER 2000 Series and CES 2000 Series series, the exclude-pcp-marking option is available if you include the priority or
priority-force keywords in ACL permit or deny statements. The exclude-pcp-marking option prevents PCP modification both for regular
Layer 2/Layer 3 traffic and for VPLS packets.

The uda_valO, uda_vall, uda_val2, uda_val3 values are matched against the packet offsets defined for the inteface to which the ACL is
applied.
If any of the UDA offsets are not configured while defining UDA offsets, the UDA rule internally masks that particular UDA field.

The behavior of parameters such as priority, priority-mapping, priority-force, drop-precedence, drop-precedence-force, mirror, and log is
the same as the regular L2 ACL.

The configuration option arp-guard is supported in the L2 ACL but not supported in the UDA.

Use the optional sequence keyword to specify the sequence number for each ACL rule. It is helpful to insert a new rule between the
existing ACL rules. Without this option, the sequence number assigns internally starting from 10 and increments by 10 for each rule. The
behavior of this option is same as L2 ACLs. Review the sample configuration below:

device# configure terminal
device (config) # access-1list 2000 sequence 100 permit 100 aabbccdd ffffffff eeff0000 f££££0000 08000000
f£f£f£f0000 Oala ffff

Deleting a numbered UDA rule

The UDA configuration can be deleted with the no option. The UDA rule can be deleted with the sequence number, the rule parameters,
or with the sequence number and rule parameters.

To delete the UDA rule with the sequence number, use the following command:

device# configure terminal
device (config)# no access-1list 2000 sequence 100

To delete the UDA rule with the sequence number and parameters, use the following command:

device# configure terminal
device (config) # no access-list 2000 sequence 100 permit 100 aabbccdd ffffffff eeff0000 ££££0000 08000000
f£f££0000 0ala ffff

To delete the UDA rule with parameters, use the following command:

device# configure terminal
device (config) # no access-1list 2000 permit 100 aabbccdd ffffffff eeff0000 ££££0000 08000000 £f£f££f0000 Oala
ffff

Binding a numbered UDA to a physical port
To bind a numbered UDA to a physical port, use the following command:
uda access-group uda-acl-num in

The user-defined ACL created passes to this CLI command.

+  The user-defined ACLs is only supported on the ingress side. The UDA offsets must be defined for the access list before
binding the ACL to any physical port. If not, an error message displays "UDA offsets are not defined for this port" and the
binding fails.

«  All of the UDA rules defined in the UDA are programmed into the hardware. The UDA offsets configured as "ignore” are masked
in the ACL rule while programming in the hardware.

«  Ifthe empty UDA is bound to a physical port, the UDA lookup does not start until rules are added.

Extreme Netlron Security Configuration Guide, 06.2.00
198 9036120-00



General ACL topics

Displaying numbered UDAs

To display the list of all user-defined ACLs (UDAs) configured in the system or specified numbered UDA, use the following commands:
show access-list ac/-num show access-list uda

Below is a sample output.

device# show access-list 2000

UDA Access List 2000:

10: access-list 2000 permit 100 any any 00001122 OO00O0ffff 00003344 O0O000ffff
20: access-list 2000 permit any any any any any

Sample numbered UDA configurations

The following contains a list of CLI commands for creating a UDA for filtering packets based on VLAN, MAC DA, Ethernet type, and DIP
(MSB 16 bits).

+  To define an Offset for MAC DA and Ethernet type. The offsets of the MAC DA is O and 4 (DA is split into two words). The offset
of the Ethernet type is 12. The offset of DIP is 30 and after converting to the four-byte boundary, the value is 28. The VLAN
Header is not considered for offset calculation. See the sample command configuration below.

device# configure terminal

device (config) # interface ethernet 1/1
device (config-intf-e1000-1/1)# uda-offsets 0 4 12 28

+  To create a UDA for VLAN, MAC DA, Ethernet type and DIP. Assume the MAC DA is aabb:ccdd:eeff and IP Address is
10.10."". See the sample command configuration below.
device# configure terminal

device (config) # access-1list 2000 permit 100 aabbccdd ffffffff eeff0000 ££££0000 08000000 £ff££f0000
O0ala ffff

+  To bind the UDA to port. See the sample command configuration below.

device# configure terminal
device (config) # interface ethernet 1/1
device (config-intf-e1000-1/1)# uda access-group 2000 in

The following contains a list of CLI commands for creating a UDA for filtering packets based on VLAN, MAC DA and Ethernet type.

To define Offset for MAC DA and Ethernet type. The offsets of the MAC DA is O and 4 (DA is split into two words). The offset of
the Ethernet type is 12. The VLAN Header is not considered for offset calculation. See the sample command configuration
below.

device# configure terminal

device (config) # interface ethernet 1/1
device (config-intf-e1000-1/1)# uda-offsets 0 4 12 ignore

+  To create a UDA for VLAN, MAC DA, and Ethernet type. The UDA field 3 can be specified as "any" as the uda-offset is not
defined. Even when the UDA field 3 is configured any other value, this field is still masked in the hardware table because the
uda-offset is not configured. Assume the MAC DA is aabb:ccdd:eeff and Ethernet type is Ox800. See the sample command
configuration below.

device# configure terminal

device (config)# access-list 2000 permit 100 aabbccdd ffffffff eeff0000 ££££0000 08000000 f£f£££0000
any
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To bind the UDA to port. See the sample command configuration below.
device# configure terminal

device (config) # interface ethernet 1/1
device (config-intf-e1000-1/1)# uda access-group 2000 in

Configuring named UDAs
Use the uda access-list command to create a named user-defined ACL (UDA).
You add rules under the named UDA, using the permit and deny commands.

If the UDA offsets are configured as "ignore” while defining UDA offsets, the UDA rule internally masks that particular UDA field.

Deleting a named UDA rule

UDA rules can be deleted with the no option. Rules can be deleted with the sequence number, the rule parameters, or with the sequence
number and rule parameters.

+  The following example deletes with the sequence number.
device# configure terminal

device (config) # uda access-list udaAcl
device (config-uda-acl-udaAcl) # no sequence 100

+  The following example deletes with the parameters.
device# configure terminal
device (config)# uda access-list udaAcl

device (config-uda-acl-udaAcl) # no permit 100 aabbccdd ffffffff eeff0000 ££££0000 08000000 £f£££0000
O0ala ffff

+  The following example deletes with the sequence number and the parameters.
device# configure terminal
device (config)# uda access-list udaAcl

device (config-uda-acl-udaAcl) # no sequence 100 permit 100 aabbccdd ffffffff eeff0000 ££££0000
08000000 £ffff0000 Oalba ffff

Binding a named UDA to a physical port

Use the following command to bind a user-defined ACL (UDA) to a physical port.
device# configure terminal
device (config) # interface ethernet 1/7

device (config-if-e1000-1/7) # uda access-group uda 01 in

If the UDA rules are not previously created, all the traffic on the port drops until the UDA is defined.

The user-defined ACLs are only supported on the ingress side. The UDA offsets must be defined for the interface before binding the
ACL to that interface. If not, an error message "UDA offsets are not defined for this port” displays and binding fails.

All of the UDA rules defined in the UDA are programmed into the hardware. The UDA offsets not configured are masked in the ACL rule
while programming in the hardware.

Displaying named UDAs

The show access-list uda [ uda-name ] command displays the details of a named UDA.
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The following example is a sample configuration.
device# show access-1list uda TestUdaAcl
UDA Access List TestUdaAcl:
access-list 2000 uda-offsets 12 20 36 72

10: access-list 2000 permit 100 any any 00001122 OO00Offff 00003344 O000ffff
20: access-list 2000 permit any any any any any

Sample configurations for named UDAs

The following examples create named UDAs for filtering packets based on VLAN, MAC DA, Ethernet type, and DIP (16 MSB Bits).

+  The following example defines offsets for MAC DA and Ethernet type. The offsets of the MAC DA is O and 4 (DA is split into
two words). The offset of the Ethernet type is 12. The offset of DIP is 26 and after converting it to 32-bit boundary, the value is
24. The VLAN Header is not considered for the offset calculation.
device# configure terminal

device (config) # interface ethernet 1/1
device (config-if-el1000-1/1) uda-offsets 0 4 12 24

The following example creates a UDA for VLAN, MAC DA, Ethernet type, and DIP.

device# configure terminal

device (config) # uda access-list testudaAcl

device (config-uda-acl-testudaAcl) # permit 100 aabbccdd ffffffff eeff0000 ££££0000 08000000
f£££0000 0ala ffff

The following example binds the UDA to a port.
device# configure terminal

device (config) # interface ethernet 1/1
device (config-if-el1000-1/1)# uda access-group testUdaAcl in

Configuring the maximum number of UDA rules

The system-max uda-acl-entries command configures the system max value for numbered-UDA rules. The default number of rules per
UDA is 64. The maximum number of entries ranges from 64 through 256.

This configuration requires a reload of the system to take effect.

UDA access group enable deny logging
The uda access-group enable-deny-logging command enables deny logging for the UDA access group.
A typical log is as follows.

UDA ACL 2001 denied 1 packets on port 3/4 [SA:0024.389e.2b03, DA:0180.c200.0002, Type:UNKNOWN, VLAN:1]

UDA configuration for PBR route maps
This section contains tasks for configuring user-defined ACLs (UDASs) for policy-based routing (PBR).

The UDA can be defined along with IPv4, IPv6, and Layer 2 ACL route map entries. The user can also define the interface or VLAN
using the set interface or set next-hop-flood-vlan commands. As like IPv4, IPv6, and Layer 2 ACL policies, up to five UDA policies can
be configured under the route map.

See the sample command configuration below.

device (config) # route-map testRouteMap permit 1
device (config-routemap testRouteMap permit 1)# match ip address 102
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device (config-routemap testRouteMap permit

device (config-routemap testRouteMap permit match 12acl 400 401
device (config-routemap testRouteMap permit match uda 2000 2001 2002 2003 2004

( 1)# match ipvé address v6Filter
( 1)#
( 1)#
device (config-routemap testRouteMap permit 1)# set ip next-hop 100.10.10.1
( 1)#
( 1)#

device (config-routemap testRouteMap permit set ipv6 next-hop 100:10::10.1
device (config-routemap testRouteMap permit set interface ethernet 1/1

Binding the UDA route map

The route map can be bound to a physical interface as a UDA policy. When bound as a UDA policy, only the UDA rules are applied on
that interface. The UDA policy and L3 policies can be configured on the same interface. When the L3 policy is configured, the UDA is
applied only for non IP packets. If the L3 policy is not applied, the UDA is applied to all the packets on that interface.

The UDA offset must be defined before binding the UDA PBR to the interface. The UDA offsets cannot be modified while any UDA PBR
policy is present in the interface.

When the UDA policy is bound to an interface, the L2 policy cannot be applied on that interface and vice versa.
uda policy route-map route_map_name

See the sample command configuration below.

device# configure terminal

device (config) # interface eth 1/7

device (config-1if-el1000-1/7)# ip policy route-map testRouteMap
device (config-if-el1000-1/7)# ipv6 policy route-map testRouteMap
device (config-if-e1000-1/7)# uda policy route-map testRouteMap
device (config-if-el1000-1/7)# allow-all-vlan pbr

Configuring rate limit

Use this CLI configuration for configuring the rate limiting for the UDAs. This is similar to the L2 ACL and support is also extended to
UDAs. The UDA offsets must be defined before binding the UDA to rate limiting configuration.
rate-limit input access-group name [ ipv4_name | lov6_name | mac_name | uda_name |

Similarly, the Numbered ACL support in the rate limiting configuration is extended to UDAs. The ACL ID also supports the UDA
numbered ACL range.
rate-limit input access-group num

Displaying the UDA PBR statistics

Use this command to display the UDA PBR statistics on the specified interface. Use the clear command to clear the PBR statistics on
the specified interface.

show access-list accounting ethernet sipt/port in uda policy-based-routing clear access-list ethernet slot/port uda policy-based-
routing

See the sample command configuration below.

device# configure terminal
device (config)# show access-list accounting ethernet 3/1 in uda policy-based-routing
Policy based Routing Accounting Information:
Routemap routel
ACL ACLNameTest112345679-023456789-0123456789

0: sequence 10 permit 100 any any 1234 ffff any

Hit count: (1 sec) O (1 min) O

(5 min) 0 (accum) O

Displaying the UDA PBR brief statistics
Use this CLI command to display the brief version of the configured UDA PBR.

Extreme Netlron Security Configuration Guide, 06.2.00
202 9036120-00



General ACL topics

show access-list accounting brief uda policy-based-routing
See the sample command configuration below.

device# show access-list accounting brief uda policy-based-routing
3/1 2000 0(1ls)
0(1m)

Upgrade and downgrade considerations (5.6.00)

Multi-Service IronWare versions later than RO5.6.00 support ACL entry sequence numbers for Layer-2, IPv4 and IPv6 ACLs. Where
ACL filters have been configured on R05.6.00 and you want to downgrade a device to an earlier version of software, you should enable
suppress-acl-seq prior to the downgrade.

NOTE

If suppress-acl-seq is not enabled before downgrade to versions earlier than Multi-Service IronWare R05.6.00, ACL
configurations created with the sequence parameter on R05.6.00 will not be allowed on older releases and will result in an
error.

By default, the suppress-acl-seq switch is OFF. When it is turned ON, the system:
«  Hides or suppresses sequence numbers for ACL filters while:

- Executing show access-list commands

- Displaying the running-config

- Saving the running-config using write memory
- Copying the running-config to a tftp server

+  Hides all unused IPv6 remark-entry configuration statements when running-config is displayed or stored.

+  Shows all used IPv6 remark-entry configuration statements as remark statements when running-config is displayed or stored.
The following example displays show access-list command output for IPv6 ACL "ip6_"when suppress-acl-seq is OFF.

device (config) # show access-list ip6
ipv6 access-list ip6_: 11 entries
0: remark unused default comment
1: remark-entry sequence 1 unused comment
5: remark allowonly wudp traffic from 1::5
5: permit udp host 1::5 any sequence 5
7: remark-entry sequence 7 permit all ipvé traffic for 1::3
9: remark-entry sequence 9 deny udp traffic for 1::2
9: deny udp host 1::2 any sequence 9
10: remark-entry sequence 10 permit all ipvé6 traffic for 1::1
10: permit ipv6 host 1::1 any
12: remark allow only sctp traffic for 1::10
12: permit sctp host 1::10 any sequence 12
15: remark-entry sequence 15 deny all tcp traffic for 1::9
17: remark-entry sequence 17 deny tcp traffic for 1::2
17: deny tcp host 1::2 any sequence 17
23: remark-entry sequence 23 allow rest of the ipvé traffic for 1::2
23: permit ipv6 host 1::2 any sequence 23
28: remark-entry sequence 28 permit all ipvé traffic for 1::9

To turn suppress-acl-seq ON and display the show access-list command output again, enter the following commands.

device (config) # acl-policy
device (config-acl-policy)# suppress-acl-seq
device (config-acl-policy)# exit
device (config)# show access-list ip6
ipv6 access-list ip6_: 11 entries
0: remark unused default comment
1: remark-entry sequence 1 unused comment
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5: remark allowonly wudp traffic from 1::5

5: permit udp host 1::5 any

7: remark-entry sequence 7 permit all ipv6 traffic for 1::3
9: remark-entry sequence 9 deny udp traffic for 1::2

9: deny udp host 1::2 any

10: remark-entry sequence 10 permit all ipv6 traffic for 1l::1
10: permit ipvé host 1l::1 any

12: remark allow only sctp traffic for 1::10

12: permit sctp host 1::10 any

15: remark-entry sequence 15 deny all tcp traffic for 1::9
17: remark-entry sequence 17 deny tcp traffic for 1::2

17: deny tcp host 1::2 any

23: remark-entry sequence 23 allow rest of the ipv6 traffic for 1::2
23: permit ipvé6 host 1::2 any

28: remark-entry sequence 28 permit all ipvé traffic for 1::9

Because suppress-acl-seq is ON, the system hides the user-configured sequence numbers for ACL filters.

The following examples show how the suppress-acl-seq state affects the display of remark-entry configuration statements. When
suppress-acl-seq is OFF, the running-config for IPv6 ACL "ip6_" is:

ipv6 access-list ip6_

remark-entry sequence 1 unused comment

remark allow only udp traffic from 1::5

permit udp host 1::5 any sequence 5

remark-entry sequence 7 permit all ipvé traffic for 1::3
remark-entry

sequence 9 deny udp traffic for 1::2

deny udp host 1::2 any sequence 9

remark-entry

s
equence 10 permit all ipvé traffic for 1::1

permit ipv6 host 1::1 any

remark allow only sctp traffic for 1::10

permit sctp host 1::10 any sequence 12

remark-entry sequence 15 deny all tcp traffic for 1::9
remark-entry

sequence 17 deny tcp traffic for 1::2

deny tcp host 1::2 any s
equence 17

remark-entry

sequence 23 allow rest of the ipv6 traffic for 1::2
permit ipv6 host 1::2 any s
equence 23

remark-entry sequence 28 permit all ipvé traffic for 1::9

remark unused default comment
When suppress-acl-seq is turned ON, the running-config display for IPv6 ACL "ip6_" is:

ipv6 access-list ip6_
remark allow only wudp traffic from 1::5

permit udp host 1::5 any

remark

deny udp traffic for 1::2

deny udp host 1::2 any

remark

permit all ipv6 traffic for 1l::1

permit ipv6 host 1::1 any

remark allow only sctp traffic for 1::10
permit sctp host 1::10 any

remark

deny tcp traffic for 1::2

deny tcp host 1::2 any

remark

allow rest of the ipv6 traffic for 1::2
permit ipv6 host 1::2 any

remark unused default comment
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When suppress-acl-seq is ON, the system hides unused remark-entry statements and displays used remark-entry
statements as remark statements.

Syntax: [no] suppress-acl-seq

The no version of this command turns suppress-acl-seq OFF.
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Configuring SSL security for the Web Management
Interface

When enabled, the SSL protocol uses digital certificates and public-private key pairs to establish a secure connection to the Extreme
device. Digital certificates serve to prove the identity of a connecting client, and public-private key pairs provide a means to encrypt data
sent between the device and the client.

NOTE
The Web Management Interface is only supported on the XMR Series and MLX Series devices

Configuring SSL for the Web Management Interface consists of the following tasks:
Enabling the SSL server on the Extreme device
Importing an RSA certificate and private key file from a client (optional)

Generating a certificate

Enabling the SSL server on a device

To enable the SSL server on an Extreme device, enter the following command.
device (config) # web-management https

Syntax: [no] web-management http | https

You can enable either the HTTP or HTTPs servers with this command. You can disable both the HTTP and HTTPs servers by entering
the following command.

device (config) # no web-management

Syntax: [no] web-management

Specifying a port for SSL communication
By default, SSL protocol exchanges occur on TCP port 443. You can optionally change the port number used for SSL. communication.
For example, the following command causes the device to use TCP port 334 for SSL communication.
device (config)# ip ssl port 334
Syntax: [no] ip ssl port port-number

The default port for SSL communication is 443.
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Importing digital certificates and RSA private key files

To allow a client to communicate with the other Extreme device using an SSL connection, you configure a set of digital certificates and
RSA public-private key pairs on the device. A digital certificate is used for identifying the server to the connecting client. It contains
information about the issuing Certificate Authority, as well as a public key. You can either import digital certificates and private keys from
a server, or you can allow the Extreme device to create them.

If you want to allow the Extreme device to create the digital certificates, refer to the next section, Generating an SSL certificate on page
208. If you choose to import an RSA certificate and private key file from a client, you can use TFTP to transfer the files.

For example, to import a digital certificate using TFTP, enter a command such as the following.
device# copy tftp flash 10.168.9.210 certfile server-certificate

Syntax: copy tftp flash ip-address file-name server-certificate

NOTE
If you import a digital certificate from a client, it can be no larger than 2048
bytes.

To import an RSA private key from a client using TFTP, enter a command such as the following.
device# copy tftp flash 10.168.9.210 keyfile server-private-key

Syntax: copy tftp flash ip-address file-name server-private-key

The ip-addr is the IP address of a TFTP server that contains the digital certificate or private key.

Generating an SSL certificate

If you did not already import a digital certificate from a client, the device can create a default certificate. To do this, enter the following
command.

device (config) # crypto-ssl certificate generate

Syntax: [no] crypto-ssl certificate generate

Deleting the SSL certificate
To delete the SSL certificate, enter the following command.

device (config) # crypto-ssl certificate zeroize

Syntax: [no] crypto-ssl certificate zeroize
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Internet Protocol security (IPsec) is a suite of protocols that provide secure communication between devices at the network layer (Layer 3)
across public and private networks.

IPsec provides end-to-end security for data traffic by using encryption and authentication techniques that ensure data privacy. Encrypted
packets are routed in the same way as ordinary IP packets.

IPsec components include:
Authentication Header (AH)
Encapsulating Security Payload (ESP)
Internet Key Exchange (IKE)

Authentication Header (AH) is a security protocol that provides source authentication and data integrity.

Encapsulating Security Payload (ESP) is a security protocol that provides data confidentiality in addition to the source authentication and
data integrity that is also provided by AH. The Extreme implementation of IPsec uses ESP.

ESP supports two modes of use: transport mode and tunnel mode. In transport mode, an IPsec header is inserted into the IP packet and
the packet payload is encrypted. In tunnel mode, the original IP packet is encrypted as an inner IP payload and an IPsec header and outer
IP header are added so that the IPsec header and encrypted IP packet become the data component of a new and larger IP packet, as
shown in the following figure.

Extreme devices support ESP in tunnel mode.

FIGURE 2 IPsec tunnel mode versus transport mode

IP Header | TCP Header | Payload | Without IPSec

IP Header |IPSec Header | TCP Header | Payload | Transport Mode IPSec

New |IP Header | IPSec Header| IP Header | TCP Header | Payload | Tunnel Mode IPSec

Internet Key Exchange (IKE) is used to establish an IPsec tunnel. IKE performs mutual authentication of peer devices and establishes and
maintains a secure channel for communication between the devices.

Extreme devices support Internet Key Exchange version 2 (IKEv2).

A security association (SA) is another important concept in IPsec. The SA is a logically secure relationship between peer devices. Both
IKEv2 and IPsec SAs are used to establish an IPsec tunnel.
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|IKEv2 Session
== == =
R1 R2 R3

INFOUT IPSEC tunnel OUT/IN

IP | Payload L2 | IP |ESP| IP | Payload | ESP L2 | IP | Payload

[[] New header
["] Encrypted and authenticated

IPsec overview

The preceding figure shows the secure transfer of IP data between two routers, R1 and R3, over an insecure or public network by using
IPsec. First, the tunnel parameters, transform set, and crypto algorithms to be used for encryption and authentication along with
associated policy filters are configured on both R1 and R3. IKE negotiations are used to establish the tunnel.

Once the tunnel is up, all packets going out over the tunnel are encrypted and packets received on the tunnel interface are decrypted.

Acronyms

The following acronyms may be used in this document in the description of IP security.

AES-128-GCM
AES-256-GCM
AES-CBC-128
AES-CBC-256
AH

CA

CDP

Cert

CRL

DH

DN

DPD

ECDSA

ESP

GCM

HMAC

IKEv2

IPsec

IPsec LP
ISAKMP

OCSP

Advanced Encryption Standard with 128-bit key size in Galois Counter Mode
Advanced Encryption Standard with 256-bit key size in Galois Counter Mode
Advanced Encryption Standard with 128-bit key size in Cipher Block Chaining Mode
Advanced Encryption Standard with 256-bit key size in Cipher Block Chaining Mode
Authentication Header protocol

Certificate Authority

CRL Distribution Point

Certificate

Certificate Revocation List

Diffie-Hellman

Distinguished Name

Dead Peer Detection

Elliptical Curve Digital Signature Algorithm

Encapsulating Security Payload protocol

Galois/Counter Mode

Hash-based Message Authentication Code

Internet Key Exchange protocol, version 2

IP security

IPsec Line Card

Internet Security Association and Key Management Protocol

Online Certificate Status Protocol, RFC 6960
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PKI Public Key Infrastructure

RA Registration Authority

SA Security Association

SAD Security Association Database

SCEP Simple Certificate Enrollment Protocol, draft RFC
SHA Secure Hash Algorithm

SPD Security Policy Database

SPI Security Parameters Index (used to identify a SA)
TC Traffic Class field in IPv6 header

TOS Type of Service field in IPv4 header

VTI Virtual Tunnel Interface

IPsec standards

Various RFCs define IPsec standards.

For further information, refer to the RFCs listed in the following table.

TABLE 24 RFCs that define IPsec standards

RFC Title

RFC 2408 Internet Security Association and Key Management Protocol (ISAKMP)

RFC 2560 X.509 Internet Public Key Infrastructure Online Certificate Status Protocol - OCSP

RFC 4106 The Use of Galois/Counter Mode (GCM) in IPsec Encapsulating Security Payload (ESP)

RFC 4301 Security Architecture for the Internet Protocol

RFC 4302 IP Authentication Header

RFC 4303 IP Encapsulating Security Payload (ESP)

RFC 4835 Cryptographic Algorithm Implementation Requirements for Encapsulating Security Payload (ESP) and Authentication
Header (AH)

RFC 4868 Using HMAC-SHA-256, HMAC-SHA-384, and HMAC-SHA-512 with IPsec

RFC 6379 Suite B Cryptographic Suites for IPsec

RFC 7296 Internet Key Exchange Protocol Version 2 (IKEv2)

Supported hardware

The use of IPv4 and IPv6 over IPsec is supported on the following hardware.

TABLE 25 Supported hardware for IPsec
Hardware
MLXe device
BR-MLX-10GX4-M-IPSEC

212

Description
Router

IPsec LP line card (module)
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IPsec tunnel setup process

There are a number of factors that impact the setup process for an IPsec tunnel.

The factors that can affect the setup procedure include:
The use of PKI—You must complete the PKI configuration before you set up the IPsec tunnel.
The use of non-default settings for mandatory tunnel elements .
IPsec tunnels can be set up by using default settings for the mandatory tunnel elements. When the default settings are not

acceptable, you can configure the mandatory tunnel elements. Using the default settings simplifies the configuration and
reduces the number of steps in the setup process.

The use of other options that are not mandatory, such as authentication algorithms.

When enabling an option that is disabled by default, or configuring an option that is not required to set up an IPsec tunnel (for
example, generating key pairs), make sure you are familiar with the option before you begin the tunnel set up procedure. The use
of non-mandatory tunnel options adds steps to the tunnel setup process and depending on the option, can involve
dependencies or require certain hardware.

Some of the options you can choose to enable or configure as part of the tunnel set up process include:

- AES-GCM-128 algorithm
- NAT traversal
- Generating key-pairs using ECDSA P-256 or ECDSA P-384 for signature generation and verification.

The version of IP.

The process you use to set up IPv4 and IPv6 tunnels is very similar. The differences are:

- Tunnel mode—Use the tunnel mode ipsec command to set the tunnel mode to IPv4 or IPvE.
- Tunnel source—The options for specifying the tunnel source are different.
- Tunnel destination—For IPv6, set the tunnel destination to the IPv6 address of the remote endpoint of the tunnel.

NOTE
IKE cryptographic algorithms and key sizes that are configured for an IPsec tunnel must not be weaker than the
IPsec cryptographic algorithms and key sizes that are configured for the tunnel.

PKI configuration

Public Key Infrastructure (PKI) provides certificate management to support secured communication for security protocols such as IP
security (IPsec). When Public Key Infrastructure (PKI) is used in the configuration of an IPsec tunnel, you must complete the PKI
configuration before you begin the IPsec tunnel configuration.

The PKI options such as PKI entity, PKI enroliment profile and PKI trustpoint must be configured before you can select them during the
configuration of the IPsec tunnel.
PKI configuration includes:

Generating a key pair for the local certificate

Configuring an entity Distinguished Name

Creating a trustpoint

Configuring Certificate Authority (CA) authentication

Creating a PKI enrollment profile

Generating a certificate request

Installing identity certificates
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Setup considerations for IPsec tunnels
Some considerations apply to the planning and setup of IPsec tunnels.

The simultaneous use of IPsec IPv4 and IPsec IPv6 tunnels on the same Extreme router is supported. When mixing tunnels on
a device, the maximum number of tunnels for a system is 2048, and the maximum number of tunnels for a IPsec line card is
256.

Although you can configure IPsec IPv4 and IPsec IPv6 tunnels on the same Extreme router, you cannot:

- Use IPsec IPv4 tunnels to encrypt or decrypt IPv6 packets.
- Use IPsec IPv6 tunnels to encrypt or decrypt IPv4 packets.

+  Security options are configured independently for IPv6 IPsec and IPv4 IPsec tunnels. Different levels of security can be defined
for each type of tunnel.

You secure the IPv6 payload by configuring the security of the IPv6 IPsec tunnel used to deliver the payload. You use IPsec parameters
to configure the security options of the tunnel.

Establishment of an IPsec tunnel
IKEv2 negotiations are used to establish an IPsec tunnel.
There are two phases in the IKEv2 negotiation process.

In Phase 1, the tunnel endpoints exchange proposals for mutual authentication and for securing the communication channel. The IKEv2
protocol is used to dynamically negotiate and authenticate keying material and other security parameters that are required to establish
secure communications. A secret shared key for encrypting and decrypting the IKEv2 packets themselves is derived in this phase. When
the Phase 1 negotiations are successful, an IKEv2 SA, which contains the negotiated security encryption and keying material, is
established. The IKEv2 SA is a secure “control channel” where keys and other information for protecting Phase 2 IKEv2 negotiations are
maintained. The IKEv2 SA established in Phase 1 is bidirectional.

In Phase 2, the tunnel endpoints exchange proposals for securing the data that is to be sent over the tunnel. Phase 2 communication is
secure. When Phase 2 negotiations are successful, a pair of IPsec SAs is established. An IPsec SA is unidirectional; one IPsec SA is
needed for inbound traffic and one for outbound traffic. SAs that are negotiated by using the IKE SA (such as IPsec SAs) are also known
as child SAs. The negotiated data path keys are then programmed into the specialized hardware crypto engine, and the tunnel state is set
to up. At this point, the user data can be exchanged through the encrypted tunnel.

The set of IPsec parameters that describe an IPsec tunnel connection is known as an IPsec security policy. The IPsec security policy
describes how both endpoints use the security services, such as encryption and hash algorithms for secure communication.

Configuration of an IPsec tunnel

Configuration of an IPsec tunnel includes the configuration of virtual tunnel interfaces (VTls) at the tunnel endpoints and the configuration
of both the IKEv2 and IPsec parameters that are used to establish the tunnel and secure the tunnel traffic.
To configure an IPsec tunnel, you must complete the following tasks at the tunnel endpoints:
Configure a virtual tunnel interface and set the mode of the tunnel to ipsec.
+  Configure the following values (when the default values are not acceptable):

- Global parameters for IKEv2

- AnIKEv2 proposal

- AnIKEv2 policy

- AnIKEv2 authentication proposal
- AnIKEv2 profile

- AnIPsec proposal

Extreme Netlron Security Configuration Guide, 06.2.00
214 9036120-00



IPsec overview

- AnIPsec profile

Bind the IPsec profile to the VTl by using the tunnel protection ipsec profile command.

Configuration of traffic to route over an IPsec tunnel
Traffic is routed over an IPsec tunnel by using static route configuration, a dynamic routing protocol, or by using policy-based routing
(PBR).

MLX Series supports dynamic routing of traffic over an IPsec tunnel by using routes learned by way of Routing Information Protocol
(RIP), Open Shortest Path First (OSPF), or Border Gateway Protocol version 4 (BGP4).

Because IPsec tunnels are established by using virtual tunnel interfaces (VTls), they can plug into the routing protocol infrastructure of a
router. IPsec VTls impact a change in the packet path based on routing metrics or by toggling the link state of the tunnel. VTls provide
termination points for site-to-site IPsec VPN tunnels and allow them to behave like routable interfaces. VTls simplify the IPsec
configuration and enable common routing capabilities to be used because the endpoint is associated with an actual interface.

Using VTls offers the following advantages:
IPsec configuration does not require a static mapping of IPsec sessions to a physical interface.
IPsec VTls simplify encapsulation and do not require the use of crypto maps for IPsec.
Common interface capabilities can be applied to the IPsec tunnel because there is a routable interface at the tunnel endpoint.

IPsec VTls support flexibility for the sending and receiving of unicast encrypted traffic on the IPsec module.

Recommendation for using LAG on the same IPsec line card

There are recommended settings for using LAG on physical ports of the same IPsec line card.

When using LAG on physical ports of the same IPsec line card, make sure that replay-check is disabled. If replay-check is enabled,
packet loss can occur due to packet re-ordering and a small replay window setting (for example, 64 packets).

If you encounter packet re-ordering, make sure that LAG is formed using one of the following port groups:
Portgroup 1: 1,2, 5and 7
Port group 2: 3,4, 5, 6,and 8

Using one of these port groups can improve performance because ingress IPsec processing for IPv4 and IPv6 is done using two
separates engines. One engine handles the packets received on Port group 1 (ports 1, 2, 5, and 7), and the second engine handles the
packets received on Port group 2 (ports ). Using the same engine for a given LAG can minimize IPsec packet re-ordering.

Supported algorithms

A number of algorithms are supported for IKEv2 negotiations and data path encryption.

TABLE 26 Algorithms supported for IKEv2 negotiations and data path encryption

Diffie-Hellman group Encryption Integrity Pseudorandom function
IKEv2 algorithms 14 AES-CBC-128 SHA-256 SHA-256
19 AES-CBC-256 SHA-384 SHA-384
20
Data path algorithms AES-GCM-128 none none
AES-GCM-256 none none
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NOTE

On MLX Series routers any combination of Diffie-Hellman group, encryption algorithm, and integrity algorithm is allowed. For
example, you can use DH group 19, AES-CBC-128 as the encryption algorithm, and SHA-384 as the integrity algorithm.
MLX Series routers (with the BR-MLX-10GX4-M-IPSEC module installed) interoperate with devices from other manufacturers
that support the algorithms listed in the preceding table.

Support for PSK for IKEv2 SAs

Pre-shared key (PSK) authentication is supported for IKEv2 SAs.

The pre-shared key authentication method is set when configuring an IKEv2 authentication proposal.

Both text-based PSK and hexadecimal-based PSK are supported.

Hexadecimal-based PSK is binary bit-based PSK in which the binary bits are configured as hexadecimal digits.

NOTE
For Network Device Protection Profile (NDPP) with VPN gateway, the PSK can be either text-based or bit-based (entered as
hex digits).

PSK values are encrypted using simple base64 encryption. The encrypted form of PSKs is used in both saved and run-time
configurations. PSKs are displayed in encrypted format in show command output.

Self MAC addresses and IPsec tunnels

When encrypted or decrypted IP packets are looped back to the device for an additional level of encryption or decryption, the packets are
sent to the CPU for SA learning.

Since, by default SA learning is enabled and self MAC address learning is disabled, all looped packets are continuously sent to CPU
resulting in high utilization. However, the device may be configured to learn self MAC addresses for all configured IPsec IPv4 and IPv6
tunnels by using the ipsec self-sa-learning-enable command.

Unicast IPv4 and IPv6 over IPsec Tunnels

Both IPv4 and IPv6 are supported for point-to-point (unicast) communications that are secured by using IPsec.

NOTE
IPv4 multicast over IPv4 IPsec tunnels is supported. IPv6 multicast over IPv6 IPsec tunnels is not supported.

Using Unicast IPSec IPv4 with Network Address Translation (NAT)

NAT Traversal (NAT-T) enables the set up and management of unicast IPSec IPv4 tunnels across gateways that employ NAT.

Because NAT modifies the values of IP packet headers (including source and destination IP addresses), a typical implementation of
IPSec with NAT results in significant loss of data and data integrity (for example, the discarding of IP packets at the tunnel end nodes and
invalid checksums).

There are some operational issues when using IPsec with NAT. IPsec ensures the integrity of IP packets by discarding packets that
violate integrity checks. When IP packets pass through a NAT device, the IP/TCP header is automatically modified, which causes a
violation of integrity, and the packets are discarded by the IPsec tunnel end nodes.

NAT-T supports the features described in the following table.
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TABLE 27 NAT-T feature support

Feature Supported
IP version IPv4 only
MLX Series IPsec module
Operating mode Tunnel mode
High availability Supported during switchover and Hitless Operating System Switchover
(HLOS)
Keepalive messages Configurable NAT keepalive message time interval
NOTE

NAT-T supports only static mappings on the NAT device.

The Extreme NAT-T feature is designed for use in topologies where there is either a NAT device between the IKEv2 peers or where one
of IKEv2 peers supports NAT functionality.

NOTE
When a network configuration does not meet at least one of these requirements, the NAT detection phase of the IKEv2
negotiation process fails, resulting in a discontinuation of further probing for NAT-T.

You enable the feature using the ikev2 nat-enable command. You must configure the command on both IKEv2 peers to ensure that
IKEv2 negotiation is successful. When you enter the command, the negotiation of NAT-T between the IKEV2 peers is initiated. If the
negotiation is successful and the tunnel is up, all ESP packets transmitted over the tunnel are encapsulated in the UDP header.

When you disable the feature by using the no version of the ikev2 nat-enable, any existing IPsec IPv4 tunnels on which NAT-T was
enabled are automatically brought down (but not deleted) by the system. IKEv2 negotiations on the tunnel are restarted with NAT-T
disabled, and ESP packets sent across the tunnel are no longer encapsulated in the UDP header.

You use the ikev2 nat keepalive command to ensure that the NAT mappings are retained (kept alive). You can modify the NAT keep-
alive time interval as needed based on network bandwidth.

If you disable the NAT keepalive option by using the no ikev2 nat keepalive command, the NAT keep-alive value is reset to the default
value.

NOTE

There is no impact for upgrades. There is potential impact for downgrades. If the NAT-T feature is enabled and the
configuration is saved, a downgrade to a version that does not support the feature results in a system error, indicating the
system detects an unrecognized configuration.

To prevent this error, remove any configuration for this feature before the downgrade. You can restore the configuration for the
feature if after the downgrade, you upgrade again to a version that supports this feature.

IKEv2 configuration for using NAT-T
Internet Key Exchange version 2 (IKEv2) configuration includes settings related to the use of the NAT-T feature.

The following examples describe global IKEv2 configuration commands to enable the NAT-T feature and specify the keep alive time for
the NAT mappings. In addition, various IKEv2 show commands indicate whether the feature is enabled, the keep alive time for NAT
mappings, and so on.

The following example shows the use of the ikev2 nat-enable command to enable the NAT-T feature. You must be in global
configuration mode to enter the command.
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NOTE
You must configure the command on both IKE peers to ensure that IKEv2 negotiation is
successful.

device (config)# ikev2 nat-enable

The following example shows the use of the ikev2 nat keepalive command to specify the keep alive time for the NAT mappings. You

must be in global configuration mode to enter the command.
In this example, the specified keep alive time is 9 seconds.

device (config)# ikev2 nat keepalive 9

The following example shows the use of the show ikev2 command to show the current IKEv2 configuration. The NAT-T feature settings

are shown at the bottom of the output.

device (config) # show ikev2
IKEv2 Global data:

Retry Count : 5 Max Exchange Time : 60
Retransmit Interval : 5 Cookie Challenge Number : 0

Max Sa In Nego per LP: 256 Max Sa per LP : 256
Allow Duplicate : False Http Cert Enable : False
Total Peers : 1 Total Ipsec Intf : 1

Total Ike Sa : 1 Total Ipsec Sa H

Sync In Progress : 0 Time to syn peer to LP : 0
Pending Job : 0 Sw pending time : 0

NAT-T enabled : True NAT-T keep-alive time : 5 sec

The following example shows the use of the show ikev2 session command to show the details for the most recent IKEv2 session. The

output from this command indicates whether a NAT device was discovered during the IKEv2 session.

device (config) # show ikev2 session
IKE count:1, Child Sa Count:2
tnl-id local remote status vrf (i) vrf (f)

tnl 257 151.152.2.51/4500 151.152.2.52/4500 active default-vrf default-vrf
Encr: aes-cbc-256, Hash: sha384, DH Grp:384 ECP/Group 20, Auth: pre shared
Local spi: 0xa9%9a3494d5ebb00e9 Remote SPI: 0x3f0cb6041144d4d971
Life/Active Time: 0/0 sec
NAT Discovered: True
Child Sa:
id 1
Local selector 0.0.0.0/0 - 255.255.255.255/65535
Remote selector 0.0.0.0/0 - 255.255.255.255/65535
ESP SPI IN/OUT: 0x00019a48/0x000327£7
Encryption: aes-gcm-256, ICV Size: 16 octects, Esp hmac: null
Authetication: null DH Group:none , Mode: tunnel

The following example shows the use of the show ikev2 sa detail command to show the details for the current security associations on
the IPsec line card. The output from this command indicates whether NAT-T is detected (enabled), and whether the local and remote end

nodes are behind the NAT device.

LP# show ikev2 sa detail

tnl 23 100.23.23.2/4500 100.23.23.1/4500 active vrf3

default-vrf

Role : Responder

Local SPI : 0x2708deebeec67£20 Remote SPI: 0x84628d4dead42668
Ike Profile : 23

Ike Policy : 251

Auth Proposal : 23

NAT-T is detected
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Local node behind NAT: True
Remote node behind NAT: False

Multicast IPv4 over IPsec Tunnels

Multicast IPv4 over IPsec tunnels is used to transport data and control multicast traffic securely by encrypting the multicast IPv4 packets
sent over external networks.

NOTE
The Extreme implementation of this feature currently supports only the tunnel mode.

To transport multicast data packets securely, an IPsec tunnel interface known as the Virtual Tunnel Interface (VTI) is configured on both of
the tunnel end points. The VTI connects the two tunnel endpoints and is similar to a GRE tunnel interface. Once the VTl is configured,
you can configure PIM on the VTI. This enables the tunnel endpoints to exchange PIM control packets to set up the multicast distribution
tree and the multicast forwarding entries on both tunnel end points.

On the VTl ingress node, the native IP multicast data packet, including the IP header (inner), is encrypted using Encapsulating Security
Payload (ESP) and encapsulated by another IP header (outer) corresponding to the tunnel end points. The encrypted and encapsulated
unicast packet is routed in the external network based on the outer IP destination address. At the VTI egress node, the received IP packet
is decapsulated and decrypted to obtain the native IP multicast data packet, and sent downstream of the egress node. The packet
continues as a native multicast data packet from the point it egresses the VTI tunnel until it reaches the end receivers.

Multicast control packets sent over VTl interfaces are also encrypted. The encryption and decryption and encapsulation and
decapsulation of control packets and data packets takes place at the hardware level. This tunnel interface at the ingress node will be one
of the outgoing interfaces (OIFs) for the multicast forwarding cache entry and at the tunnel egress node it is the incoming interface (IIF).
PIM control messages sent over the VTl interfaces are also encrypted and encapsulated by the outer IP header. This takes place at the
hardware level.

FIGURE 4 Multicast data packet ingressing and egressing the VTI.
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In the figure, R3 has two VTI tunnels (blue and green) configured (one to R7 and another to R6). PIM is configured on the tunnel
interfaces on R3, R6 and R7, as well as on the non-tunnel interface connecting R3 and R8. The receivers are attached to R8, R7, and
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R6. R3 is the VTl ingress for both blue and green tunnels and R7 and R6 are VT egress nodes for the blue and green tunnels,
respectively. As the packet reaches the VTl ingress, the packet needs to be replicated on the two tunnel interfaces (blue and green) and
on the interface connecting R8.

The following events occur at R3:

+  The multicast packet is encrypted and encapsulated by a unicast IPsec header, which includes an IP Encapsulating Security
Payload (ESP) header corresponding to the encryption on the green tunnel and gets forwarded out of the interface which is the
next hop interface for the tunnel destination R6.

«  Similarly, the packet gets encrypted and encapsulated and sent out of the blue tunnel.
On the interface connecting R3 and R8, the packet is forwarded as a native multicast packet.

At R6 and R7, the received packet is decapsulated and then decrypted, and the native multicast packet is forwarded down to the
interfaces connecting the receivers as a native multicast packet.

At R8, the incoming packet is a native multicast packet and gets forwarded as a native multicast packet. The PIM control packets
exchanged between R3 and R6 and R3 and R7 are also encrypted and encapsulated.

Supported features

The following features are supported as part of IP multicast over IPsec tunnels:
+  PIM-SM and SSM, PIM-DM, and static IGMP groups on the VTls
PIM over multi-VRF (different outer and inner VRF) IPsec tunnel VTls

Unsupported features
The following features are not supported as part of IP multicast over IPsec tunnels:
IPv6 multicast over IPv6 or IPv4 VTI
+  IGMP over IPv4 VTI (Static IGMP groups configuration continues to be supported)
+  Multicast security associations (Only point-to-point unicast VTl is supported)

Multicast traffic ingress on the IPsec tunnel on the BR-MLX-10Gx4-M-IPSEC module and egress on GRE tunnel on the BR-
MLX-10Gx24-DM 24-port module.

Configuration considerations for multicast over IPsec tunnels
The following configuration considerations apply to the multicast over IPsec tunnels functionality:

+  The ip pim tunnel rpf-strict command is not supported on PIM-enabled IPsec VTls.
+  The PIM fast hello timer is not supported with IPsec tunnels.

The multicast source and rendezvous point must be reachable through the tunnel for multi-VRF instances, and the source and
receivers should be reachable on the same VRF. A source and receivers residing on different VRFs are not supported over
IPsec tunnels and by native multicast.

The maximum number of PIM IPsec tunnel interfaces is 128 at the system level.
+  IPsec tunnels currently support 2000 multicast cache entries.

+  Multicast over IPsec tunnels depends on the unicast infrastructure for the IPsec tunnels. Thus, the unicast limitations for IPsec
tunnels are also applicable to this functionality. For example, IPsec tunnels over multi-slot LAGs are not supported, so the same
restriction applies to multicast.
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Multi-VRF support

For IPsec VTls, the source and destination addresses of the outer IPv4 or IPv6 header of the tunneled packet can reside on a different
VRF from the VRF for which the packet is received (including the default global VRF) or on the same VRF for which the packet is
received.

PIM is supported on these VTls.

IPsec Scalability Limits
There are two scalability limits that can affect your use of IPsec.

One is the maximum number of IPsec tunnel elements (such as IKE sessions, SAs, and policies and proposals), and the second is the
maximum number of tunnels. The system and the IPsec line cards you are using have both IPsec tunnel element thresholds, and number
of total tunnel thresholds.

If you exceed the IPsec tunnel element thresholds for an IPsec line card or for the system, one or more of the IPsec tunnels you are

trying to set up cannot be used to transmit protected IP packets.

NOTE
The maximum number of IPSec tunnels for the system is 2048. The maximum number of IPsec tunnels for an IPsec line card
is 256.

IPsec tunnel elements are the various components that make up an IPsec tunnel (for example, IKE sessions, SAs, and policies and
proposals). The following tables list the IPsec tunnel element thresholds for IPsec (applies to IPv4 and IPv6).

The system thresholds are based on a system with the maximum number of IPsec line cards (8 line cards). If you have fewer than 8
IPsec line cards, the system thresholds will be lower than the listed values.

TABLE 28 IPsec tunnel element thresholds
Tunnel Element System Threshold Line Card Threshold

IKE Peer/ IKE Session/IKESA 2048 (this includes any IPsec tunnels that are 256
used to carry L2 traffic)

|Psec SA 4096 (this includes any IPsec tunnels that are 512
used to carry L2 traffic)

IKE Proposal 512 512
IKE Policy 512 512
IKE Profile 512 512
IPsec Proposal 512 512
IPsec Profile 512 512

An error message displays when you attempt to configure an IPsec tunnel that exceeds the system tunnel limit.

For example, for a system with the maximum number of IPsec line cards (8), the maximum number of IPsec tunnels you can have is
2048. If you try to configure more than 2048 tunnels, the system displays the following error message:

Error - Max number (2048) of ipsec tunnels already configured.
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If this occurs, you must remove an existing IPsec tunnel in order to configure another tunnel.

Supported Features and Functionality

The features and functionality needed to set up IPv4 and IPv6 IPsec tunnels and transmit protected IP packets across the tunnels are
provided. Depending on the version of IP you use (IPv4 or IPvG), there are small differences in the features and functionality.

The following table lists the supported features and functionality for using IPv4 and IPv6 over IPsec.

Feature

Mixing of IPv4 IPsec and IPv6 tunnels on the device and on the IPsec line card (BR-
MLX-10GX4-IPSEC-M). The maximum number of IPsec tunnels is 2000 per system and 256
for an IPsec line card.

Independent security configuration for IPv4 IPsec and IPv6 IPsec tunnels. This enables you to
have different levels of security on IPv4 IPsec tunnels than you do on IPv6 IPsec tunnels.

Static point-to-point tunnel setup between two IP endpoints using IKEv2
Single slot LAG (on IPsec line card)
Multiple LAGs on different IPsec line cards when:

Each LAG has all physical ports on same IPsec line card.

Tunnel destination is reachable using VE interface and the VE interface has physical ports located
on multiple IPsec line cards.

Dead Peer Detection (DPD) using IKEv2 Keep Alive

Configurable options for tunnel elements, such as IKE SA Lifetime, IKEv2 Keep Alive
ESP replay window (used to check received packets when replay is enabled)

Replay protection for each SA (by default anti-replay check is disabled)

64 bit ESN (extended sequence number) for ESP when replay is enabled

Different Quality of Service settings on IPv6 IPsec tunnels

VRF forwarding

Source and destination addresses of the outer header of the tunneled packet can be:

In a different VRF from the VRF for which the packet is received (including the default
global VRF).

In same VRF that receives the packet.
Configurable VRF (outer header of the packet)

Multi-VRF forwarding to same remote end point
(Multiple IPsec tunnels are set up on the same remote endpoint, one for each inner VRF. Also, a
separate IKE session is set up for each IPsec tunnel.)

Address translation
Network Address Translation (NAT)

NOTE
Requires that you enable NAT-T feature when setting up IPsec IPv4 tunnels.

Protocols

Encapsulation Security Protocol (ESP) in tunnel mode
IKE (for tunnel setup and key management)

BGP4

OSPF

RIP

Cryptography
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IPv4

Yes

Yes

Yes
Yes

Yes

Yes

Yes
Yes
Yes
Yes
Yes

Yes

Yes

Yes

Yes

Yes (unicast traffic
only)

Yes

IKEV2 only
BGP4
OSPFv2 only
RIPv1/v2 only
IPv4

IPv6

Yes

Yes

Yes
Yes

Yes

Yes

Yes
Yes
Yes
Yes
Yes

Yes

Yes

Yes

Yes

Yes

IKEV2 only
BGP+
OSPFv3 only
RIPng

IPv6
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Suite B cryptography to provide Top Secret, 192 bits strength security Yes Yes
AES-128-GCM and AES-256-GCM Yes Yes
For ESP combined mode authentication, encryption, decryption of data and control packets
AES-CBC-256, AES-CBC-128 (confidentiality) Yes Yes
Diffie Hellman groups (key exchange). You can accept the default (group 20), or select one or Yes Yes
multiple groups, including group 14 and 19.
Elliptical Curve Digital Signature Algorithm (ECDSA) P-384 and P-256 Yes Yes
For Digital Signature generation and verification
SHA-384 and SHA256 (IKEv2) Yes Yes
FPGA encryption and decryption (no encryption or decryption is done by software) Yes Yes
Line rate support (encryption and decryption at 44G line rate) Yes Yes
Interface to interface traffic forwarding (IP packets) IPv4 IPv6
Link local and /127 addresses N/A Link Local IPv6 address
and /127 IPv6
addresses
Jumbo Frame support Yes Yes
Non-IPsec module to IPsec module packet forwarding, and Yes Yes
IPsec module to non-IPsec module packet forwarding
Physical interface to IPsec tunnel interface Yes Yes
VE interface to IPsec tunnel interface Yes Yes
IPsec IPv4 tunnel interface to IPv4 IPsec tunnel interface Yes N/A
IPsec IPv6 tunnel interface to IPv6 IPsec tunnel interface N/A Yes
Manual IPv6 tunnel interface to IPv6 IPsec tunnel interface N/A Yes
6to4 tunnel interface to IPv6 IPsec tunnel interface N/A Yes
Authentication 1Pv4 IPv6
IP peer authentication using PKI Yes Yes
Endpoint authentication using pre-shared keys and digital certificates (ECDSA) Yes Yes
IPsec statistics 1Pv4 IPv6
Packet counts and byte counts, including: Yes Yes
Transmit and Receive packet counts for each tunnel.
Byte counts for each tunnel.
IKEv2 packet counters, including IKEv2 Keep Alive packets. Yes Yes
Traps and syslogs IPv4 IPv6
UP/DOWN traps and syslogs. Yes Yes
Errors counters and syslog for specific ESP errors. Yes Yes
Unsupported features
Some features are not supported for unicast IP communications over IPsec.
TABLE 29 Unsupported features for unicast commmunications over IPsec
Feature Description
Tunnel setup (IPv4 and IPv6) Because of a hardware limitation and the fact that IPsec tunnels can only carry IP inner packets, IPv4 or IPv6

IPsec tunnels cannot be set up if the remote endpoint can only be reached by:

GRE tunnel
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TABLE 29 Unsupported features for unicast communications over IPsec (continued)

Feature

Description

VEoVPLS uplink

MPLS tunnel

IGP shortcut

Manual IPv6 tunnels

6to4 tunnel

IPsec tunnel (IPv4 or IPv6)

Multicast IPv6 over IPv6 IPsec Multicast IPv6 traffic over IPv6 IPsec tunnels is not currently supported.

tunnels

NOTE
Multicast IPv4 traffic over IPv4 IPsec tunnels is currently
supported.

ESP in transport mode ESP in transport mode is not currently supported.

Cryptography (other than Suite B) | Cryptography algorithms other than Suite B cryptography are not currently supported.

Limitations

There are some limitations that impact the use of IPsec for creating secure tunnels.

224

NOTE
The limitations apply to IPv4 and IPv6, unless indicated otherwise.

Encryption and decryption of packets sent or received on an IPsec tunnel is not supported by the CPU of the LP or MP
module.

Encryption and decryption of IP packets and the tunnel setup using IKEv2 can be done only on the BR-MLX-10GX4-M-
IPSEC line card.

Global and link local IPv6 addresses can be configured only on IPv6 IPsec tunnel logical interfaces. IPv4 address configuration
is not supported on IPv6 IPsec tunnel logical interfaces.

Incoming and outgoing paths to tunnel endpoints must be on same IPsec module interface card.

Fragmentation is not supported when traffic is routed over an IPSec tunnel; a fragmented IPsec packet received on an IPv4
IPsec tunnel is dropped because IPsec packets are not re-assembled before decryption.

GRE and IPsec encapsulation are not performed together for the same flow in the same device.
For LAG, all physical ports must be on same IPsec module (line card).

LAG across IPsec and non-IPsec line cards is not supported.

Multi-slot LAG using two or more IPsec LP modules is not supported.

IPsec supports LAG only if the anti-replay check is disabled. If anti-replay check is enabled, there is a possibility of packet drop
due to packet reordering and the small window size of 64 packets. To minimize the packet reordering issue, it is recommended
to for the LAG using on of the following groups of ports: ports 1, 2, 5, and 7 or port 3, 4, 7, and 8.

If the anti-replay check is enabled, an anti-replay check or integrity check failure can occur in certain topologies where packet
drop or reordering of packets takes place, and the packet reordering is beyond the 64-packet replay window. In this case, the
anti-replay check, and the extended sequence number can be disabled. In non-LAG cases, the IPsec tunnel TOS can be used
instead of using the inner packet TOS.

The anti-replay check and ESN settings must be identical at both endpoints for a given IPsec tunnel. If they are not identical, the
IPsec tunnel will not operate correctly. In addition, the anti-replay check and ESN settings should match each other’s
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configuration (both should be disabled or enabled). Because the settings are independent, you must configure them so they are

identical.

+  When multiple IPSec tunnels are configured on the same device, each IPsec tunnel must have a unique tunnel source and

tunnel destination combination.

For each protected inner VRF (IVRF), there is one IPsec tunnel and at least one IKE session. These are needed to ensure

binding of the child SA to the VRF.

IP packet forwarding for IPsec tunnels in a non-default VRF is not supported during Hitless Operating System Switchover

(HLOS).

Equal-cost multi-path routing (ECMP) is not supported on single (individual) IPsec tunnels. Tunnels are setup using the first
path available to reach the remote endpoint of the tunnel. All traffic transported on the tunnel use the same path as the path

used to setup the tunnel.

The use of ACLs to control IPsec tunnel traffic

Access control lists (ACLs) can be applied to incoming or outgoing traffic on specific ports.

ACLs cannot be applied to IPsec tunnel interfaces. To control the traffic entering an IPsec tunnel, you can apply ACLs on the interfaces
where the traffic (that is destined for the IPsec tunnel) is received.

Similarly, you can apply ACLs to underlying interfaces that are used to filter traffic received on an IPsec tunnel. These ACLs are applied to

the inner IP packet (after decryption and de-encapsulation of the packet received on the IPsec tunnel).

You configure ACLs on a global basis and apply them to the incoming or outgoing traffic on specific ports. You can apply only one IPv4
ACL to a port’s inbound traffic and similarly, only one IPv4 ACL to a port’s outbound traffic. The software applies the entries within an

ACL in the order they appear in the ACL's configuration. As soon as a match is found, the software takes the action specified in the ACL
entry (permit or deny the packet) and stops further comparison for that packet. For further information on how to configure ACLs refer to

To configure the Target of Evaluation (TOE) to meet the Security Requirements for Network Devices (NDPP) with VPN gateway
requirements, the last rule configured for every interface must be the one which denies all traffic that is not already explicitly

ACLs.

NOTE

permitted by a previous rule.
SPD rules

Each security policy database (SPD) rule requires two ACL rules, one defining the traffic flows on the tunnel, and one defining the traffic
flows within the tunnel. The protocol to which the SPD rule applies must be identical for both ACL rules, and the sequence number used

with the ACL rules, should be consecutive.

SPD rule Action
BYPASS Permit
Deny
PROTECT Deny
Permit
DISCARD Deny
Deny
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Public address

Tunnel internal address
Public address

Tunnel internal address
Public address

Tunnel internal address

Protocol

Applicable protocol
Applicable protocol
Applicable protocol
Applicable protocol
Applicable protocol
Applicable protocol

Sequence number
N

N+1

N

N+ 1

N+1

225



IPsec overview

Impact of upgrades or downgrades of Netlron

There is an important interoperability issue that can affect IPsec tunnels and may result in tunnel shutdown and traffic loss. There are
steps you can take to avoid this issue as well as steps you can take to restore the tunnels to full functionality.
The potential issue occurs in situations in which all of the following conditions exist:

One tunnel node is running version 5.9 and the other node is running version 5.8 or 5.8x.

Both tunnel nodes are using the default IKEv2 authentication proposal.

Because a single tunnel node can be upgraded independently of the other node of the tunnel, you can end up with a configuration in
which one tunnel node is running version 5.9 and the other node if running version 5.8 or 5.8x.

NOTE
This issue occurs even if you have enabled the Netliron compatibility option on the node running version 5.8 or 5.8x. (This
option is designed to enable version 5.8 or 5.8x to interoperate with version 5.9.)

The cause of the issue is that the default IKEv2 authentication proposals are different in version 5.9 and version 5.8 (or 5.8x). In 5.9, the
default method for the IKEv2 authentication proposal is pre-shared key (the value is "def-ike-pre-shared-password").
There are two options you have for resolving this issue. They are:

Upgrade all nodes (boxes) simultaneously to version 5.9.

Make sure that both nodes have the same IKEv2 authentication proposal configuration.

Support for PKI

Public Key Infrastructure (PKI) provides certificate management to support secured communication for security protocols such as IP
security (IPsec).
A PKl is composed of the following entities:

Peers communicating on a secure network.

At least one public-private key pair for the local certificate

In the case of dynamic PKI, at least one Certificate Authority (CA) that grants and maintains certificates.

Digital certificates, which contain information such as the certificate validity period, peer identity information, encryption keys
that are used for secure communications, and the signature of the issuing CA.

An optional registration authority (RA) to offload the CA by processing enrollment requests.

A distribution mechanism such as Lightweight Directory Access Protocol (LDAP) for certificate revocation lists (CRLs).

PKI provides customers with a scalable, secure mechanism for distributing, managing, and revoking encryption and identity information
in a secured data network. Every entity participating in the secured communications is enrolled in the PKI, a process where the device
generates a key pair (one private key and one public key) using an asymmetric encryption algorithm and has their identity validated by a
trusted entity (also known as a CA or trust point).

After each entity enrolls in a PKI, every peer in a PKl is granted a digital certificate that has been issued by a CA. When peers must
negotiate a secured communication session, they exchange digital certificates. Based on the information in the certificate, a peer can
validate the identity of another peer and establish an encrypted session with the public keys contained in the certificate.
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PKI terminology

Various terms are used to describe elements of a Public Key Infrastructure (PKI).

TABLE 30 PKI terminology
Term Description

Certificate A public key certificate (also known as a digital certificate or identity certificate) is an electronic document used to
prove ownership of a public key. The certificate includes information about the key, information about its owner’s
identity, and the digital signature of an entity that has verified the certificate’s contents are correct. If the signature is
valid, and the person examining the certificate trusts the signer, then they know they can use that key to
communicate with its owner. Certificates have a finite lifetime, defined by the start and end time within the
certificate. The certificate is invalid if it is outside of that lifetime.

Certificate authority (CA) certificates are further classified into three classes: cross-certificates, self-issued
certificates, and self-signed certificates. Cross-certificates are CA certificates in which the issuer and
subject are different entities. Cross-certificates describe a trust relationship between the two CAs. Self-
issued certificates are CA certificates in which the issuer and subject are the same entity. Self-issued
certificates are generated to support changes in policy or operations. Self-signed certificates are self-
issued certificates where the digital signature may be verified by the public key bound into the certificate.
Self-signed certificates are used to convey a public key for use to begin certification paths.

End entity certificates are issued to subjects that are not authorized to issue certificates.

Certificate authority A certificate authority (CA) is an authority in a network that issues and manages security credentials and public keys
for message encryption. As part of a PKI, a CA checks with a registration authority (RA) to verify information
provided by the requestor of a digital certificate. When the RA verifies the requestor’s information, the CA can then
issue a certificate. The CA also specifies the validity periods of certificates, and revokes certificates as needed by
publishing certificate revocation lists (CRLs).

Certificate revocation list A Certificate revocation list (CRL) is a list of signed certificates (signed by the CA) that are now prematurely invalid.

CRL distribution point A CRL distribution point (CDP) is used to retrieve a CA's latest CRL. A CDP is usually an LDAP server or HTTP
(web) server. The CDP is normally expressed as an Idap:/host/dir or http:/host/path URL.

Distinguished name Distinguished name (DN) is a set of fields and values that uniquely define a certificate and VPN gateway or RAS
VPN client identity. This is sometimes called the “Subject” of the certificate. The DN identity can be used as the
Internet Key Exchange (IKE) ID.

Entity An entity is an end user of PKI products or services, such as a person, an organization, a device such as a switch or
router, or a process running on a computer.

Lightweight Directory Access Protocol Lightweight Directory Access Protocol (LDAP) is used for accessing and managing PKI information. An LDAP
server stores user information and digital certificates from the RA server and provides a directory navigation service.
From an LDAP server, an entity can retrieve local and CA certificates of its own as well as certificates of other
entities.

PKI repository A PKI repository can be a Lightweight Directory Access Protocol (LDAP) server or a common database. It stores
and manages information such as certificate requests, certificates, keys, CRLs, and logs while providing a simple
query function.

Registration authority A registration authority (RA) is an authority in a network that verifies user requests for a digital certificate and tells
the Certificate Authority (CA) to issue it. An RA can implement functions including identity authentication, CRL
management, key pair generation and key pair backup. The PKI standard recommends that an independent RA be
used for registration management to achieve higher security of application systems.

Requester A requester is the client of Simple Certificate Enrollment Protocol (SCEP) exchanges, such as exchanges involved in
requesting and issuing certificates. The requester typically submits SCEP messages for itself (it can also submit
SCEP messages for peers).

Certificate enrollment using SCEP

Extreme provide functionality for certificate enrollment through the use of the Simple Certificate Enrollment Protocol (SCEP). Certificate
enrollment is an essential PKI operation in which a system requester successfully receives a certificate from the Certificate Authority (CA).

SCEP is designed to supports the following PKI operations:
-+ Certificate Authority (CA) public key distribution
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+  Registration Authority (RA) public key distribution
Certificate enrollment
Certificate query

+  Certificate Revocation List (CRL) query

Types of enrollment
There are two basic types (modes) of enrollment. They are:
+ Manual enrollment (manual mode)
In manual mode, the requester's messages are placed in the PENDING state until the CA operator (person) authorizes or rejects
them. Manual authorization is used when the client has only a self-signed certificate, or a challenge password is not available.
«  Automatic enrollment (auto-enrollment)

In automatic mode, all messages between the requester and the CA are managed by the network resources. This mode is used
to efficiently enroll many system requesters, and the requester systems usually have a common, templated configuration.

Requirements for requesting a certificate
There are a few requirements that must be satisfied before a requestor can request a certificate.

The requirements are:
+  The requester must have at least one appropriate key pair (for example, an EC key pair).
+  The following information must be configured locally on the requester (client).

- The CA IP address, or fully qualified domain name (FQDN).

- The CAHTTP Computer Gateway Interface (CGlI) script path.

- The identifying information used to authenticate the CA. This can be obtained from the user or provided (presented) to the
end user for manual authorization during the exchange.

NOTE
Multiple independent configurations that contain this information (items 1, 2, and 3) can be maintained by the
requester if needed to enable interactions with multiple CAs.

Communications between requesters and the CA

Communications between requesters and the CA are made secure using SCEP Secure Message Objects, which specifies how the PKCS
#7 cryptographic message syntax is used to encrypt and sign the data. To ensure that the signing operation can be completed, the client
uses an appropriate (valid) local certificate.

The following rules apply to the communications between requesters and the CA.
If the requester already has a certificate issued by the SCEP server and the server supports certificate renewal, the certificate
that was already issued should be used (renewed).

If the requester does not have a certificate issued by the new CA, but does have credentials from an alternate CA, the certificate
issued by the alternate CA may be used.

NOTE
In this case, policy settings on the new CA determine whether or not the request can be accepted. It can be beneficial
to use a certificate from the old domain as credentials when enrolling with a new administrative domain.
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If the requester does not have an appropriate existing certificate, then a locally generated, self-signed certificate must be used.
The self-signed certificate must use the same subject name used in the PKCS #10 request.

Offline certificate enrollment and import of certificates and CRLs

Public Key Infrastructure (PKI) certificate enrollment can be done offline. Certificates and certificate revocation lists (CRLs) can also be
manually imported.

When a certification authority (CA) server is offline or when Simple Certificate Enrollment Protocol (SCEP) is disabled or not supported,
certificates can be manually imported. When a certificate revocation list (CRL) distribution point is offline or when Online Certificate
Status Protocol (OSCP) is disabled or not supported, CRLs can be manually imported .

When a CA or trustpoint server is online, an MLXe device uses the SCEP protocol to generate a certificate signing request (CSR) in
Public Key Cryptography Standards (PKCS) #7 format and send it to the CA server over HTTP. The server then processes the CSR and
returns the SCEP response which contains the client certificate. When the CA server is offline, this process can be done manually by
generating the CSR on the MLXe device in PKCS #10 format and manually transporting it to the CA server to obtain the client
certificate. The X.509 client certificate is then taken back to the MLXe device and manually imported into the device either by loading
from flash memory or by pasting onto the device terminal. When using the option to import a certificate by pasting onto the device
terminal you must first enable enrollment terminal for the trustpoint by issuing the enrollment terminal command.

When a CRL distribution point (CDP), which is typically the CA server also, is online and an MLXe device needs to check the revocation
status of a certificate for a peer device, it dynamically downloads the CRL from the distribution point over HTTP. When the CRL
distribution point is offline, a CRL can be loaded manually by copying the CRL from the CRL distribution point server, transporting it to
the MLXe device and importing it into the device either by loading from flash memory or pasting onto the device terminal.

NOTE
When validating a certificate chain for a peer device any CRL for an issuer in the certificate chain that is not present in the
trustpoint, is dynamically downloaded when the relevant CDP is online.

In network environments where file copy protocols such as Secure Copy Protocol (SCP) or Trivial File Transfer Protocol (TFTP) are not
available, the option to manually import certificates and CRLs by pasting onto the device terminal can be used.

Support for Certificate Path Construction and Validation

You can ensure that your system’s certificate management complies with the requirement for Network Devices profile protection (NDPP)
VPN Gateway Certification.
The essential requirement for VPN Gateway Certification includes two main items, which are:

A chain of certificates, or a certification path between the certificate and an established point of trust (typically a Certificate
Authority), must be established.

Every certificate within the certificate path must be validated.
The process used to satisfy the requirements for VPN Gateway Certification is referred to as certificate processing. The Extreme

certificate processing process involves two phases, which correspond to the two items of the VPN Gateway Certification requirement.
The two phases of the Extreme certificate processing process are:

Path construction

Path validation.
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Path construction phase
During this phase, one or more paths, called candidate certification paths, are built that are used to forward certificates to and from the

entities involved in the processing of certificates. The candidate paths are alternative paths that can be used to process the certificates.

In some cases, the system attempts to identify an acceptable certification path as the path is created. This helps to maximize the
probability that the candidate path can be validated as well as reduce the time required to create an acceptable path. The process used to
identify an acceptable path during path construction is referred to as certification path processing.

NOTE
Although the certificates may be linked or chained properly, the candidate certification paths may not be valid in terms of the
path length, name, or certificate policy constraints or restrictions.

Path validation phase
Once the candidate certification path (or paths) are built, the system initiates the path validation phase.

During this phase, the system checks each certificate in the path to make sure the certificates are valid. Among other checks, each
certificate is checked to make sure that:

The validity period for the certificate has not expired

The certificate has not been revoked

The certificate’s integrity is intact

Constraints levied on part or all of the certification path have not been violated. Constraints can include path length constraints,
name constraints, and policy constraints.

Operations that occur during the path validation

A candidate certification path must perform an operation called name chaining. Name chaining occurs between the recognized trust
point (for example, a CA), and the target certificate (the end-entity certificate).

The purpose of the name chaining operation is to ensure that the certificates in the path are ordered or sequenced correctly. To do this,
the system uses the Subject Name and Issuer Name in certificates to chain or link the certificates in the path.

The requirement for valid name chaining is that the Subject Name in one certificate must be the Issuer Name in the next certificate in the
path. The system checks the name chaining of the certificates in the path beginning at the trust anchor, and moving from there toward
the target certificate.

The following figure represents a valid certificate path.
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In this example:
The path begins with a self-signed certificate that contains the public key of the trust anchor.
The path ends with the end-entity certificate.

The intermediate CA certificates in the path have correct name chaining (the Subject Name in one certificate is the Issuer Name
in the next certificate). The certificates in the path between the two certificates at the beginning and end of the path are referred
to as intermediate CA certificates.

Support for hash and URL encoding of X.509 certificates

To avoid fragmentation of User Datagram Protocol (UDP) datagrams, Internet Key Exchange version 2 (IKEv2) supports hash and URL
encoding of X.509 certificates.

When hash and URL encoding of X.509 certificates is enabled by using the ikev2 http-url-cert command, the IKEv2 authentication
process transmits a hash and URL of each certificate (in place of a DER-encoded certificate).

An X.509 certificate is prepared for hash and URL encoding by obtaining a SHA1 hash of the DER-encoded certificate file data,
renaming the certificate file to the hash value, and uploading it to a web server for use in the IKEv2 negotiations. The hash and URL must
resolve to the DER-encoded certificate.

IKEv2 supports both sending and receiving certificates that are encoded in this manner.
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Support for Logging IKE and PKI Transaction Details

Logging of IKE and PKI transaction details is supported. The log files are automatically generated syslog messages that contain the
transaction details.

There are two types or levels of logging. Standard (default) logging is enabled by default. The second type of logging is called extended
logging, which you must enable using commands. This type of logging allows you to log additional IKE or PKI transaction details.

The hardware requirements are identical for default logging and extended logging. The following table lists the required hardware.

TABLE 31 Hardware requirements for logging IKE and PKI transaction details

Hardware Requirement

Device MLXe router

Line card IPsec module (BR-MLX-10GX4-IPSEC-M)
NOTE

The MLXe device should have at least one line card through
which the external syslog server can be reached.

All of the current limitations of the logging feature on MLX devices, and the limitations of the IPsec security feature apply to the logging
of IKE and PKI transaction details.

In addition, there are some limitations specific to the feature for logging IKE and PKI transaction details. The following table lists the
current limitations for this feature.

TABLE 32 Limitations for IKE and PKI transaction detail logging
Default and Extended Logging Description

IKE transaction details (send and receive packets) The maximum size syslog buffer is 1024 bytes. Logging of packet
content in hex format along with other logging parameters in the packet
syslog only allow 250 bytes of packet in one syslog.

An IKEv2 packet that together with protocol headers totals more than 250
bytes will be logged in multiple syslogs.

Packet and event syslogs for IKE sessions If a line card on which IPsec tunnels are configured (IPv4 or IPv6 tunnels)
is restarted, packet and event data for IKE sessions are lost. The packet
and event data are not logged on the local syslog or the remote syslog
server.

NOTE

There is important potential impact to the IKE and PKI logging functionality when downgrading the version of Netlron firmware
on your system devices. Downgrading the Netlron firmware to a previous version below NI 5.9.00a removes the following
logging functionality from the startup configuration:

IKEv2 extended logging
+  PKiI standard (default) logging
PKI extended logging.

Differences in Default and Extended Logging Syslogs
Extended logging of IKE transaction and PKI transaction details enables you to log additional details not included in the default IKE and

PKI syslog messages.

NOTE
You must enable extended logging. It is not enabled by default.
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Differences in PKI transaction detail syslogs

Nearly all of the information in extended logging syslogs for PKI transactions are also included in default logging syslogs. The extended
logging syslogs include a hex dump for the message, which is not included in the default logging syslog. The hex dump follows the text
of the message.

Differences in IKE transaction detail syslogs

Default logging and extended logging of IKE transaction details provide different information. The information for each logging type

includes:

Default logging: The syslogs contain logs of events that occur during the IKE transactions (for example, Session Established
with Peer and Session Terminated with Peer).

Extended logging: The syslogs contain send and receive packets that are exchanged between IKE peers during the IKE
transactions. The extended logging syslogs also contain a hex dump for the message. The hex dump follows the text of the
message.

Logging functionality for VPN gateway certification

Extended logging of IKE transaction and PKI transaction details provides the logging functionality that is required for VPN gateway
certification.

The required functionality includes:

Logging of complete IKE transaction details, including logging of complete IKEv2 packets.

Logging of PKI transactions between the IPsec device and the certification authority (CA), revocation check responder, or any
other external server for importing local certificates or downloading peer certificates. Complete PKI packets are logged.

Transporting syslogs to an external syslog server over a secure channel using an IPsec tunnel.

NOTE
Default logging does not provide this functionality.

IKEvZ2 traps

IKEv2 traps are supported for IKEv2 error conditions.

The following traps are supported for both IPv4 and IPv6.

Invalid IKE Message Type Received. The audit log entry for this event will include the Message type, SPI value for IKE SA, date
and time received, source address, and destination address in the received packet.

Invalid IKE Payload Received. The audit log entry for this event will include the Payload type, SPI value for IKE SA, date and time
received, source address, and destination address in the received packet.

Maximum IKE peers limit reached on LP. The audit log entry for this event will include the LP number on which this limit is
reached.

Recovered from maximum IKE peers limit on LP. The audit log entry for this event will include the LP number on which this limit
is reached.
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IPsec traps

IPsec traps are supported for IPsec error conditions.

The following traps are supported for both IPV4 and IPv6 error conditions:

No valid Security Association (SA) exists for a session. The audit log entry for this event will include the SPI value, date and time
received, source address, destination address, and sequence number.

A packet offered to ESP for processing appears to be an IP fragment; that is, if the OFFSET field is non-zero or the more
fragments flag is set. The audit log entry for this event will include the SPI value, date and time received, source address,
destination address, and sequence number.

Attempt to transmit a packet that would result in sequence number overflow. The audit log entry for this event will include the
SPI value, current date and time, source address, destination address, and sequence number.

The received packet fails the anti-replay checks. The audit log entry for this event will include the SPI value, date and time
received, source address, destination address, and sequence number.

The received packet fails integrity check. The audit log entry for this event will include the SPI value, date and time received,
source address, destination address, and sequence number in the received packet.

The de-encapsulation of received packet failed. The audit log entry for this event will include the SPI value, date and time
received, source address, destination address, and sequence number.

The check on IP packet length failed for the received packet. The audit log entry for this event will include the date and time
received, source address, and destination address.

The generation of IPsec traps is controlled; new traps are generated but repeat traps are limited to one trap per minute.

IPsec syslog messages

The following example IPsec syslog messages are supported.

Sequence number overflow when trying to send packet with SPI <SPI-ID> Source <source-address> Destination <destination-
address>

No IPsec SA found for received packet with Source <source-address> Destination <destination-address> SPI <SPI-ID>
Received fragmented packet with Source <source-address> Destination <destination-address> SPI <SPI-ID>

Integrity check failed for received packet with Source <source-address> Destination <destination-address> SPI <SPI-ID>
Sequence Number <sequence-number>

ESP: De-encapsulation failed for received packet with Source <source-address> Destination <destination-address> SPI <SPI-
ID> Sequence Number <sequence-number>

ESP: Length error detected for received packet with Source <source-address> Destination <destination-address>

IKEv2: Invalid message type received with Source <source-address> Destination <destination-address> SPI <SPI-ID>
MessageType <x>

IKEv2: Invalid payload type received with Source <source-address> Destination address type <type> Destination <destination-
address> SPI <SPI-ID> PayloadType <x>

IKEv2: Maximum IKE peers limit reached on LP <n>

IKEv2: Recovered from maximum IKE peers limit condition on LP <n>

In the syslog examples, x is the value of an unsupported payload type in an IKEv2 packet. It is a UNIT8 value. The value will not be O, or
32 through 42, which are current valid payload types. And n is the LP module number, which ranges from 1 through 32.

The generation of IPsec syslog messages is controlled. A new syslog message is generated but repeat syslog messages are limited to
one per minute.
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The following example show syslog message output.

May 20 23:24:22:N:ESP: Length Error Detected for Received Packet with Source 100.1.1.3 Destination
100.1.1.13

May 27 19:49:57:1:ESP: Received Fragmented Packet with Source 51.54.41.51 Destination 51.54.41.54 SPI
0x2804c68

May 27 10:57:16:I1:ESP: Anti-Replay Check Failed for Received Packet with Source 51.54.201.54 Destination
51.54.201.51 SPI 0xd4622ffc Sequence Number 6

May 27 10:56:08:I1:ESP: Anti-Replay Check Failed for Received Packet with Source 51.54.201.54 Destination
51.54.201.51 SPI 0xd4622ffc Sequence Number 2

May 27 11:04:53:I1:ESP: Integrity Check Failed for Received Packet with Source 51.54.201.54 Destination
51.54.201.51 SPI 0xd4622ffc Sequence Number 23

May 27 14:32:53:I1:ESP: No IPsec SA Found for Received Packet with Source 51.54.201.54 Destination
51.54.201.51 SPI 0x93255201

May 28 15:40:22:I1:IKEv2: Invalid Payload Type Received with Source 51.54.41.54 Destination 51.54.41.51 SPI
0x97b682b9 PayloadType 53

May 28 15:39:50:I:IKEv2: Invalid Message Type Received with Source 51.54.201.54Destination 51.54.201.51 SPI
0xd251c58f MessageType O

IKE and PKI Default and Extended Logging Syslog Messages

By default, the system automatically generates syslog messages that contain details of events that occur during the IKE and PKI
transactions involved in the setup and teardown of IPsec tunnels. If you enable extended logging of IKE and PKI transaction details, the
syslogs contain additional details not included in the default logging syslogs.

Format of syslog messages

The format of all IKE or PKI transaction syslog messages saved to the local syslog buffer or sent to an external syslog server over an
IPsec tunnel are the same.

The format of the IKE or PKI transaction syslog messages is:
Month Date HH:MM:SS: <message-level>: Protocol: <Event or Packet dump in Hex>

Example Jul 30 01:51:20:I:ESP: De-encapsulation Failed for Received Packet with Source <source

address> Destination <destination-address> SPI <SPI-ID> Sequence Number <sequence-number>

NOTE

Local logging on the management module is determined by the configuration Syslog feature on the MLXe device. For
example, if time and date are configured on the onboard system clock, the date and time are shown in syslogs in the format:
mm dd hh:mm:ss. Otherwise, date and time are shown in syslogs in the format: numd numh numm nums.

Basic types of transaction detail syslogs

The different types of IKE and PKI transaction detail syslogs are:
+  IKEv2 transaction default logging syslogs
+  IKEv2 transaction extended logging syslogs
+  PKl transaction default logging syslogs

+  PKltransaction extended logging syslogs
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IKEv2 transaction default logging syslogs

The syslogs contain logs of events that occur during the IKE transactions. Default logging is enabled by default.

The following table lists the IKEv2 default logging syslog messages.

Type

Session Established

Session Terminated

IKE Session Rekey

IPSec SA Rekey

Timer Expiration

Authentication Failure

Description
This message includes tunnel ID, tunnel source address and tunnel destination address.

Example Aug 12 01:51:20:1: IKEv2: Session Established for TNL <Tunnel ID> with Src
<source-address> Dest <destination-address>

This message includes tunnel ID, tunnel source address, tunnel destination address, and SPI.

Example Aug 12 01:58:25:1: IKEv2: Session Terminated for TNL <Tunnel ID> with Src
<source-address> Dest <destination-address> SPI <SPI number>

This message includes tunnel ID, tunnel source address, tunnel destination address, and SPI.

Example Aug 12 01:55:30:I: IKEv2: Session Rekeyed for TNL <Tunnel ID> with SPI <SPI-
ID> Src <source-address> Dest <destination-address>

This message includes tunnel ID, tunnel source address, tunnel destination address, and SPI.

Example Aug 12 01:55:30:I: IKEv2: IPSEC SA Rekeyed for TNL <Tunnel ID> with SPI
<SPI-ID> Src <source-address> Dest <destination-address>

This message includes tunnel ID, tunnel source address, and tunnel destination address.

Example Aug 12 01:56:40:I: IKEv2: Session Timer Expired for TNL <Tunnel ID> with Src
<source-address> Dest <destination-address>

This message includes tunnel ID, tunnel source address, and tunnel destination address.

Example Aug 12 01:51:30:I: IKEv2: Authentication Failed for TNL <Tunnel ID> with Src
<source-address> Dest <destination-address>

IKEv2 transaction extended logging syslogs

The syslogs contain logs of the send packets and receive packets that occur during the IKE transactions. Extended logging is not enabled

by default.

The following table lists the syslog messages that are generated when extended logging for IKE transactions is enabled. In these
messages, X represents the exchange type, which can have one of the values:

+ IKE_SALINIT

+  IKE_AUTH

+  CREATE_CHILD_SA

+ INFORMATIONAL are not logged.

NOTE

Messages with empty payloads, for example, IKEv2 keepalive messages are not logged.

Type

Receive Packets

Send Packets
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Description

Packets received by IKE peer during the IKE transaction.

Example Aug 12 01:51:20:1: IKEv2: Pkt rcvd with Src <source-address> Dest
<destination- address> SPI <SPI-ID> Exchg <X> Pkt len: XX Seq: YY Pkt
content <Hex dump of the packet from L2 header>

Packets sent by IKE peer during the IKE transaction.
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Description

Example Aug 12 01:51:21:1: IKEv2: Pkt sent with Src <source-address> Dest
<destination- address> SPI <SPI-ID> Exchg <X> Pkt len: XX Seq: YY Pkt
content <Hex dump of the packet from L2 header>

Send or Receive packets that were fragmented during the IKE transaction.

Example Aug 12 01:51:21:I: IKEv2: Pkt sent with Src <source-address> Dest
<destination-address> SPI <SPI-ID> Exchg <X> Pkt len XX Seq:YY Frag:Z Frag
len: ZZ Pkt Content <Hex dump of the packet from L2 header>

PKI transaction default logging syslogs

The syslogs contain logs of events that occur during the PKI transactions. Default logging is enabled by default.

The default logging syslogs contain almost all of the information in extended logging syslogs for PKI transactions. The extended logging
syslogs include a hex dump for the message, which is not included in default logging syslogs.

PKI transaction extended logging syslogs

The syslogs contain logs of events that occur during PKI transactions and of packets sent and received during PKI transactions.
Extended logging is not enabled by default.

Extended logging syslogs include a hex dump for the message, which is not included in default logging syslogs. The hex dump follows

the text of the message.

The types of syslogs are:

+  Connection establishment events

«  PKl user certificate request packets

+  PKIl authentication packets

+  Certification Revocation List (CRL) and Online Control Status Protocol (OCSP) packets

«  Manual import of certificate from external server, and peer certificate download

+  Close connection requests

NOTE

Information on fragmented packets is displayed only if packet is fragmented to fit in

syslog.

The following tables list the PKI extended logging syslog messages.

TABLE 33 Connection establishment events

Event

Connection Request

Connection Successfully Established

Description

All connection request events to external entities are logged, including:
+ Connection request events to Certificate Authority (CA)
+ Connection request events to external server for to download peer certificate

+ Connection request events to import local certificates
Example Aug 12 10:11:12:1: PKI: connection reg is sent to host:<hostname> for
trust point<trustpoint name> Event:<event no>, pkt:<pkt no>,
pkt_len:<pkt len>, fragment:<frag no>: frag len:<frag len>:<hex dump>

All connection successfully established events.

Example 2Aug 12 10:11:12:I: pki: connection to host:<hostname> is success for
trustpoint <trustpoint name> Event:<event no>, pkt:<pkt no>,

pkt len:<pkt len>, fragment:<frag no>: frag len:<frag len>:<hex dump>
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TABLE 34 PKI| user certificate request packets

Type

Enrollment Request

Enrollment Response

TABLE 35 PKI authentication packets
Type

Authentication Request

Authentication Reply

Description

All enrollment request packets are logged. The message includes the trust point name, CA name, and
request type. The enrollment request types are:

. PKCSREQ

. GETCERTINITIAL
Example Aug 12 10:11:12:I: PKI: enrollment req PKCSREQ/ GETCERTINITIAL sent
for trust point :< trustpoint name> to CA :< hostname> Event:<event no>,
pkt:<pkt no>, pkt len:<pkt len>, fragment:<frag no>:
frag len:<frag len>:<hex dump>

All enrollment response packets are logged. The message indicates whether the enrollment response
is valid or invalid for the trust point (by name). For valid responses, the response status is included. If
the response status is successful, the enrollment status is also indicated. If enrollment fails, the reason
for failure is given.

Example Aug 12 10:11:12:I: PKI: valid/invalid pki enrollment response
received for trust point:<trustpoint name> pki status: success/pending
enrollment status: failure/success. <Failure reason> Event:<event no>,
pkt:<pkt no>, pkt len:<pkt len>, fragment:<frag no>:

frag len:<frag len>:<hex dump>

Description

Authentication requests sent to CA and RA for certificates are logged.

Example Aug 12 10:11:12:I: PKI: authenticate request sent for trust
point :< trustpoint name> to CA :< hostname> Event:<event no>,
pkt:<pkt no>, pkt len:<pkt len>, fragment:<frag no>:

frag len:<frag len>:<hex dump>

Authentication replies from the CA are logged. The reply includes the CA and RA certificates and the
trust point authentication status. If authentication fails, the reason for failure is given.

Example Aug 12 10:11:12:1: PKI: authentication reply for
trustpoint:<trustpoint name> pki authentication success/failure <failure
reason> Event:<event no>, pkt:<pkt no>, pkt len:<pkt len>,
fragment:<frag no>: frag len:<frag_ len>:<hex dump>

TABLE 36 Certification Revocation List (CRL) and Online Control Status Protocol (OCSP) packets

Type
Request for CRL or OCSP Packets

CA or OCSP Responder Reply

Description

PKI requests for CRL or for OCSP packets are logged (the requests are based on revocation check
configuration).

Example Aug 12 10:11:12 :I: PKI: crl/ocsp req sent for trust point :<
trustpoint name> to CA :< hostname> Event:<event no>, pkt:<pkt no>,
pkt_len:<pkt len>, fragment:<frag no>: frag len:<frag len>:<hex dump>

PKI responses to the requests for CRL or for OCSP packets are logged. During this process, the peer
certificate is validated and the certificate’s revocation status is checked based on the CA or OCSP
reply. Validation status is also logged. If validation fails, the reason for failure is given.

Example Aug 12 10:11:12 :I: PKI:crl/ocsp reply for
trustpoint:<trustpoint name>. Peer certificate <serial number> validation
success/failed <failure reason> Event:<event no>, pkt:<pkt no>,

pkt len:<pkt len>, fragment:<frag no>: frag len:<frag len>:<hex dump>

The message in the following table apply to the manual import of certificates from external servers (in contrast to being imported from the device’s flash
memory). No validation checks are performed and no messages related to validation are logged.
TABLE 37 Manual import of certificate from external server, and peer certificate download

Type

Request for Certificate
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Description

Scenario Manual import of certificate from external server
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TABLE 37 Manual import of certificate from external server, and peer certificate download (continued)

Type

Certificate Request Reply

Description
Requests for certificates from external server are logged. The request includes the server URL.

Example Aug 12 10:11:12 :I: PKI: certificate request for trustpoint/peer
certificate <http url> Event:<event no>, pkt:<pkt no>, pkt len:<pkt len>,
fragment:<frag no>: frag len:<frag len>:<hex dump>

Scenario Manual import of certificate from external server
Replies from external server to request for certificates are logged. The reply includes the certificate.

Example Aug 12 10:11:12 :I: PKI: certificate reply for trustpoint/peer
certificate from <http url> Event:<event no>, pkt:<pkt no>,
pkt len:<pkt len>, fragment:<frag no>: frag len:<frag len>:<hex dump>

The message in the following table apply to scenarios in which the peer doesn't directly provide the certificate, but instead gives the URL of the certificate.
PKl is used to download the certificate. Validation may happen next in a different step, but is not part of the request processing. For this reason, validation

results are not logged.

TABLE 38 Manual import of certificate from external server, and peer provides certificate URL

Type

Request for Certificate

Certificate Request Reply

TABLE 39 Close connection requests
Type

Close Connection Request

Description

Scenario Import of certificate from external server based on URL provided by peer
Requests for certificates from external server are logged. The request includes the server URL.

Example Aug 12 10:11:12 :I: PKI: certificate request for trustpoint/peer
certificate <http url> Event:<event no>, pkt:<pkt no>, pkt len:<pkt len>,
fragment:<frag no>: frag len:<frag len>:hex dump>

Scenario Import of certificate from external server based on URL provided by peer
Replies from external server to request for certificates are logged. The reply includes the certificate.

Example Aug 12 10:11:12 :I: PKI: certificate reply for trustpoint/peer
certificate from <http url> Event:<event no>, pkt:<pkt no>,
pkt len:<pkt