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This section discusses the conventions used in this guide, ways to provide feedback, additional help, and other Extreme Networks®
publications.

Conventions

This section discusses the conventions used in this guide.

Notes, cautions, and warnings

Notes, cautions, and warning statements may be used in this document. They are listed in the order of increasing severity of potential

hazards.

A\
A

NOTE
A Note provides a tip, guidance, or advice, emphasizes important information, or provides a reference to related information.

ATTENTION
An Attention statement indicates a stronger note, for example, to alert you when traffic might be interrupted or the device might
reboot.

CAUTION
A Caution statement alerts you to situations that can be potentially hazardous to you or cause damage to hardware,
firmware, software, or data.

DANGER
A Danger statement indicates conditions or situations that can be potentially lethal or extremely hazardous to you. Safety
labels are also attached directly to products to warn of these conditions or situations.

Text formatting conventions

Text formatting conventions such as boldface, italic, or Courier font may be used to highlight specific words or phrases.

Format
bold text

italic text

Description

|dentifies command names.
|dentifies keywords and operands.
Identifies the names of GUI elements.

|dentifies text to enter in the GUI.

|dentifies emphasis.
Identifies variables.

|dentifies document titles.

Extreme Netlron Layer 3 Routing Configuration Guide, 6.3.00a
9036116-00 23



Documentation and Training

Format Description

Courier font |dentifies CLI output.

Identifies command syntax examples.

Command syntax conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of parameters and their logical
relationships.

Convention Description

bold text Identifies command names, keywords, and command options.
italic text Identifies a variable.

[] Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

{x|lylz} A choice of required parameters is enclosed in curly brackets separated by vertical bars. You must select
one of the options.

x|y A vertical bar separates mutually exclusive elements.

<> Nonprinting characters, for example, passwords, are enclosed in angle brackets.

Repeat the previous element, for example, memberlmember...].

\ Indicates a “soft” line break in command examples. If a backslash separates two lines of a command
input, enter the entire command at the prompt without the backslash.

Documentation and Training

To find Extreme Networks product guides, visit our documentation pages at:

Current Product Documentation www.extremenetworks.com/documentation/

Archived Documentation (for earlier versions and ~ www.extremenetworks.com/support/documentation-archives/
legacy products)

Release Notes www.extremenetworks.com/support/release-notes
Hardware/Software Compatibility Matrices https://www.extremenetworks.com/support/compatibility-matrices/

White papers, data sheets, case studies, and other  https:/www.extremenetworks.com/resources/
product resources

Training

Extreme Networks offers product training courses, both online and in person, as well as specialized certifications. For more information,
visit www.extremenetworks.com/education/.

Getting Help

If you require assistance, contact Extreme Networks using one of the following methods:
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Providing Feedback to Us

Extreme Portal Search the GTAC (Global Technical Assistance Center) knowledge base, manage support cases and service
contracts, download software, and obtain product licensing, training, and certifications.
The Hub A forum for Extreme Networks customers to connect with one another, answer questions, and share ideas and

feedback. This community is monitored by Extreme Networks employees, but is not intended to replace specific
guidance from GTAC.

Call GTAC For immediate support: 1-800-998-2408 (toll-free in U.S. and Canada) or +1 408-579-2826. For the support
phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:
Your Extreme Networks service contract number and/or serial numbers for all involved Extreme Networks products
« A description of the failure
«  Adescription of any action(s) already taken to resolve the problem
A description of your network environment (such as layout, cable type, other relevant environmental information)
+ Network load at the time of trouble (if known)
+  The device history (for example, if you have returned the device before, or if this is a recurring problem)

Any related RMA (Return Material Authorization) numbers

Subscribing to Service Notifications

You can subscribe to email notifications for product and software release announcements, Vulnerability Notices, and Service
Notifications.

1. Go to www.extremenetworks.com/support/service-notification-form.
2. Complete the form with your information (all fields are required).

3. Select the products for which you would like to receive notifications.

NOTE
You can modify your product selections or unsubscribe at any time.

4. Click Submit.

Providing Feedback to Us

Quality is our first concern at Extreme Networks, and we have made every effort to ensure the accuracy and completeness of this
document. We are always striving to improve our documentation and help you work better, so we want to hear from you! We welcome all
feedback but especially want to know about:

+  Content errors or confusing or conflicting information.
« lIdeas for improvements to our documentation so you can find the information you need faster.
Broken links or usability issues.
If you would like to provide feedback to the Extreme Networks Information Development team, you can do so in two ways:
«  Use our short online feedback form at https://www.extremenetworks.com/documentation-feedback/.

. Email us at documentation@extremenetworks.com.

Please provide the publication title, part number, and as much detail as possible, including the topic heading and page number if
applicable, as well as your suggestions for improvement.
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Supported hardware and software

End of Support for ExtremeSwitching CES 2000 Series devices

Beginning with Netlron OS 6.3.00a and later, the ExtremeSwitching CES 2000 Series devices are not supported. Refer to the End of
Sale and End of Support page for additional information.

The hardware platforms in the following table are supported by this release of this guide.

TABLE 1 Supported devices

ExtremeRouting XMR Series ExtremeRouting MLX Series ExtremeRouting CER 2000 Series
XMR 4000 MLX-4 CER 2024C
XMR 8000 MLX-8 CER-RT 2024C
XMR 16000 MLX-16 CER 2024F
XMR 32000 MLX-32 CER-RT 2024F

MLXe-4 CER 2048C

MLXe-8 CER-RT 2048C

MLXe-16 CER 2048CX

MLXe-32 CER-RT 2048CX

CER 2048F

CER-RT 2048F
CER 2048FX
CER-RT 2048FX

What’s new in this document

NOTE
The Netlron 6.3.00 release (the image files and the documentation) is no longer available from the Extreme Portal. New
software features introduced in release 6.3.00 are included in release 6.3.00a.

On October 30, 2017, Extreme Networks, Inc. acquired the data center networking business from Brocade Communications Systems,
Inc. This document has been updated to remove or replace references to Brocade Communications, Inc. with Extreme Networks., Inc., as
appropriate.
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How command information is presented in this guide

The following table includes descriptions of new information added to this guide for this software release.
Feature Description Described in

BGP Large Communities The BGP Large Communities attribute is BGP Large Communities on page 308
defined as an optional path attribute of variable
length (an unordered set of Large Community
values. Each Large Community value is encoded
as a 12-byte quantity.

For the complete list of supported features and the summary of enhancements and configuration notes for this release, refer to the

Extreme Netlron OS Release Notes.

How command information is presented in this guide

Starting with Extreme Netlron 5.6.00, command syntax and parameter descriptions are removed from commands that are referenced in
configuration tasks. To find the full description of a specific command, including all required and optional keywords and variables, refer to

the Extreme Netlron Command Reference for your software release.
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Basic ARP configuration

Address Resolution Protocol (ARP) enables a device to obtain the MAC address of another device'’s interface based on the other's IP
address.

ARP is enabled by default and cannot be disabled.

How ARP works

The following figure illustrates the purpose of ARP. If Device A wants to communicate with Device B, knowing the IP address of Device B
is not sufficient. The MAC address is also required. ARP supplies the MAC address.

FIGURE 1 ARP supplies the MAC address corresponding to an IP address

P IP
Address A Address B

MAC MAC
Address A Address B

The Netlron OS device needs to know a destination's MAC address when forwarding traffic because this device encapsulates the IP
packet in a Layer 2 packet (MAC layer packet) and sends the Layer 2 packet to a MAC interface on a device directly attached to the
Netlron OS device. The device can be the packet’s final destination or the next-hop router toward the destination.

The Netlron OS device encapsulates IP packets in Layer 2 packets regardless of whether the ultimate destination is locally attached or is
multiple router hops away. Since the Netlron OS device’s IP route table and IP forwarding cache contain IP address information but not
MAC address information, the Netlron OS device cannot forward IP packets based solely on the information in the route table or
forwarding cache. The Netlron OS device needs to know the MAC address that corresponds with the IP address of either the packet’s
locally attached destination or the next-hop router that leads to the destination.
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Basic ARP configuration

For example, to forward a packet whose destination is multiple router hops away, the Netlron OS device must send the packet to the
next-hop router toward its destination, or to a default route or default network route if the IP route table does not contain a route to the
packet’s destination. In each case, the Netlron OS device must encapsulate the packet and address it to the MAC address of a locally
attached device, the next-hop router toward the IP packet’s destination.

To obtain the MAC address required for forwarding a datagram, the Netlron OS device does the following:

1. First, the device looks in the ARP cache (not the static ARP table) for an entry that lists the MAC address for the IP address. The
ARP cache maps IP addresses to MAC addresses. The cache also lists the port attached to the device and, if the entry is
dynamic, the age of the entry. A dynamic ARP entry enters the cache when the device receives an ARP reply or receives an
ARP request (which contains the sender’s IP address and MAC address). A static entry enters the ARP cache from the static
ARP table (which is a separate table) when the interface for the entry comes up. To ensure the accuracy of the ARP cache, each
dynamic entry has its own age timer. The timer is reset to zero each time the Netlron OS device receives an ARP reply or ARP
request containing the IP address and MAC address of the entry. If a dynamic entry reaches its maximum allowable age, the
entry times out, and the software removes the entry from the table. Static entries do not age out and can be removed only by
you.

2. If the ARP cache does not contain an entry for the destination IP address, the Netlron OS device broadcasts an ARP request
out all its IP interfaces. The ARP request contains the IP address of the destination. If the device with the IP address is directly
attached to the Netlron OS device, the device sends an ARP response containing its MAC address. The response is a unicast
packet addressed directly to the Netlron OS device. The Netlron OS device places the information from the ARP response into
the ARP cache. ARP requests contain the IP address and MAC address of the sender, so all devices that receive the request
learn the MAC address and IP address of the sender and can update their own ARP caches accordingly.

NOTE
The ARP request broadcast is a MAC broadcast, which means the broadcast goes only to devices that are directly attached to
the Netlron OS device. A MAC broadcast is not routed to other networks. However, some routers, including the Netlron OS

device, can be configured to reply to ARP requests from one network on behalf of devices on another network. Refer to "Proxy
ARP’

NOTE

If the device receives an ARP request packet that it is unable to deliver to the final destination because of the ARP timeout and
no ARP response is received (the Netlron OS device knows of no route to the destination address), the device sends an ICMP
Host Unreachable message to the source.

Rate limiting ARP packets

For rate-limiting purposes, ARP traffic destined for the CPU is assigned a separate global QoS ID OxFFE. You can configure the rate-
limit parameters using the following global CONFIG command.

device (config)# ip rate-limit arp policy-map policy-map-name

By default, the rate-limit parameters for QoS 1D OxFFE will be initialized to allow line-rate traffic. The rate-limit parameters specified
using the policy-map are applicable on a per-PPCR basis.

To display ARP accounting statistics, enter the following command.
device (config)# show rate-limit arp

This command displays the byte counters corresponding to QoS ID OxFFE.
device (config)# clear rate-limit arp

This command clears the byte counters corresponding to QoS ID OxFFE.
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Basic ARP configuration

When priority-based rate limiting is enabled, QoS IDs Ox3FE, Ox7FE and OxBFE will be re-mapped to OxFFE. When priority-based rate
limiting is disabled, QoS IDs Ox3FE, Ox7FE and OxBFE will not be re-mapped to OxFFE. In either case, only QoS ID OxFFE will be
added to the list of used QoS IDs.

To enable the dynamic addition, deletion, or change in rate-limit values of a policy-map, enter the following command.
device (config)# ip rate-limit arp policy-map policy-map-name

This command takes effect automatically, without unbinding and rebinding the ARP RL policy. If the ARP Rate Limit policy specifies an
undefined policy-map, rate limit values are initialized to line-rate values. Dynamic enabling and disabling of priority based rate limiting on
a global basis takes effect automatically for the ARP RL policy.

NOTE
ARP packets destined for the CPU will be not be rate-limited by interface-level Layer 2 RL-ACLs. To rate-limit switched ARP
packets using interface-level Layer 2 ACLs, you must define an explicit ACL filter with an "etype arp” option, as shown in the
following example:
To define an explicit ACL filter, enter commands similar to the following.
device (config) # access-1list 410 permit any any any etype arp

device (config)# int eth 4/1
device (config-if-el0000-4/1)# rate-limit in access-gr 410 policy-map view

NOTE
Since ARP packets are broadcast packets, ARP packets are switched by default within a VLLAN by the CPU. Thus to rate-limit
switched ARP packets using interface-level Layer 2 ACLs, you must also configure vlan-cpu-protection.

Changing the ARP aging period

When the Extreme device places an entry in the ARP cache, the Extreme device also starts an aging timer for the entry. The aging timer
ensures that the ARP cache does not retain learned entries that are no longer valid. An entry can become invalid when the device with the
MAC address of the entry is no longer on the network. The underlying MAC aging out causes deletion of the corresponding ARP entries.

The ARP age affects dynamic (learned) entries only, not static entries. The default ARP age is ten minutes. On the Extreme device, you
can change the ARP age to a value from O through 240 minutes. If you set the ARP age to zero, aging is disabled and entries do not age
out.

To globally change the ARP aging parameter to 20 minutes, enter the following command.
device (config)# ip arp-age 20
Syntax: [no] ip arp-age num

The num parameter specifies the number of minutes and can be from O through 240. The default is 10. If you specify O, aging is
disabled.

To override the globally configured IP ARP age on an individual interface, enter a command such as the following at the interface
configuration level.

device (config-if-el000-1/1)# ip arp-age 30

Enabling proxy ARP
Proxy ARP allows a device to answer ARP requests from devices on one network on behalf of devices in another network.

Since ARP requests are MAC-layer broadcasts, they reach only the devices that are directly connected to the sender of the ARP request.
Thus, ARP requests do not cross routers.
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For example, if Proxy ARP is enabled on a device connected to two subnets, 10.10.10.0/24 and 10.20.20.0/24, the device can
respond to an ARP request from 10.10.10.69 for the MAC address of the device with IP address 10.20.20.69. In standard ARP, a
request from a device in the 10.10.10.0/24 subnet cannot reach a device in the 10.20.20.0 subnet if the subnets are on different
network cables, and thus is not answered.

NOTE
An ARP request from one subnet can reach another subnet when both subnets are on the same physical segment (Ethernet
cable), since MAC-layer broadcasts reach all the devices on the segment.

Proxy ARP is disabled by default.

To enable IP proxy ARP, enter the following command.
device (config) # ip proxy-arp

To again disable IP proxy ARP, enter the following command.

device (config) # no ip proxy-arp

Enabling local proxy ARP

Under some Layer-2 configurations such as uplink-switch or private VLAN, broadcast packets are not flooded to every port in a VLAN.
In these configurations, an ARP request from one host may not reach another host. Enabling the local-proxy ARP feature on a port
directs the device to reply on behalf of a target host if it exists. The ARP reply returned contains the device’s mac address instead of the
mac address of the target host. In this transaction, the traffic sent to the target host is Layer-3 forwarded rather than Layer-2 switched.

To enable local-proxy ARP, the global-level command ip proxy-arp must first be enabled as described in Enabling proxy ARP on page
31. After ip proxy-arp is enabled globally, local-proxy ARP can be enabled on a specified interface using the following command.
device# configure terminal

device (config) # interface ethernet 1/1
device (config-if-el000-1/1)# ip local-proxy-arp

Disabling gratuitous ARP requests for local proxy ARP

When local proxy ARP is configured under the IP interface, a device replies to ARP requests on behalf of the hosts inside the subnet
using its own MAC address. In this configuration, when a host comes up, the host tries to ping its own IP address to make sure there is
no duplicated IP address by issuing a gratuitous ARP request (sender address equals target address) to its own IP address. The device
will reply to this request because it is required under the local proxy ARP configuration. When the host receives the ARP reply, the host
incorrectly assumes that there is another host using the same IP address.

By default, the device drops all ARP packets sent from its own interface. When the ignore-gratuitous-arp parameter is turned on, the
device will not reply to a gratuitous ARP request even if the target protocol address matches the configured interface IP address.

To enable the ignore-gratuitous-arp parameter when the ip local-proxy-arp command is turned on, enter the following command.
device (config-if-el000-1/6)# ip local-proxy-arp ignore-gratuitous-arp

To disable only the ignore-gratuitous-arp parameter when local proxy ARP is configured, enter the following command.
device (config-if-el000-1/6)# no ip local-proxy-arp ignore-gratuitous-arp

To disable both local-proxy-arp and the ignore-gratuitous-arp, enter the following command.

device (config-if-el000-1/6)# no ip-local-proxy-arp
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Static ARP entries

Static ARP entries are added to the ARP cache when you configure the entries.

Static ARP entries are useful when you want to pre-configure an entry for a device that is not connected to the Netiron OS device or
when you want to prevent a particular entry from aging out. The software removes a dynamic entry from the ARP cache if the ARP aging
interval expires before the entry is refreshed. Static entries do not age out, regardless of whether the device receives an ARP request from
the device that has the entry’s address.

NOTE
For task details, refer to Configuring static ARP on a VLLAN and port on page
37.

Changing the ARP timer

When an entry is initially added to the ARP table, it is listed as "Pending.” When it is in this state, a series of ARP requests are made to
determine if it is a valid entry. If the first attempt succeeds, the status of the entry is changed to "dynamic.” It is then subject to the normal
rules for dynamic entries. If three attempts fail, the entry is removed from the table.

The ARP timer determines the amount of time that elapses after the ARP request is sent before determining that the request has
failed.The arp-timer command allows you change the length of the ARP timer as shown in the following.

device (config)# ip arp-timer 12
Syntax: [no] ip arp-timer timer-value

The timer-value variable has now been changed so that you are able to enter a value between 1 and 500. Each increment represents
100 ms. Consequently, the minimum value of 1 equals 100 ms.

The default value is 10 which equals 1 sec.

This value can be used to adjust how frequently an ARP request is sent out for a pending ARP entry.

Changing the ARP pending retry timer

The ARP Pending Retry Timer for this device will send out three ARP request packets for the configured period until ARP is resolved to
prevent large amounts of ARP requests from flooding the network during network host scanning activity. The ARP Pending Retry Timer
is configurable depending upon the requirements of your system configurations.

The arp-pending-retry-timer command allows you to change the length of the ARP pending retry timer as shown in the following.
device (config)# ip arp-pending-retry-timer 120
Syntax: [no] ip arp-pending-retry-timer timer-value

The timer-value variable is a value between 10 to 3600 seconds. The default value is 60 seconds.

Generating syslog notification for differing Ethernet source MAC and ARP
sender MAC addresses

The Netlron OS devices generate a syslog notification whenever there is a mismatch between the Layer 2 header source MAC address
and the ARP sender MAC address.

This syslog notification is supported on the XMR Series, MLX Series, CER 2000 Series, and CES 2000 Series platforms.
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Configuration step
Enter the logging enable mac-mismatch-detection command for syslog notification due to MAC address mismatch.

The syslog message helps you identify the root cause for the traffic outage scenario and you can proceed with the static MAC address
workaround in MCT by configuring the static MAC address in the CCEP port. The following syslog message is displayed when there is a
MAC address mismatch.

SYSLOG: <14>Dec 16 05:53:23 MLX 1 MAC MISMATCH DETECTION: ARP pkt received with diff eth source MAC
and diff ARP sender MAC. Eth src MAC: 0024.3892.4c02 ARP sender MAC: 0034.2867.2c01.

Displaying ARP entries
You can display the ARP cache and static ARP tables.

The ARP cache contains entries for devices attached to the Netlron OS device. The static ARP table contains user-configured ARP
entries. An entry in the static ARP table enters the ARP cache when the entry’s interface comes up.

Displaying the ARP cache
To display the contents of the ARP cache, enter the following command at any CLI level.

device# show arp
Total number of ARP entries: 5

IP Address MAC Address Type Age Port
1 10.95.6.102 0800.5afc.ea2l Dynamic 0 6
2 10.95.6.18 00a0.24d2.04ed Dynamic 3 6
3 10.95.6.54 00a0.24ab.cd2b Dynamic 0 6
4 10.95.6.101 0800.207c.a7fa Dynamic 0 6
5 10.95.6.211 00c0.2638.ac9c Dynamic 0 6
6 10.30.30.15 none Pending 0 vl

Displaying the static ARP table
To display the static ARP table, enter the following command at any CLI level.

device# show ip static-arp
Total no. of entries: 4

Index IP Address MAC Address Port VLAN ESI
1 10.1.1.1 0001.0001.0001 1/1
2 10.6.6.2 0002.0002.0002 1/2
3 10.6.6.7 1111.1111.1111 2/1...
Ports : ethe 2/1 to 2/7 ethe 3/1 to 3/2
4 10.7.7.7 0100.5e42.7£40 3/3

This example shows four static entries, one of which is multi-port. Multi-port static ARP entries are supported only on the XMR Series
and MLX Series devices. Note that for multi-port entries the Port column shows a single port number followed by an ellipsis; the full list
of ports associated with that ARP entry is displayed on the following line.

Dynamic ARP inspection

NOTE
This feature is supported on Layer 2 and Layer 3 code.
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Dynamic ARP Inspection (DAI) enables the device to intercept and examine all ARP request and response packets in a subnet and
discard those packets with invalid IP to MAC address bindings. DAl can prevent common man-in-the-middle (MiM) attacks such as ARP
cache poisoning, and disallow mis-configuration of client IP addresses.

ARP poisoning

ARP provides IP communication within a Layer 2 broadcast domain by mapping an IP address to a MAC address. Before a host can talk
to another host, it must map the IP address to a MAC address first. If the host does not have the mapping in its DAI table, it creates an
ARP request to resolve the mapping. All computers on the subnet will receive and process the ARP requests, and the host whose IP
address matches the IP address in the request will send an ARP reply.

An ARP poisoning attack can target hosts, switches, and routers connected to the Layer 2 network by poisoning the ARP caches of
systems connected to the subnet and by intercepting traffic intended for other hosts on the subnet. For instance, a malicious host can
reply to an ARP request with its own MAC address, thereby causing other hosts on the same subnet to store this information in their DAI
tables or replace the existing ARP entry. Furthermore, a host can send gratuitous replies without having received any ARP requests. A
malicious host can also send out ARP packets claiming to have an IP address that actually belongs to another host (e.g. the default
router). After the attack, all traffic from the device under attack flows through the attacker's computer and then to the router, switch, or
host.

How DAl works

DAI allows only valid ARP requests and responses to be forwarded.

A device on which ARP Inspection is configured does the following:
Intercepts ARP packets received by the system CPU
Inspects all ARP requests and responses received on untrusted ports

Verifies that each of the intercepted packets has a valid IP-to-MAC address binding before updating the ARP table, or before
forwarding the packet to the appropriate destination

Drops invalid ARP packets

When you enable ARP Inspection on a VLAN, by default, all member ports are untrusted. You must manually configure trusted ports. In
a typical network configuration, ports connected to host ports are untrusted. You configure ports connected to other switches or routers
as trusted.

DAl inspects ARP packets received on untrusted ports, as shown in Figure 2. DAI carries out the inspection based on IP-to-MAC
address bindings stored in a trusted binding database. For the Extreme device, the binding database is the ARP table, which supports
DA, DHCP snooping, and IP Source Guard. To inspect an ARP request packet, DAl checks the source IP and source MAC address
against the ARP table. For an ARP reply packet, DAI checks the source IP, source MAC, destination IP, and destination MAC addresses.
DAI forwards the valid packets and discards those with invalid IP-to-MAC address bindings.

When ARP packets reach a trusted port, DAI lets them through, as shown in Figure 2.
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FIGURE 2 Dynamic ARP inspection at work
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DAl uses the IP/MAC mappings in the ARP table to validate ARP packets received on untrusted ports. ARP entries in the ARP table
derive from the following:

ARP Inspection - statically configured VRF+VLAN +IP/MAC mapping.
ARP - statically configured VRF+IP/MAC/port mapping.
DHCP-Snooping ARP - information collected from snooping DHCP packets when DHCP snooping is enabled on VLLANS.

Configuring DAI

NOTE

An index number is no longer needed to configure static ARP
entries.

Follow the steps listed below to configure DAI.

1. Configure inspection of ARP entries for hosts on untrusted ports. Enable ARP Inspection on a VLAN to inspect ARP packets.

2. Configure the trust settings of the VLAN members. ARP packets received on trusted ports bypass the DAI validation process.
ARP packets received on untrusted ports go through the DAI validation process.

3. Enable DHCP snooping to populate the DHCP snooping IP-to-MAC binding database. Refer to DHCP binding database on
page 384 for more information.

The following shows the default settings of ARP Inspection.

Feature Default
Dynamic ARP Inspection Disabled
Trust setting for ports Untrusted

Enabling dynamic ARP inspection on a VLAN

ARP and Dynamic inspection ARP entries need to be configured for hosts on untrusted ports. Otherwise, when Dynamic ARP
Inspection checks ARP packets from these hosts against entries in the ARP table, it will not find any entries for them, and the device will
not allow and learn ARP from an untrusted host.
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Dynamic ARP Inspection is disabled by default. To enable Dynamic ARP Inspection on an existing VLAN or a range of VLANS, enter the
following command.

device (config)# ip arp-inspection vlan 18 to 20

The command enables Dynamic ARP Inspection on VLAN 18 through VLAN 20. ARP packets from untrusted ports in VLAN 18
through VLAN 20 will undergo Dynamic ARP Inspection.

Syntax: [no] ip-arp inspection vlan vlan_id to vlan_id

The vian_id variable specifies the ID of a configured VLAN or VLAN range. Valid VLAN ranges are 1-4090.

Configuring static ARP on a VLAN and port

In the Extreme device configuration, the DHCP binding database is integrated with the ARP Inspection table. The ARP inspection table
stores the DAl IP/MAC binding information, which is used to build the IP source guard ACL. The static arp command allows you to
configure both the vlan id and port parameters on a layer 2 interface.

To configure a static arp entry for a vlan id, enter the following command.

device (config)# arp 10.1.0.2 aabb.cc00.0100 vlian 10

Enabling trust on a port
The default trust setting for a port is untrusted. For ports that are connected to host ports, leave their trust settings as untrusted.
To enable trust on a port, enter commands such as the following.

device (config) # interface ethernet 1/4
device (config-if-el10000-1/4) # arp-inspection-trust

The commands change the CLI to the interface configuration level of port 1/4 and set the trust setting of port 1/4 to trusted.

Syntax: [no] arp-inspection-trust

Creating ARP entries

Static entries are useful in cases where you want to pre-configure an entry for a device that is not connected to the Extreme device, or
you want to prevent a particular entry from aging out. The software removes a dynamic entry from the ARP cache if the ARP aging
interval expires before the entry is refreshed. Static entries do not age out, regardless of whether the device receives an ARP request from
the device that has the entry’s address.

To create a static ARP entry for a static MAC entry, enter a command such as the following.
device (config)# arp 10.53.4.2 1245.7654.2348 vlan 10

The command adds a static ARP entry that maps IP address 10.53.4.2 to MAC address 1245.7654.2348. The entry is for a MAC
address connected to VLAN 10 of the Extreme device.

Syntax: [no] arp ip-addr mac-addr [ ethernet slot/port | vlan vlan_id ]

The ip-addr parameter specifies the IP address of the device that has the MAC address of the entry.

The mac-addr parameter specifies the MAC address of the entry.

The ethernets/ot/port command specifies the port number attached to the device that has the MAC address of the entry.

The vlan vian_id variable specifies the ID of a configured VLAN or VLAN range. Valid VLAN ranges are 1-4090.
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Creating multi-port ARP entries

On the device devices, multiple ports belonging to the same VE can be assigned to a single static ARP.

NOTE
The multi-port ARP feature can be used in a pure Layer 3 forwarding environment to forward IPv4 traffic to multiple ports and
should not be used in conjunction with Multi-port static MAC.

To create a multi-port static ARP entry, enter a command such as the following.
device (config)# arp 10.53.4.2 1245.7654.2348 multi-ports ethernet 2/1 to 2/7 ethernet 3/1 to 3/2

The command above adds a static ARP entry that maps IP address 10.53.4.2 to MAC address 1245.7654.2348. If all conditions are
met and the multi-port static ARP entry is instantiated in the dynamic ARP table, then packets with a destination IP address of 10.53.4.2
will be sent out on Ethernet ports 2/1-2/7 and 3/1-3/2.

Syntax: [no] arp ip address mac address [ port | multi-ports ethernet [ slot1/portl | [ slot1l/portl to slotl/port ] .. ethernet [ slot/port
to slot/port ] ]

The ip-address parameter specifies the IP address of the device that has the MAC address of the entry.
The mac-address parameter specifies the MAC address of the entry.

The ethernetslot/port command specifies the port number attached to the device that has the MAC address of the entry. (The ethernet
keyword is repeated before each individual port or range of ports to be included in the multi-port ARP entry.)

Consideration for VRF multi-port ARP entries

The configuration command above creates a static ARP entry associated with the default VRF. To configure the multi-port ARP for a
non-default VRF, first enter the configuration mode for the non-default VRF, then enter address family command mode using
commands such as the following.

config)# vrf test

config-vrf-test)# address-family ipv4

config-vrf-test-ipvéd)# arp 10.6.6.7 0001.0001.0001 multi-ports ethernet 2/1 to 2/7
config-vrf-test-ipv4)# ethernet 3/2 to 3/2

config-vrf-test-ipv4)# exit-address-family

config-vrf-test)# exit vrf

device
device
device
device
device
device

The above commands create a multi-port ARP entry associated with a non-default VRF called "test."

NOTE
This feature is supported on both the XMR Series, MLX Series and CER 2000 Series, CES 2000 Series series platforms.

Instantiation in the ARP table

NOTE
Configuring a multi-port static ARP entry does not automatically create a dynamic ARP
entry.

NOTE
The multi-port ARP feature can be used in a pure Layer 3 forwarding environment to forward IPv4 traffic to multiple ports and
should not be used in conjunction with Multi-port static MAC.

The following four conditions must be met in order for a user-created multi-port static ARP entry to be instantiated in the dynamic ARP
table:

1. All the ports configured in the multi-port static ARP entry need to belong to the same VE.
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2. The IP address of the multi-port static ARP entry needs to match the subnet of the VE to which the ports belong, and it must

be in the same VRF.
3. Atleast one of the ports in the configured port list needs to be up.
4.  MPLS uplink must not be configured on the VE that subnets the static ARP IP address.

If these four conditions are met, a conflict check is performed before adding the static ARP entry to the dynamic ARP table. If a
dynamic entry already exists with the same IP address and VRF, the static ARP will override the dynamic entry and packets will

be forwarded to the FID for this dynamic ARP entry.

Changes in these conditions (VE port membership changes, port up/down status changes, etc.) can trigger reevaluation of the

static ARP and may result in the entry being added to or removed from the ARP table.

Supported applications
PBR PBR supports use of a multi-port static ARP entry as an IP next hop.

Trunk ports Primary trunk ports can be configured in multi-port static ARPs. If a secondary trunk port is included in a multi-port

ARP entry, however, the trunk will not be deployed.

ARP inspection ARP inspection is performed for multi-port static ARPs the same as for normal static ARP entries.

Unsupported applications
IP tunnel If an IP tunnel’s next hop is resolved to a multi-port static ARP entry, the tunnel will not be brought up.

MPLS next-hop Configuring an MPLS uplink on the VE interface associated with a multi-port static ARP will prevent
instantiation of the ARP.

MCT The ICL ports in MCT and clients are not supported by multi-port static ARP and MAC.
PB/PBB The non-default port types are not supported by multi-port static ARP and MAC on PB/PBB.

Creating a floating static ARP entry

You can create a static ARP entry without port assignments.

When a floating static ARP entry (Static ARP Inspection entry without port defined) is added to ARP Inspection table, the mapping is

checked against the current static ARP table. If ARP entry with a matching IP but mismatch MAC is found, it will be deleted and a re-arp

on the IP will be issued.
When an ARP entry is deleted from ARP Inspection table, the corresponding entry in the static ARP table will also be deleted.
To create a floating static ARP entry for a static MAC entry, enter a command such as the following.

device (config)# arp 10.53.4.2 1245.7654.2348
The command adds a floating static ARP entry that maps IP address 10.53.4.2 to MAC address 1245.7654.2348.
Syntax: [no] arp ip-addr mac-addr [ ethernet portnum | vlan vlan_id ]
The jp-addr parameter specifies the IP address of the device that has the MAC address of the entry.

The mac-addr parameter specifies the MAC address of the entry.

The ethernet portnum parameter specifies the port number attached to the device that has the MAC address of the entry, and is only

valid for original static ARP entries.

The vlan vian_id parameter specifies the ID of a configured VLAN.
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Configuring a Virtual Routing Instance (VRF)
To configure a virtual routing instance (VRF), enter a command such as the following.

device (config)# vrf vpnl

Syntax: [no] vrf vrf-name

The vrf parameter specifies the virtual routing instance (VRF) specified by the variable vri-name.

Adding an ARP entry for a VRF

IP Addresses can be uniquely determined by VRF. The VLAN number is not needed because the VLAN information is obtained through
the ARP protocol. To define an ARP inspection entry for a specific VRF, enter commands such as the following.

device (config)# vrf vpnl
device (config-vrf-vpnl))#arp 10.53.4.2 1245.7654.2348 e 3/5

This command creates an ARP entry for vrf with IP address 10.53.4.2 and MAC address of 1245.7654.2348 on ethernet 3/5.
Syntax: [no] arp ip-addr mac-addr [ ethernet slot/port |

The vrf-name parameter specifies the VRF you are configuring a static ARP entry for.

The ip-addr parameter specifies the IP address of the device that has the MAC address of the entry.

The mac-addr parameter specifies the MAC address of the entry.

The ethernet slot/port variable specifies the port number attached to the device that has the MAC address of the entry.

Displaying ARP inspection information

You can display ARP inspection information using the show ip arp-inspection and the show ip static-arp commands as shown in the
following.

Displaying ARP inspection status and ports
To display the ARP inspection status for a VLAN and the trusted/untrusted ports in the VLAN, enter the following command.

device# show ip arp-inspection
ARP inspected VLANs:

1000

ARP inspection trusted ports:
ethe 2/1

Syntax: show ip arp-inspection [ vlan vlan_id ]

The vlan vian_id parameter specifies the ID of a configured VLAN.

Displaying ARP inspection statistics

You can use the show ip arp-statistics command to display ARP inspection counters for all ports on the device, as shown in the
following.

device# show ip arp-inspection-statistics

Module 1:

Port Arp Packets Captured Arp Packets Failed Inspection
1/1 0

1/2
1/3
1/4

o O oo

0
0
0
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1/5 0 0
1/6 0 0
1/7 0 0
1/8 0 0
1/9 0 0
1/10 0 0
1/11 0 0
1/12 0 0
1/13 0 0
1/14 0 0
1/15 0 0
1/16 0 0
1/17 0 0
1/18 0 0
1/19 0 0
1/20 0 0
Module 3:

Port Arp Packets Captured Arp Packets Failed Inspection
3/1 0 0
3/2 0 0
3/3 0 0
3/4 690 153

Specifying a port number with the show ip arp-statistics command displays the statistics for that port only, along with details of the last
five ARP packets that failed inspection, as shown in the following.

device# show ip arp-inspection-statistics ethernet 3/4
Arp packets captured: 695

Arp packets failed inspection: 158

Last 5 packets failed inspection:

Time Op Target IP Target Mac Source IP Source Mac Vlan
2007-10-24 18:53:28 2 10.1.1.1 000c.dbe2.9353 10.1.1.2 0000.0900.0005 1
2007-10-24 18:53:29 2 10.1.1.1 000c.dbe2.9353 10.1.1.2 0000.0900.0005 1
2007-10-24 18:53:30 2 10.1.1.1 000c.dbe2.9353 10.1.1.2 0000.0900.0005 1
2007-10-24 18:53:32 2 10.1.1.1 000c.dbe2.9353 10.1.1.2 0000.0900.0005 1
2007-10-24 18:53:33 2 10.1.1.1 000c.dbe2.9353 10.1.1.2 0000.0900.0005 1

Syntax: show ip arp-inspection-statistics [ slot slot-num | ethernet slot/port |

The slot option allows you to limit the display of ARP inspection statistics to the Ethernet interface module in the slot specified by the
slot-num variable.

The ethernet option allows you to limit the display of ARP inspection statistics to the port specified by the slot/port variable. It also
provides details of the last five ARP packets received by the specified port that failed inspection.

This display shows the following information.

TABLE 2 Show ip arp-inspection-statistics

This field... Displays...

Port The slot/port number.

Arp packets captured The number of ARP packets captured for the specified port.

Arp packets failed inspection The number of captured ARP packets that failed inspection for the

specified port.
The following fields apply to the first five packets that failed inspection on the specified port .

Time The date and time that the packet was received on the port.
Op The ARP operation mode.

Target IP The destination IP address of the ARP rejected packet.
Target MAC The destination MAC address of the ARP rejected packet.
Source IP The source IP address of the ARP rejected packet.

Source MAC The source MAC address of the ARP rejected packet.
VLAN The VLAN number of the ARP rejected packet.
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Displaying the ARP table
To display the ARP Inspection table, enter the following command.

device# show ip static-arp
Total no. of entries: 4

Index IP Address MAC Address Port VLAN ESI
1 10.1.1.1 0001.0001.0001 1/1
2 10.6.6.2 0002.0002.0002 1/2
3 10.6.6.7 1111.1111.1111 2/1...
Ports : ethe 2/1 to 2/7 ethe 3/1 to 3/2
4 10.7.7.7 0100.5e42.7£40 3/3

The command displays all ARP entries in the system.
The above output includes a multi-port static ARP entry.

Syntax: show ip static-arp

Clearing ARP inspection counters

You can use the clear arp-inspection-statistics command to clear the ARP inspection statistics counters for all ports on the device or for
a specified module or port as shown in the following.

clear arp-inspection-statistics ethernet 3/1

Syntax: clear ip arp-inspection-statistics [ slot slot-num | ethernet slot/port |

The slot option allows you to clear ARP inspection statistics for a single Ethernet interface module in a slot specified by the slot-num
variable.

The ethernet option allows you to clear ARP inspection statistics for a single port specified by the slot/port variable.

ARP Guard

Internet exchange points (IXPs) are designed based on a flat Layer 2 topology to provide any-to-any connectivity among BGP routers
from different ISPs, CSPs, and enterprises connected to it.

As an IP host, each BGP peering router makes use of ARP protocol to determine the MAC address of its BGP peers. Since ARP is not a
secure protocol, any BGP router can reply to the ARP request for any IP address, and any BGP router can generate gratuitous ARP to
claim ownership of any IP address in the router.

When the network administrator of a BGP border router connecting to the IXP incorrectly configures the router IP address or
unknowingly turns on the proxy-ARP feature on the interface facing the IXP, valid traffic may be sent to the wrong destination until the
ARP cache expires on the other routers.

The ARP Guard feature uses a set of ACL-like commands to build a table of allowed IP addresses on the link. As a result, when an ARP
reply, either due to gratuitous ARP or in response to a normal ARP request, is received on a port facing the BGP router, the ARP reply is
inspected based on the IP address parameters configured for the permit command. ARP packets that do not match the entries in the
ACL are dropped. Matching ARP packets are forwarded.
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ARP Guard use-case scenarios
The following scenarios are handled by ARP Guard.

Hijacking due to wrong configuration of IP address

The network diagram explains how ARP guard functions when IP is incorrectly configured on the network.

FIGURE 3 Layer 2 network with ARP Guard

MLXe Router B

20.0.0.2

MLXe

Router A
20.0.0.1

—
AS201 —

L2 network

Router C
20.0.0.22

Gratultous ARP
I am 20.0.0.2

In the previous figure, assume that the correct IP address for router C is 20.0.0.22, but the network administrator has mis-configured the
router IP address as 20.0.0.2 (which happens to be the IP address of router B from AS 1).

After entering the wrong IP address or after the link from router C to the MLXe comes up, router C sends out gratuitous ARP packets to
claim ownership of IP address 20.0.0.2. Without the ARP Guard enabled, router A may update its ARP entry for 20.0.0.2 with the MAC
address of router C, which causes traffic originally destined to router B to be black-holed on router C. When ARP Guard is enabled on
ML Xe devices, the devices are configured to allow gratuitous ARP packets for IP address 20.0.0.22 only from the link connecting to
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router C to enter the VLAN or VPLS Layer 2 network. When gratuitous ARP packets for IP address 20.0.0.2 are received from router C,
they are dropped, and a message may be logged.

ARP hijacking with proxy-ARP

The network diagram illustrates how ARP guard functions when proxy-ARP is enabled on the network.

FIGURE 4 Layer 2 network with ARP Guard
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In the previous figure, assume that the network administrator for router C configures its IP address correctly as 20.0.0.22 but
unknowingly turns on proxy-ARP. When router A tries to resolve the MAC address for the IP address 20.0.0.2 on router B through ARP,
router C sends an ARP reply claiming ownership of the IP address.

When ARP Guard is not enabled, router A may mistake the MAC address of router C as the MAC address for the IP address 20.0.0.2 of
router B, causing traffic originally destined to router B to be black-holed on router C. When ARP Guard is enabled on MLXe devices, the
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devices are configured to allow ARP replies for 20.0.0.22 only from the link connecting to router C to enter the VLAN or VPLS L2
network. ARP replies for IP address 20.0.0.2 from router C are dropped, and a message may be logged.

Configuration considerations and limitations for ARP Guard

ARP Guard configuration issues are as follows.

ARP Guard configuration is limited to "permit" options for the following parameters:

-  VLANID
- Source MAC address
- Source IP address

If a Layer 2 ACL is used to specify the arp-guard keyword to shunt ARP packets to the CPU, incoming traffic cannot be rate
limited. Because available CPU may be constrained when multiple Layer 2 ACLs are applied to the same interface, any increase
in the rate of ARP traffic to the CPU may create high CPU conditions.

Extreme recommends that you use a Layer 2 ACL to limit the rate of ARP traffic on an interface where ARP Guard is enabled.
ARP Guard is supported only on physical interfaces.

ARP Guard and IPv4 cannot be configured on the same physical interface.

ARP Guard cannot be configured on a route-only interface.

ARP Guard statistics are not retained after a switchover.

When ARP Guard is enabled on a LAG and a member port is removed from the LAG, ARP Guard properties are retained on the
port that has been removed from the LAG.

The show running-config command does not display ARP Guard configurations with default conditions.
When ARP Guard is enabled on any interface, the global route-only option cannot be configured on a device.

ARP Guard show commands are supported only for the management processor (MP).

Configuring ARP guard
The following commands configure ARP guard on a Netlron device.
Enabling filtering of incoming ARP packets to LP-CPU:

The following command enables the required L2 ACL rules to filter the incoming ARP packets to the CPU. In the following option, an
additional key word "arp-guard” is supported in the existing L2 access-list command syntax. The user should specify this key word when
creating the L2 ACL rules for filtering the ARP packets to CPU.

device (config) # access-list 400 permit any any any etype arp arp-guard
Syntax: [no] access-list num permit src-mac / mask | any dest-macfmask | any vian-id | any etype arp arp-guard
This configuration creates a standard Layer-2 ACL with an ID of 400.
etype arp : L2 ACL applied only for the ARP packets.
arp-guard : ARP-Guard will filter all the ARP packets to the LP-CPU.
Bind Layer 2 ACL to an interface:

Layer 2 ACL needs to be bound to an interface where ARP guard would be required. The below configuration will punt all incoming ARP
packets to LP-CPU based on the L2-ACL rules provided.

device (config-if-el10000-1/1) # mac access-group 400 in
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NOTE

The keyword "arp-guard” is mandatory for MLX Series and XMR Series series of device to handle the programming of the ARP
guard ACLs in hardware in order to punt the received ARP packets to LP CPU for processing.

For CER 2000 Series and CES 2000 Series platforms, by default all ARP packets are trapped to CPU. Hence, the keyword
"arp-guard” is not required to handle the programming of ARP guard ACLs in hardware. Also the binding of ACLs to the
associated interface is not required in CER 2000 Series and CES 2000 Series devices.

Creating ARP guard access-list table:

The rules for filtering of ARP packets are done through ACL like commands in the global configuration mode, which are configured
through the following commands. The no form of the command would disable that particular rule.

device
device
device
device
device
device

config)# arp-guard-access-list AS201
config-arp-guard-access—-1ist-AS201)# permit 1
config-arp-guard-access-1ist-AS201)# permit 1
config-arp-guard-access-1ist-AS201)# permit 1
config-arp-guard-access—-1ist-AS201)# permit 1
config-arp-guard-access-1ist-AS201)# permit 1

11.1111.1111

1111.2222.3333
Syntax: [no] arp-guard-access-list arp-guard-access-list

Syntax: [no] permit [vian-id] [src-ip-addr] [src-mac-addr] | [any]

Parameters

arp-guard-access-list specifies the name of the ARP guard access-list.

permit specifies the required set of rules for the associated ARP guard group.

Binding of ARP guard to an interface:

The following commands are used to enable ARP guard under the interface configuration mode. Using "log" option, would capture the
log information of the dropped ARP packet such as "the name of the port’, "vlan-id'(if any), "name of the ACL" which detected the
violation, "MAC-address", and "IP address". The no form of the command would disable ARP guard.

device (config-if-e10000-1/1)# arp-guard AS201
device (config-1f-el10000-1/1)# arp-guard AS201 log
device (config-if-el0000-1/1)# arp-guard AS201 log 20
Syntax: [no] arp-guard arp-guard-access-list log number of violations to cache
Parameters
arp-guard enables ARP guard in the interface configuration mode.
arp-quard-access-list specifies the name of the ARP guard access-list which contains the list of rules.

log option is used to log the information about the dropped packets.

number of violations to cache specifies the number of dropped packets to cache. Range is 5 to 32.

NOTE
If user does not specify number of violations, then by default; last 5 violated dropped packets will be printed on the active
console at every default interval or configured interval.

Modifying ARP guard rules:

If user modifies an existing bound ARP-Guard access-list, then apply-arp-guard command should be used to apply the changed rules
on the associated interfaces.

device (config-arp-guard-access-1ist-AS201) #apply-arp-guard

Syntax: apply-arp-guard
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apply-arp-guard will program all the newly updated rules (if any) for that session (console/telnet/SSH) to all the associated ports.

NOTE
Invalid rules will be discarded in the following scenarios.

+ When user jumps into different prompt from the ARP-Guard prompt.
+  When user triggers “end”/"exit” from the ARP-Guard prompt.
+ When the current session is closed (telnet/SSH).

« When the active MP switches over to the standby MP.
Steps to configure ARP guard:

1. Configure L2-ACL rules for ARP packet filtering to LP-CPU. The example below uses MAC ACLs, even RL ACLs can be used for the
same.

device (config) #access-list 400 permit any any any etype arp arp-guard
device (config-if-e1000-1/24) #mac access-group 400 in

2. Configure arp-guard-access-list to specify the set of rules/filters for this ARP ACL.

device (config) #arp-guard-access-list AS201
device (config-arp-guard-access-1list) #permit 20.0.0.2 0001.0002.0003
device (config-arp-guard-access-1list) #exit

3. Apply the arp-guard-access-list on the interface using the arp-guard command as shown below.

device (config) #interface ethe 1/1
device (config-if) #arp-guard AS201 log

Syslog Information

If log option is specified in the arp-guard command, then a syslog message is generated to log the dropped ARP packet. The arp-
guard-syslog-timer command can be used to modify the interval at which the syslogs need to be generated
Syslog message contains the following:
+  PortID
+  arp-guard-group name
+ VLAN-id (if any)
+ MAC address and the IP address
All violations are noted down in Software and at the configured syslog interval for the ARP Guard entry the violations are logged.

Following are the Syslog message output display:

SYSLOG: <14>Mar 14 1905 22:37:21 MLX-Distl ARP_GUARD DROP LOG:10 Violations occurred on port=4/1 having
Access Grp= AS201 Most recent 5 violations are:

SYSLOG: <14>Mar 14 1905 22:37:21 MLX-Distl ARP_GUARD DROP LOG:Violation occured at time Mar 14 22:37:20: on
Trunk port=4/1 having Access_ Grp=AS201, for the incoming packet with MAC ADDR=0000.5822.bf78
IP ADDR=1.1.1.2 VLAN: 1

SYSLOG: <14>Mar 14 1905 22:37:21 MLX-Distl ARP GUARD DROP LOG:Violation occured at time Mar 14 22:37:20: on
Trunk port=4/1 having Access Grp= AS201, for the incoming packet with MAC ADDR=0000.5823.0a%b
IP ADDR=2.1.1.2 VLAN: 1

SYSLOG: <14>Mar 14 1905 22:37:21 MLX-Distl ARP_GUARD DROP LOG:Violation occured at time Mar 14 22:37:20: on
Trunk port=4/1 having Access Grp= AS201, for the incoming packet with MAC ADDR=0000.5822.bf78
IP ADDR=1.1.1.2 VLAN: 1

SYSLOG: <14>Mar 14 1905 22:37:21 MLX-Distl ARP_GUARD DROP LOG:Violation occured at time Mar 14 22:37:20: on
Trunk port=4/1 having Access Grp= AS201, for the incoming packet with MAC ADDR=0000.5823.0a%b
IP ADDR=2.1.1.2 VLAN: 1
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The IP packet flow

Figure 5 shows how an IP packet moves through this device.
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FIGURE 5 IP Packet flow
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1. When the Extreme device receives an IP packet, the Extreme device checks for IP ACL filters on the receiving interface. If a
deny filter on the interface denies the packet, the Extreme device discards the packet and performs no further processing. If
logging is enabled for the filter, then the Extreme device generates a Syslog entry and SNMP trap message.

2. Ifthe packet is not denied, the Extreme device checks for Policy Based Routing (PBR). If the packet matches a PBR policy
applied on the incoming port, the PBR processing is performed and either drops the packet or forwards it to a port, based on

the route map rules.
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3. If the incoming packet does not match PBR rules, the Extreme device looks in the hardware IP routing table to perform IP
routing. The hardware routing table is pre-loaded with the complete routing table, except for the directly connected host entries.
Default and statically defined routes are also pre-loaded in the hardware routing table. If the incoming packet matches a route
entry, the packet is routed according to the information provided in the route entry. The ECMP and LAG load balancing is done
by the hardware, if needed, to select the outgoing port.

4. If there is no match in the IP routing table and a default route is not configured, the packet is dropped. For an IP packet whose
destination IP address is to a directly connected host, the first packet is forwarded to the CPU. If the ARP is resolved and the
host is reachable, the CPU creates a route entry in the hardware to route subsequent packets in hardware.

The software enables you to display the ARP cache and static ARP table, the IP route table, the IP forwarding cache.

You also can change the capacity of the following tables by changing the memory allocation for the table:
ARP cache table on page 51
Static ARP table on page 51
IP route table on page 52
|P forwarding cache on page 52

ARP cache table

The Address Resolution Protocol (ARP) is supported on the Extreme device. Refer to Basic ARP configuration on page 29.

The ARP cache contains entries that map IP addresses to MAC addresses. Generally, the entries are for devices that are directly attached
to the Extreme device.

An exception is an ARP entry for an interface-based static IP route that goes to a destination that is one or more router hops away. For
this type of entry, the MAC address is either the destination device’'s MAC address or the MAC address of the router interface that
answered an ARP request on behalf of the device, using proxy ARP.

The ARP cache can contain dynamic (learned) entries and static (user-configured) entries. The software places a dynamic entry in the
ARP cache when the Extreme device learns a device’s MAC address from an ARP request or ARP reply from the device.

The software can learn an entry when the Extreme device receives an ARP request from another IP forwarding device or an ARP reply.
: Dynamic entry

IP Address MAC Address Type Age Port
1 10.95.6.102 0800.5afc.ea2l Dynamic 0 6

Each entry contains the destination device’s IP address and MAC address.

Static ARP table
In addition to the ARP cache, the Extreme device has a static ARP table.

Entries in the static ARP table are user-configured. You can add entries to the static ARP table regardless of whether the device the entry
is for is connected to the Extreme device.

The software places an entry from the static ARP table into the ARP cache when the entry’s interface comes up.
: Static ARP entry

Index IP Address MAC Address Port
1 10.95.6.111 0800.093b.d210 1/1

Each entry lists the information you specified when you created the entry.
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To display ARP entries, refer to Displaying ARP entries on page 34.
To configure other ARP parameters, refer to Basic ARP configuration on page 29.

To increase the size of the ARP cache and static ARP table, refer to the following:

For dynamic entries, refer to the "Displaying and modifying default settings for system parameters”. The ip-arp parameter
controls the ARP cache size.

IP route table

The IP route table contains paths to IP destinations.

The IP route table can receive the paths from the following sources:
A directly-connected destination, which means there are no router hops to the destination
A static IP route, which is a user-configured route
A route learned through RIP
A route learned through OSPF
A route learned through IS-IS
A route learned through BGP4

The IP route table contains the best path to a destination:

When the software receives paths from more than one of the sources listed above, the software compares the administrative
distance of each path and selects the path with the lowest administrative distance. The administrative distance is a protocol-
independent value from 1 - 255.

When the software receives two or more best paths from the same source and the paths have the same metric (cost), the
software can load share traffic among the paths based on Layer 2, Layer 3 and TCP/UDP information.

IP route table

Destination Gateway Port Cost Type Uptime
10.0.0.0/8 10.20.176.1 mgmt 1 1/1 S 11m59s

Each IP route table entry contains the destination’s IP address and subnet mask and the IP address of the next-hop router interface to
the destination. Each entry also indicates the port attached to the destination or the next-hop to the destination, the route’s IP metric
(cost), and the type. The type indicates how the IP route table received the route.
Consider the following:

For learned routes, modify the ip-route parameter.

For static routes, modify the ip-static-route parameter.

IP forwarding cache

The Extreme device maintains a software cache table for fast processing of IP packets that are forwarded or generated by the CPU. The
cache also contains forwarding information that is normally contained in the IP routing table. For example, the cache contains information
on the physical outgoing port, priority, VLAN, and the type of cache entry. Also, cache entries have hardware information, which is useful
for debugging and aging.

There are two types of IP cache entries.

1. Directly connected host entries - These entries are created when the CPU receives the first packet destined to a directly
connected host. Host entries are set to age out after a certain period if no traffic is seen for that entry.
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2. Network entries - These entries are created when a route table entry is created in software. These entries are not subjected to
aging. A route table entry is created when routes are learned by routing protocols such as OSPF or when routes are statically
configured.

. IP forwarding cache

IP Address Next Hop MAC Type Port Vlan Pri
1 192.168.1.11 DIRECT 0000.0000.0000 PU n/a 0

Each IP forwarding cache entry contains the IP address of the destination, and the IP address and MAC address of the next-hop
router interface to the destination. If the destination is actually an interface configured on the Extreme device itself, as shown
here, then next-hop information indicates this. The port through which the destination is reached is also listed, as well as the
VLAN and Layer 4 QoS priority associated with the destination if applicable.

To display the IP forwarding cache, refer to Displaying the forwarding cache on page 128.

IP packet queuing

When the user wants to send a packet to a local host, the software looks up the IP in the ARP cache. If the address is found, it gets the
MAC address, constructs an Ethernet header with the correct source or destination MAC addresses, and sends it.

If the address is not found in the table, ARP broadcasts a packet to every host on the Ethernet, except the one from which it received the
packet. The packet contains the IP address for which an Ethernet address is sought. If a receiving host identifies the IP address as its
own, it will send its Ethernet address back to the requesting host.

For management of IP packet queuing when a packet is received for a directly connected host when there is no MAC address available,
the ip drop-arp-pending-packets command has been added to allow the packets in the CPU to be dropped.

To set all packets in the LP buffer to be dropped when ARP resolution is going on, enter a command such as the following:

device (confi
g) #ip drop-arp-pending-packets

Syntax: [no] ip drop-arp-pending-packets

Use theno ip drop-arp-pending-packets command to return to the default behavior of continue with pending IP packets while ARP
resolution.

Basic IP parameters and defaults

The following protocols are disabled by default:
Route exchange protocols (RIP, OSPF, IS-1S, BGP4)
Multicast protocols (IGMP, PIM-DM, PIM-SM)
Router redundancy protocols (VRRP-E, VRRP, FSRP)

Parameter changes in effect

Most IP parameters described in this chapter are dynamic. They take effect immediately, as soon as you enter the CLI command. You
can verify that a dynamic change has taken effect by displaying the running configuration.

To display the running configuration, enter the show running-config command.

To save a configuration change permanently so that the change remains in effect following a system reset or software reload, save the
configuration to the startup configuration file.
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To change the memory allocation, you must reload the software after you save the changes to the startup configuration file.

IP global parameters

The following table lists the IP global parameters, their default values, and where to find configuration information.

TABLE 3 IP global parameters
Parameter

IP state

IP address and mask notation

Router ID

IP Maximum Transmission Unit (MTU)

Address Resolution Protocol (ARP)

ARP rate limiting

ARP age

Proxy ARP

Static ARP entries

Time to Live (TTL)

54

Description

The Internet Protocol, version 4

Format for displaying an IP address and its
network mask information. You can enable one
of the following:

Class-based format; example:
192.168.1.1 255.255.255.0

Classless Interdomain Routing (CIDR)
format; example: 192.168.1.1/24

The value that routers use to identify themselves
to other routers when exchanging route
information. OSPF and BGP4 use router IDs to
identify routers. RIP does not use the router ID.

The maximum length an Ethernet packet can be
without being fragmented.

A standard IP mechanism that routers use to
learn the Media Access Control (MAC) address
of a device on the network. The router sends the
IP address of a device in the ARP request and
receives the device’'s MAC address in an ARP
reply.

Lets you specify a maximum number of ARP
packets the device will accept each second. If the
device receives more ARP packets than you
specify, the device drops additional ARP packets
for the remainder of the one-second interval.

The amount of time the device keeps a MAC
address learned through ARP in the device’s
ARP cache. The device resets the timer to zero
each time the ARP entry is refreshed and
removes the entry if the timer reaches the ARP
age.

Note: You also can change the ARP age on an
individual interface basis. Refer to |P interface
parameters on page S6.

An IP mechanism a router can use to answer an
ARP request on behalf of a host, by replying with
the interface’s own MAC address instead of the
host'’s.

An ARP entry you place in the static ARP table.
Static entries do not age out.

The maximum number of routers (hops) through
which a packet can pass before being discarded.
Each router decreases a packet's TTL by 1
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Default

Enabled

Note: You cannot disable IP.
Class-based

Note: Changing this parameter affects the
display of IP addresses, but you can enter
addresses in either format regardless of the
display setting.

The IP address configured on the lowest-
numbered loopback interface.

If no loopback interface is configured, then the
lowest-numbered IP address configured on the
device.

1500 bytes for Ethernet Il encapsulation

1492 bytes for SNAP encapsulation
Enabled

Disabled

Ten minutes

Disabled

No entries

64 hops



TABLE 3 IP global parameters (continued)

Parameter

Directed broadcast forwarding

Directed broadcast mode

Source-routed packet forwarding

Internet Control Message Protocol (ICMP)
messages

ICMP Router Discovery Protocol (IRDP)

Maximum BootP relay hops

Domain name for Domain Name Server (DNS)
resolver

Description

before forwarding the packet. If decreasing the
TTL causes the TTL to be O, the router drops
the packet instead of forwarding it.

A directed broadcast is a packet containing all
ones (or in some cases, all zeros) in the host
portion of the destination IP address. When a

router forwards such a broadcast, it sends a copy

of the packet out each of its enabled IP
interfaces.

Note: You also can enable or disable this

parameter on an individual interface basis. Refer

to IP interface parameters on page 56.

The packet format the router treats as a directed
broadcast. The following formats can be directed

broadcast:
+ Allones in the host portion of the
packet’s destination address.

. All zeroes in the host portion of the
packet’s destination address.

A source-routed packet contains a list of IP
addresses through which the packet must pass
to reach its destination.

The Extreme device can send the following
types of ICMP messages:

+  Echo messages (ping messages)
. Destination Unreachable messages
. Redirect messages
Note: You also can enable or disable ICMP
Redirect messages on an individual interface

basis. Refer to |IP interface parameters on page
56.

An IP protocol a router can use to advertise the
IP addresses of its router interfaces to directly
attached hosts. You can enable or disable the
protocol, and change the following protocol
parameters:

+  Forwarding method (broadcast or
multicast)

. Hold time

. Maximum advertisement interval

. Minimum advertisement interval

. Router preference level
Note: You also can enable or disable IRDP and
configure the parameters on an individual

interface basis. Refer to |P interface parameters
on page 56.

The maximum number of hops away a BootP
server can be located from a router and still be
used by the router’s clients for network booting.

A domain name (example: extreme.router.com)

Basic IP parameters and defaults

Default

Disabled

All ones

Note: If you enable all-zeroes directed
broadcasts, all-ones directed broadcasts remain
enabled.

Enabled

Enabled

Disabled

Four

None configured

you can use in place of an IP address for certain
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TABLE 3 IP global parameters (continued)

Parameter

DNS default gateway addresses

IP load sharing

Maximum IP load sharing paths

Origination of default routes

Default network route

Static route

Source interface

IP interface parameters

Description

operations such as IP pings, trace routes, and
Telnet management connections to the device.

A list of gateways attached to the device through
which clients attached to the device can reach
DNS.

A feature that enables the device to balance
traffic to a specific destination across multiple
equal-cost paths.

Load sharing is based on a combination of
destination MAC address, source MAC address,
destination IP address, source IP address, and IP
protocol.

Note: Load sharing is sometimes called Equal
Cost Multi Path (ECMP).

The maximum number of equal-cost paths
across which the Extreme device is allowed to
distribute traffic.

You can enable a device to originate default
routes for the following route exchange
protocols, on an individual protocol basis:

RIP
OSPF
BGP4

The device uses the default network route if the
IP route table does not contain a route to the
destination and also does not contain an explicit
default route (0.0.0.0 0.0.0.0 or 0.0.0.0/0).

An IP route you place in the IP route table.

The IP address the device uses as the source
address for Telnet, RADIUS, or TACACS/
TACACS+ packets originated by the device. The
device can select the source address based on
either of the following:

The lowest-numbered IP address on
the interface the packet is sent on.

The lowest-numbered IP address on a
specific interface. The address is used
as the source for all packets of the
specified type regardless of interface
the packet is sent on.

Default

None configured

Enabled

Four

Disabled

None configured

No entries

The lowest-numbered IP address on the
interface the packet is sent on.

The following table lists the interface-level IP parameters, their default values, and where to find configuration information.

TABLE 4 IP interface parameters
Parameter

IP state

IP address

56

Description

The Internet Protocol, version 4

A Layer 3 network interface address

Default
Enabled

Note: You cannot disable IP.

None configured
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Parameter

Encapsulation type

IP Maximum Transmission Unit (MTU)

ARP age

Directed broadcast forwarding

ICMP Router Discovery Protocol (IRDP)
ICMP Redirect messages

DHCP gateway stamp

UDP broadcast forwarding

IP helper address

Description

The device has separate IP addresses on
individual interfaces.

The format of the packets in which the device
encapsulates IP datagrams. The encapsulation
format can be one of the following:

Ethernet Il
SNAP

The maximum length (number of bytes) of an
encapsulated IP datagram the device can
forward.

Locally overrides the global setting. Refer to |P
global parameters on page 54.

Locally overrides the global setting. Refer to |P
global parameters on page 54.

Locally overrides the global IRDP settings. Refer
to IP global parameters on page 54.

Locally overrides the global setting. Refer to I[P
global parameters on page 54.

The device can assist DHCP/BootP Discovery
packets from one subnet to reach DHCP/BootP
servers on a different subnet by placing the IP
address of the device interface that receives the
request in the request packet’s Gateway field.

You can override the default and specify the IP
address to use for the Gateway field in the
packets.

Note: UDP broadcast forwarding for client
DHCP/BootP requests (bootpc) must be
enabled and you must configure an IP helper
address (the server's IP address or a directed
broadcast to the server's subnet) on the port
connected to the client.

The device can forward UDP broadcast packets
for UDP applications such as BootP. By
forwarding the UDP broadcasts, the device
enables clients on one subnet to find servers
attached to other subnets.

Note: To completely enable a client's UDP
application request to find a server on another
subnet, you must configure an IP helper address
consisting of the server’s IP address or the
directed broadcast address for the subnet that
contains the server. Refer to the next row.

The IP address of a UDP application server
(such as a BootP or DHCP server) or a directed
broadcast address. IP helper addresses allow the
device to forward requests for certain UDP
applications from a client on one subnet to a
server on another subnet.
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Basic IP parameters and defaults

Default

Ethernet Il

1500 for Ethernet Il encapsulated packets
1492 for SNAP encapsulated packets

Ten minutes
Disabled
Disabled
Enabled

The lowest-numbered IP address on the
interface that receives the request

The device helps forward broadcasts for the
following UDP application protocols:

bootps

dns
netbios-dgm
netbios-ns
tacacs

tftp

time

None configured
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GRE IP tunnel

Netlron software supports the tunneling of packets with the Generic Routing Encapsulation (GRE) mechanism over an IP network, as
described in RFC 2784. With GRE, packets are encapsulated in a transport protocol packet at a tunnel source and delivered to a tunnel
destination, where they are unpacked and made available for delivery.

Considerations in implementing this feature

The considerations in implementing this feature are as follows:
As a point-to-point tunnel configuration, GRE requires both ends of the tunnel to be configured.

Only four-byte GRE headers are supported at the ingress (even though eight-byte headers can be processed at a transit node
or the egress point).

This device does not support the key and sequence numbering option with GRE (per RFC 2890).

The current maximum number of tunnels is 8192 (with default as 256 tunnels).

NOTE
Do not forward packets from one type of tunnel to another type of tunnel in XPP. Packets may not be routed properly.

Figure 6 describes the GRE header format.

FIGURE 6 GRE header format

1 bit 12 bits 3 bits 16 bits 16 bits 16 bits
Checksum Reservedd Ver Protocol Type | Checksum |  Reserved
{oplional) (optional)

Checksum - This field is assumed to be zero in this version. If set to 1 means that the Checksum (optional) and Reserved (optional)
fields are present and the Checksum (optional) field contains valid information.

ReservedO - Bits 6:0 of the field are reserved for future use and must be set to O in transmitted packets. If bits 11:7 of the field are
non-0, then a receiver must discard the packet. This field is assumed to be O in this version.

Ver - This field must be set to O. This field is assumed to be O in this version.
Protocol Type - This field contains the EtherType of the payload protocol.

For details on configuring a GRE IP tunnel, refer Examples on page 124.

GRE MTU enhancements

Enhancements have been introduced to support GRE MTU in support of RFC 4459. This includes support for the following:
Signaling the Lower MTU to the Sources as described in Section 3.2 of RFC 4459
Fragmentation of the Inner packet as described in Section 3.4 of RFC 4459

This enhancement also allows you to set a specific MTU value for packets entering a configured GRE tunnel. Packets whose size is

greater than the configured value are fragmented and encapsulated with IP/GRE headers for transit through the tunnel. This feature
supports Jumbo packets although they may be fragmented based on the MTU value configured.
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Configuring a GRE IP Tunnel

To configure a GRE IP Tunnel, configure the following parameters:
CAM restrictions on page 59
Maximum Number of Tunnels (optional)
Tunnel Interface
Source Address or Source Interface for the Tunnel
Destination address for the Tunnel
GRE Encapsulation
IP address for the Tunnel
Keep Alive Support (optional)
TTL Value (optional)
TOS Value (optional)
MTU Value (optional)

Configuration considerations
1. To enable keepalive when a GRE source and destination are directly connected, you must disable ICMP redirect on the tunnel
source port on the GRE nodes. Otherwise, the keepalive packets go to the CPU where they can degrade CPU performance.

2.  Whenever multiple IP addresses are configured on a tunnel source, the primary address of the tunnel is always used for forming
the tunnel connections. Consequently, you must carefully check the configurations when configuring the tunnel destination.

3. GRE tunneling is supported for non-default VRFs.

4. When a GRE tunnel is configured, you cannot configure the same routing protocol on the tunnel through which you learn the
route to the tunnel destination. For example, if the Extreme device learns the tunnel destination route through OSPF protocol,
you cannot configure the OSPF protocol on the same Tunnel and vice-versa. When a tunnel has OSPF configured, the Extreme
device cannot learn the tunnel destination route through OSPF. This could cause the system to become unstable.

NOTE

With GRE Dynamic-cam mode, at the Egress node, when a GRE packet is received, the Extreme device programs the
CAM entries to forward the packets based on Inner DPA. These host CAM entries will be aging even if the traffic is
hitting that CAM entries. This will cause the CAM entries to become aged out and recreated which could cause a small
packet loss.

Configuring ECMP for routes through an IP GRE tunnel

If multiple routes are using IP GRE tunnels to a destination, packets are automatically load-balanced between tunnels. This feature allows
for load distribution of traffic among the available IP GRE tunnels. If the routes to a destination are both normal IP routes and routes
through IP GRE tunnels, ECMP is not enabled.

CAM restrictions
CAMs are partitioned on this device by a variety of profiles that you can select for your specific application.
To implement a CAM partition for a GRE tunnel, enter a command such as the following.

device (config)# cam-partition profile ipv4

Extreme Netlron Layer 3 Routing Configuration Guide, 6.3.00a
9036116-00 59



GRE IP tunnel

Syntax: [no] cam-partition profile { ipv4 | ipv4-ipv6 | ipv4-vpls | ipv4-vpn | ipv6 | I2-metro | [2-metro-2 | mpls-I13vpn | mpls-I3vpn-2
| mpls-vpls | mpls-vpls-2 | mpls-vpn-vpls | multi-service | multi-service-2 | multi-service-3 | multi-service-4 }

The ipv4 parameter adjusts the CAM partitions, as described in the tables below, to optimize the device for IPv4 applications.

NOTE
The ipv4 parameter is effective only if you first entered the following
command:

device (config) # system-max ipvé-mcast-cam 0

The ipv4-ipv6 parameter adjusts the CAM partitions, as described in the tables below to optimize the device for IPv4 and IPv6 dual
stack applications.

The ipv4-vpls parameter adjusts the CAM partitions, as described in the tables below to optimize the device for IPv4 and MPLS VPLS
applications.

The ipv4-vpn parameter adjusts the CAM partitions, as described in the tables below to optimize the device for IPv4 and MPLS Layer-3
VPN applications.

The ipv6 parameter adjusts the CAM partitions, as described in the tables below to optimize the device for IPv6 applications.

The I2-metro parameter adjusts the CAM partitions, as described in the tables below to optimize the device for Layer 2 Metro
applications.

The 12-metro-2 parameter provides another alternative to 12-metro to optimize the device for Layer 2 Metro applications. It adjusts the
CAM partitions, as described in the tables below for the XMR Series.

The mpls-I3vpn parameter adjusts the CAM partitions, as described in the tables below, to optimize the device for Layer 3, BGP or
MPLS VPN applications.

The mpls-13vpn-2 parameter provides another alternative to mpls-I3vpn to optimize the device for Layer 3, BGP or MPLS VPN
applications.

The mpls-vpls parameter adjusts the CAM partitions, as described in the tables below to optimize the device for MPLS VPLS
applications.

The mpls-vpls-2 parameter provides another alternative to mpls-vpls to optimize the device for MPLS VPLS applications. It adjusts the
CAM partitions, as described in the tables below.

The mpls-vpn-vpls parameter adjusts the CAM partitions, as described in the tables below, to optimize the device for MPLS Layer-3
and Layer-2 VPN applications.

The multi-service parameter adjusts the CAM partitions, as described in the tables below to optimize the device for Multi-Service
applications.

The multi-service-2 parameter provides another alternative to multi-service to optimize the device for Multi-Service applications.

The multi-service-3 parameter provides another alternative to multi-service to optimize the device for Multi-Service applications to
support IPv6 VRF.

The multi-service-4 parameter provides another alternative to multi-service to optimize the device for Multi-Service applications to
support IPv6 VRF.

CAM partition profiles for the XMR Series and MLX Series devices

Not all CAM profiles are compatible for running Layer 2 switching and configuring GRE tunnels simultaneously on this device.
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TABLE 5 Partition profiles for the XMR Series and MLX Series devices
Compatible CAM profiles
default
ipv4
ipv6
ipv4-vpn
mpls-13vpn
mpls-I13vpn-2
multi-service-2 (Does not support GRE tunnel with VE interface as the source address in this profile.)
multi-service-3 (Does not support GRE tunnel with VE interface as the source address in this profile.)

multi-service-4 (Does not support GRE tunnel with VE interface as the source address in this profile.)

Configuring the maximum number of tunnels supported
You can configure the devices to support a specified number of tunnels using the following command.

device (config) # system-max ip-tunnels 512
device (config)# write memory

Syntax: system-max ip-tunnels number
The number variable specifies the number of GRE tunnels that can be supported.

The XMR Series and MLX Series permissible range is 1 - 8192. The default value is 256. The permissible range for CES 2000 Series
devices is 32 - 128. The default value is 32. The permissible range for CER 2000 Series devices is 32 - 256. The default value is 32.

NOTE
Multicast over GRE tunnels for PIM can support up to the default system max of 256 tunnels if the required hardware
resources are available.

NOTE
You must write this command to memory and perform a system reload for this command to take
effect.

Configuring a tunnel interface
To configure a tunnel interface, use a the following command.

device (config)# interface tunnel 1
device (config-tnif-1)

Syntax: [no] interface tunnel tunnel id

The tunnel-id variable is numerical value that identifies the tunnel being configured.Possible range is from 1 to the maximum configured
tunnels in the system.

Configuring a source address or source interface for a tunnel interface
To configure a source address for a specific tunnel interface, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel source 10.0.8.108
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To configure a source interface for a specific tunnel interface, enter the following command.

device (config)# interface tunnel 100
device (config-tnif-100) tunnel source ethernet 3/1

Syntax: [no] tunnel source ip-address | port-no
You can specify either of the following:

The ip-address variable is the source IP address being configured for the specified tunnel. Theport-no variable is the source slot or port of
the interface being configured for the specified tunnel. When you configure a source interface, there must be at least one IP address
configured on that interface. Otherwise, the interface will not be added to the tunnel configuration and an error message like the following
will be displayed: Error - Tunnel source interface 3/1 has no configured ip address.

It can be a physical or virtual interface (ve).

Configuring a destination address for a tunnel interface
To configure a destination address for a specific tunnel interface, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel destination 10.108.5.2

Syntax: [no] tunnel destination ip-address

The ip-address variable is destination IP address being configured for the specified tunnel.

NOTE
If GRE is configured with a tunnel destination reachable over LAG ports, load balancing will only work with the following LAG
types: server LAG or LACP with server LAG. Traffic cannot be load-balanced across multiple ports of a switch LAG.

NOTE
Traffic from a GRE tunnel entering a MPLS tunnel is not
supported.

Configuring a tunnel interface for GRE encapsulation
To configure a specified tunnel interface for GRE encapsulation, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel mode gre ip

Syntax: [no] tunnel mode gre ip
The gre parameter specifies that the tunnel will use GRE encapsulation

The ip parameter specifies that the tunnel protocol is IP.

Configuring an IP address for a tunnel interface
To configure an IP address for a specified tunnel interface, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)ip address 10.10.3.1/24

Syntax: [no] ip address ip-address

The jp-address variable is the IP address being configured for the specified tunnel interface.
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Configuring keep alive support

This parameter is optional. It lets the device maintain a tunnel in an up or down state based upon the periodic sending of keep alive
packets and the monitoring of responses to the packet. If the packets fail to reach the tunnel’s far end more frequently than the
configured number of retries, the tunnel is placed in a down state. A keep alive packet is a GRE IP packet with no payload.

To configure the keep alive option, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)keepalive 5 4

Syntax: [no] keepalive seconds retries

The seconds variable specifies the number of seconds between each initiation of a keep alive message. The range for this interval is 1 -
32767 seconds. The default value is 10 seconds.

The retries variable specifies the number of times that a packet is sent before the system places the tunnel in the down state. Possible
values are from 1 - 255. The default number of retries is 3.

Configuring a TTL value
This is an optional parameter that allows you to set the Time-to-Live value for the outer IP header of the GRE tunnel packets.
To configure the TTL value, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel ttl 100

Syntax: [no] tunnel ttl ttl-value

Thett/--value variable specifies a TTL value for the outer IP header. Possible values are 1 - 255. The default value is 255.

Configuring a TOS value
This is an optional parameter that allows you to set the TOS value for the outer IP header of the GRE tunnel packets.
To configure the TOS value, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel tos 100

Syntax: [no] tunnel tos tos-value

The tos-value variable specifies a TOS value for the outer IP header.

The XMR Series and MLX Series possible values are O - 255. The default value is O.

The CES 2000 Series and CER 2000 Series devices possible values are O - 63. The default value is O.

Configuring GRE session enforce check

The gre-session-enforce-check command lets you enable the GRE session enforce check. When a GRE packet arrives and this feature
is enabled, the system tries to match the GRE packet source and destination address pair with the tunnel configured destination and
source pair. If the pairs do not match, the packet is dropped in the hardware. The default behavior when this command is disabled is to
terminate the GRE tunnel based on the destination IP address.

NOTE
The CES 2000 Series and CER 2000 Series devices currently do not support the ip-tunnel-policy and the accounting-
enable commands.
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To configure the GRE session enforce check, go to the IP tunnel policy context, and then enter the gre-session-enforce-check
command.

device (config) #ip-tunnel-policy
device (config-ip-tunnel-policy) #gre-session-enforce-check

Syntax: [no] gre-session-enforce-check

To disable the GRE session enforce check, use the no form of this command. This command is disabled by default. You might have to
write the configuration to memory and reload the system whenever the configuration of this command is changed because a one-time
creation of a source-ingress CAM partition is necessary. The system prompts you if the memory write and reload are required.

The first-time execution of certain commands necessitates the creation of a source-ingress CAM partition, after which you write to
memory and reload. These commands are gre-session-enforce-check , ipv6-session-enforce-check , and accounting-enable . After
this CAM partition is created, it is not necessary to follow either of the other two commands with a memory write and reload. The CAM
partition is created out of the Layer 4 CAM and has no impact on the Layer 3 route scalability.

Configuring a maximum MTU value for a tunnel interface

You can set an MTU value for packets entering the tunnel. Packets that exceed either the default MTU value of 1476 bytes or the value
that you set using this command are fragmented for transit through the tunnel. The default MTU value is set to 1476.

NOTE
The tunnel MTU should be configured explicitly for packet size greater than 1476
bytes.

The following command allows you to change the MTU value for packets transiting "tunnel 1".

device (config)# interface tunnel 1
device (config-tnif-1)tunnel mtu 1500

Syntax: [no] tunnel mtu packet-size

The packet-size variable specifies the maximum MTU size in bytes for the packets transiting the tunnel.

NOTE
To prevent packet loss after the 24 byte GRE header is added, make sure that any physical interface that is carrying GRE tunnel
traffic has an IP MTU setting at least 24 bytes greater than the tunnel MTU setting.

Bypassing ACLs in a GRE tunnel
Use this procedure to disable IPv4 and IPv6 ACLs on the terminating node of a GRE tunnel for internal traffic coming over the tunnel.
NOTE
Disabling ACL processing on GRE tunnels also disables support for the following features on all GRE tunnels:
All features employing IPv4 or IPv6 ACLs
BFD over MPLS
+  Multicast
PBR
OpenFlow

1. Access global configuration mode.

device# configure terminal
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2. Access ACL global policy configuration mode.
device (config) # acl-policy

3. Enter the disable-acl-for-gre command.

device (config-acl-policy)# disable-acl-for-gre

Example of a GRE IP tunnel configuration

In this example, a GRE IP Tunnel is configured between the Netiron A device and the Netlron B device. Traffic between networks
10.10.1.0/24 and 10.10.2.0/24 is encapsulated in a GRE IP packet sent through the tunnel on the 10.10.3.0 network. and unpacked
and sent the destination network. A static route is configured at each device to go through the tunnel interface to the target network.

FIGURE 7 GRE IP tunnel configuration example

Netlron A port3/1
_ 36.0.8.108
10.10.1.0/24 ]
|
10.10.3.1 |
l
| Internet
10.10.3.0 |
|
10.1032 |
I
10.10.2.0/24 ]
ports/1
Netlron B 131.108.5.2

Configuration example for Netlron A

device (config) # interface ethernet 3/1

device (config-int-e10000-3/1)4# ip address 36.0.8.108/24
device (config)# interface tunnel 1

device (config)# vrf forwarding red

device (config-tnif-1)# tunnel source 36.0.8.108
device (config-tnif-1) tunnel destination 131.108.5.2
device (config-tnif-1)# tunnel mode gre ip

device (config-tnif-1) ip address 10.10.3.1/24

device (config-tnif-1) int loopback 1

device (config-tnif-1)# vrf forwarding red

device (config-tnif-1) ip address 10.10.1.1/32

device (config-tnif-1) keepalive 5 4

device (config-tnif-1)

device (config-tnif-1)

device (config-tnif-1)

vrf red
rd 1:1
address-family ipv4

#
#
#
#
#
#
#
#
#
#
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device (config-tnif-1)# ip route 10.10.2.0/24 10.10.3.2
device (config-tnif-1)# exit
device (config)# ip route 10.10.2.0/24 10.10.3.2

Configuration example for Netlron B

device (config) # interface ethernet 5/1
device (config-if-e10000-5/1)# ip address 131.108.5.2/24
device (config)# interface tunnel 1
device (config)# vrf forwarding red
device (config-tnif-1)# tunnel source ethernet 5/1
device (config-tnif-1)# tunnel destination 36.0.8.108
device (config-tnif-1)# tunnel mode gre ip
device (config-tnif-1)# ip address 10.10.3.2/24
device (config-tnif-1)# int loopback 1
device (config-tnif-1)# vrf forwarding red
device (config-tnif-1)# ip address 10.10.1.1/32
device (config-tnif-1)# keepalive 5 4
device (config-tnif-1)# vrf red
device (config-tnif-1)# rd 2:2
device (config-tnif-1)# address-family ipv4
device (config-tnif-1)# ip route 10.10.2.0/24 10.10.3.2
device (config-tnif-1)# exit
device (config)# ip route 10.10.2.0/24 10.10.3.2
NOTE

Traffic from a GRE tunnel entering a MPLS tunnel is not
supported.

Displaying GRE tunneling information

You can display GRE tunneling information using the show ip interface,show ip route and show interface tunnel commands as shown in
the following.

device# show ip interface tunnel 1
Interface Tunnel 1
port enabled
port state: UP
ip address: 10.255.255.13/24
Port belongs to VRF: red
encapsulation: ETHERNET, mtu: 1476
directed-broadcast-forwarding: disabled
ip icmp redirect: enabled
No inbound ip access-list is set
No outbound ip access-list is set
No Helper Addresses are configured.

Syntax: show ip interface tunnel tunnel-no

The show ip route command displays routes that are pointing to a GRE tunnel as shown in the following.

Syntax: show interface tunnel tunnel-no

66

device# show ip route
Total number of IP routes: 2

Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP 0:0SPF; Cost -Dist/Metric

Destination Gateway Port
1 10.10.2.0/24 10.10.3.2 gre_tnl 1
2 10.10.3.0/24 DIRECT gre_tnl 1

device# show interface tunnel 1
Tunnell is up, line protocol is up
Hardware is Tunnel
Tunnel source 10.45.3.3
Tunnel destination is 10.45.48.1
Tunnel mode gre ip

Cost Type Uptime src-vrf
1/1 S 7h55m -
0/0 D 7h55m -
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No port name

Internet address is 10.255.255.13/24,
Tunnel TOS 0, Tunnel TTL 255 MTU 1476 bytes
Keepalive is not Enabled
VRF Forwarding: Red

Syntax: show ip tunnel tunnel-no

device# show ip-tunnels 1
IPv4 tnnl 1 UP : src ip 36.0.8.108, dst ip 131.108.5.2
TTL 255, TOS 0, NHT 0, MTU 1480, vrf: red

GRE tunnel VRF support

GRE tunnel VRF support maintains end - end VRF autonomy with the GRE tunnel. You can also create separate GRE tunnels on a per-
VRF basis.

GRE tunnel VRF support overview

VRFs are used to segment the traffic associated with various customers of interest (Cls). These Cls are spread across geographical areas.
Hence Cls enable use of GRE tunnels for non-default VRFs.

Configuration considerations

The vrf forwarding command is optional. If this command is not specified, then the VRF is assumed as default VRF.
The configured VRF must exist in the MLX Series device.
Configured VRFs should be same on both nodes of the GRE tunnel, for proper working of GRE.

Configuration is allowed for two tunnels when the tunnel destination addresses are the same and the corresponding source
addresses are different. Also, configuration is allowed for two tunnels when the tunnel source addresses are the same and the
corresponding destination addresses are different.

The vrf forwarding configuration is supported only for GRE tunnel.

L3VPN ID information with respect to each tunnel is configured by the vrf forwarding command under the tunnel interface.

Configuring the GRE VRF tunnel

Syntax: vrf forwarding vrf-name

Error messages

The following messages are displayed for different VRF configurations.

1.

If a tunnel is configured with the VRF configuration and tunnel mode is non-GRE I[P, then the following error message is
displayed.

Error: Tunnel mode should be GRE IP/ IPSec when VRF forwarding is configured on tunnel.

If the tunnel source interface is on a non-supported card, then the configuration will be rejected, if the tunnel source is a physical
interface or a virtual interface.

+  Error: Tunnel source interface eth 1/2 or ve103 cannot be a BR-MLX-10Gx24-DM/Gen1.1 port.

If the tunnel source is a loopback interface, a warning will be displayed if a BR-MLX-10Gx24-DM/Gen1.1 card is present in the
chassis.

+ Warning: Tunnel source configured as loopback could be using a BR-MLX-10Gx24-DM/Gen1.1 port.

The VRF forwarding configuration is supported only if tunnel source is pre-configured. Otherwise, an error message is
displayed.

+  Error: Please configure tunnel source before configuring tunnel VRF.
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Example of a GRE VRF tunnel configuration:

5. The VRF forwarding configuration is rejected if GRE is configured as MPLS interface and GRE is part of the VRF.
Error: GRE configured as MPLS interface with VRF not supported .

In the following example, a GRE VRF tunnel is configured between the Netlron OS A device and the Netlron OS B device. Traffic
between networks 10.10.1.0/24 (VRF red) and 10.10.2.0/24 (VRF red) is encapsulated in a GRE IP packet (Tunnel 1 corresponding to
VRF red) sent through the tunnel on the 10.10.3.0 network and unpacked and sent to the destination network. A static route is
configured at each device to go through the tunnel interface to the target network.

On the B device, the GRE tunneled packet is received in default VRF. It is unpacked and sent to the destination network on VRF red.

In this example, VRF is configured to the tunnel interface configuration using the vrf forwarding command (as done for all other
interfaces like physical interface, the loopback interface, and so on.

GRE VRF tunnel configuration example

68

Netlron A

10.10.1.0/24
12.12.1.0/24
port3/1 36.0.8.108
port3/2 36.0.9.109
10.10.31 12.12.3.1
10.10.3.2 12.12.3.2
port5/1 131.108.5.2
ports/2 131.109.5.2
10.10.2.0/24
12.12.2.0/24

Netlron B

Internet
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Configuration example for Netlron A
(NetIron A)

device (config)# interface eth 3/1

device (config-int-e10000-3/1)# ip address 36.0.8.108/32
device (config)# interface tunnel 1

device (config-tnif-1)# tunnel mode gre ip

device (config-tnif-1)# tunnel source 36.0.8.108

device (config-tnif-1)# tunnel destination 131.108.5.2
device (config-tnif-1)# vrf forwarding red

device (config-tnif-1)4# ip address 10.10.3.1/24

device (config-tnif-1)# int loopback 1

device (config-1lbif-1)# vrf forwarding red

device (config-1lbif-1)# ip address 10.10.1.1/32

device (config-tnif-1)# vrf red

device (config-vrf-red)# rd 1:1

device (config-vrf-red) # address-family ipv4

device (config-vrf-red-ipv4)# ip route 10.10.2.0/24 10.10.3.2
device (config-vrf-red-ipvd) # exit-vrf

(NetIron A)

device
device
device
device
device
device
device
device
device
device
device
device
device
device
device
device
device
device

config)# interface eth 3/1
config-int-e10000-3/1)# ip address 36.0.9.108/32
config-tnif-1)# interface tunnel 1
config-tnif-1)# tunnel mode gre ip
config-tnif-1)# tunnel source 36.0.9.108
config-tnif-1)# tunnel destination 131.109.5.2
config-tnif-1)# vrf forwarding green
config-tnif-1)# ip address 12.12.3.1/24
config-tnif-1)# interface eth 3/1
config-if-e10000-3/1)# ip address 36.0.9.108/32
config-if-e10000-3/1)# int loopback 2
config-1bif-2)# vrf forwarding green
config-1bif-2)# ip address 12.12.1.1/32
config-tnif-1)# vrf red

config-vrf-red)# rd 1:1

config-vrf-red)# address-family ipv4
config-vrf-red-ipv4)# ip route 12.12.2.0/24 12.12.3.2
config-vrf-red-ipvé4) # exit-vrf

Configuration example for Netlron B

(NetIron B)

device (config)# interface eth 3/1

device (config-int-e10000-3/1)# ip address 131.108.5.2/32
device (config)# interface tunnel 1

device (config-tnif-1)# tunnel mode gre ip

device (config-tnif-1)# tunnel source 131.108.5.2

device (config-tnif-1)# tunnel destination 36.0.8.108
device (config-tnif-1)# vrf forwarding red

device (config-tnif-1)# ip address 10.10.3.2/24

device (config-tnif-1)# int loopback 1

device (config-lbif-1)# vrf forwarding red

device (config-1lbif-1)# ip address 10.10.2.1/32

device (config-tnif-1)# vrf red

device (config-vrf-red)# rd 2:2

device (config-vrf-red) # address-family ipv4

device (config-vrf-red-ipv4) # ip route 10.10.1.0/24 10.10.3.1
device (config-vrf-red-ipvd)# exit-vrf

(NetIron B)

device (config) # interface eth 3/1

device (config-int-e10000-3/1)# ip address 131.109.5.2/32
device (config-tnif-1)# interface tunnel 1

device (config-tnif-1)# tunnel mode gre ip

device (config-tnif-1)# tunnel source 131.109.5.2

device (config-tnif-1)# tunnel destination 36.0.9.108
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device
device
device
device
device
device
device
device
device
device
device
device

config-tnif-1)# vrf forwarding green
config-tnif-1)# ip address 12.12.3.2/24
config-tnif-1)# interface eth 3/1
config-if-e10000-3/1)# ip address 36.0.9.108/32
config-if-e10000-3/1)# int loopback 2
config-1lbif-2)# vrf forwarding green
config-1bif-2)# ip address 12.12.2.1/32
config-tnif-1)# vrf red

config-vrf-red)# rd 2:2

config-vrf-red)# address-family ipv4
config-vrf-red-ipv4)# ip route 12.12.1.0/24 12.12.3.1
config-vrf-red-ipv4) # exit-vrf

Once the configuration is completed, the tunnel interface will come up operationally and become part of the corresponding VRF. Both
MP and LP will have VRF information corresponding to the tunnel.

The route entry in that VRF shows the tunnel interface as a directly connected interface. Once a static route is configured with a
destination as the Cl in a VRF, the next hop will point to the corresponding tunnel interface for that VRF.

MP CPU forwarding

When the MP has to send a packet over the GRE tunnel, it creates the GRE encapsulated IP packet and sends it to the LP for
transmission out of the port. The MP also supports fragmentation of packets going out of GRE.

With respect to GRE support for VRF, the MP does a route lookup on the packet for that VRF. The route look points to GRE tunnel as
next hop. Control packets, such as ping and routing protocol packets for a VRF, will be encapsulated by the GRE and sent across the
GRE tunnel, and sent to the LP for transmission out of the port.

LP CPU forwarding

When the incoming IP packet is more than 1476 bytes (in the default IP MTU scenario) or exceeds the IP MTU of the tunnel interface,
the packets must be fragmented and sent with GRE encapsulation. The LP does the fragmentation and sends out the packets. To
forward the packets to the correct GRE tunnel as per the VRF of incoming packet, mapping is provided by route entry. This works once
the route entry in VRF points to the GRE tunnel as the next hop.

NOTE
Other tunnel optional configurable parameters for tunnel like Keep alive, TTL, TOS, and so on, are supported by the GRE
tunnel.

GRE tunnel VRF limitations
The GRE tunnel VRF supports only the IPv4 addresses.
Multicast is not supported on GRE tunnel.
«  There is no dynamic CAM model for the IP GRE.
GRE encapsulation of MPLS packet is also not supported.
The GRE tunnel VRF support is applicable to all Gen 2 cards except BR-MLX-10Gx24-DM.
+ ISISis not supported for interface having VRF configuration. Hence only static, OSPF, BGP and RIP protocols are supported.

PBR does not support VRF in current release. However, if we apply a PBR policy to an interface with VRF configured, then PBR
will not work, but PBR policies’ next-hop can be a tunnel interface irrespective of the tunnel being in any VRF.

CER 2000 Series and CES 2000 Series devices do not support VRF over GRE tunnel.
Following show commands display the following VRF information:

device (config) #show interface tunnel 1
Tunnell is up, line protocol is up
Hardware is Tunnel
Tunnel source 36.0.8.108
Tunnel destination is 131.108.5.2
Tunnel mode gre ip
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No port name

Internet address is: 10.10.3.1/24

Tunnel TOS 0, Tunnel TTL 255, Tunnel MTU 1476 bytes
Keepalive is Enabled : Interval 10, No.of Retries 3
Total Keepalive Pkts Tx: 2, Rx: 2

VRF Forwarding: Red

device (config) #show ip interface tunnel 1
Interface Tunnel 1

port enabled

port state: UP

ip address: 10.10.3.1/24

Port belongs to VRF: red

encapsulation: ETHERNET, mtu: 1476

directed-broadcast-forwarding: disabled

ip icmp redirect: enabled

ip local proxy arp: disabled

ip ignore gratuitous arp: disabled

No inbound ip access-list is set

No outbound ip access-list is set

No Helper Addresses are configured.

device (config) # show ip-tunnels 1
IPv4 tnnl 1 UP : src_ip 36.0.8.108, dst_ip 131.108.5.2
TTL 255, TOS 0, NHT O, MTU 1480, vrf: red

Multicast over GRE tunnel

NOTE
MTU fragmentation for multicast traffic is not enabled over a GRE tunnel. Packets are transmitted without MTU fragmentation.
This behavior is applicable on MLX Series, XMR Series, CER 2000 Series, and CES 2000 Series devices.

Netlron software supports Multicast over a point-to-point GRE tunnel. Multicast over a GRE tunnel allows multicast packets to be
transported through a GRE tunnel across an IP cloud towards its receiver. A GRE tunnel is provisioned at each end of the IP cloud. A
GRE tunnel is a virtual IP tunnel; the IP tunnel source can also be a VE interface. The IP cloud sitting in between the two GRE endpoints
serves as a PIM enabled logical link. As bidirectional control messages are sent over the GRE tunnel, the multicast distribution tree is
established across the IP cloud. Multicast data is encapsulated with a predefined GRE header at the ingress node. The GRE packet is
routed within the IP cloud using the outer unicast GRE destination address. As the packet reaches the egress node of the tunnel, the
packet is decapsulated. The multicast packet continues on its way to the multicast distribution tree to reach its receivers.

Configuring PIM GRE tunnel

The Extreme device PIM GRE tunnel configuration allows you to enable PIM Sparse (PIM-SM) and PIM Dense (PIM-DM) on a GRE
tunnel.

Enabling PIM-SM on a GRE tunnel interface

To enable PIM-SM on a GRE Tunnel Interface, enter the following command.

device (config) #interface tunnel 20
device (config-tnif-20) #ip pim-sparse

Syntax: [no] ip pim-sparse
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Enabling PIM-DM on a GRE tunnel interface
To enable PIM-DM on a GRE Tunnel Interface, enter the following command.

device (config) #interface tunnel 20
device (config-tnif-20) #ip pim

Syntax: [no] ip pim

Configuring PIM GRE tunnel using the strict RPF check

The device PIM GRE tunnel configuration allows you to enforce strict rpf check rules on (s,g) entry on a GRE tunnel interface. The (s,g)
entry uses the GRE tunnel as a RPF interface. During unicast routing transit, GRE tunnel packets may arrive at different physical
interfaces. The ip pim tunnel rpf-strict command allows you to limit a specific port to accept the (s,g) GRE tunnel traffic.

NOTE
The configuration is not recommended for all users, it is only needed if the user wants to override the default
behavior.

When the GRE encapsulated multicast packet is received, hardware processing attempts to find a match in the CAM session based on
the inner (s,g) entry. If hardware processing cannot find the inner (s,g) entry in the CAM session, the packet will be dropped. If the ip pim
tunnel rpf-strict command is configured on a GRE tunnel interface, hardware processing will check on the (s,g) entry, and verify that the
packet matches the physical port on the GRE tunnel interface, and the GRE tunnel vian id.

To limit a specific port to accept the (s,g) GRE tunnel traffic, enter the following command.

device (config) #interface tunnel 20
device (config-tnif-20) #ip pim tunnel rpf-strict

Syntax: [no] ip pim tunnel [ rpf-strict ]

The rpf-strict option allows you to set the strict rpf check on the multicast entry.

Tunnel statistics for a GRE tunnel or IPv6 manual
tunnel

At a global level, you can enable the collection of statistics for generic routing encapsulation (GRE) tunnels and manual IPv6 tunnels. With
this feature, the Extreme device collects the statistics for GRE and IPv6 manual tunnels and displays packet counters for tunnels at the
management processor (MP). This feature collects and displays unicast and multicast packets over both directions of the tunnels.

Statistics collection is not enabled by default, so you need to enter the IP tunnel policy configuration level and then issue the accounting-
enable command to start collecting the statistics for GRE and IPv6 manual tunnels. This procedure is described in Enabling tunnel
statistics on page 75. This required preliminary ensures that the source-ingress CAM partition is not allocated unless statistics

collection or tunnel session enforcement checks are actually needed. (Because the statistics enable does not enforce the GRE and IPv6
tunnel session checks by default, these capabilities have their own enable commands in the IP tunnel policy CLI level. The applicable
commands are described in Configuring GRE session enforce check on page 63 and Configuring IPv6 session enforce check on page
75.) You can view examples of related show command output in Displaying GRE tunnel information and statistics on page 136.

The remainder of this introduction to tunnel statistics describes reload behavior for certain commands and detailed notes and restrictions
that apply to the support for tunnel statistics.
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Reload behavior and the source-ingress CAM partition

When one of the three tunnel-related commands is configured at the CLI level for IP tunnel policy (entered by use of the ip-tunnel-policy
command), you might need to save the configuration and reload the device to create the required source-ingress-CAM partition. If the
memory write and reload are needed, the system prompts for these steps after you finish the enable commands. The condition for which
you might need to write and reload is the absence of the source-ingress-CAM partition. If this partition does not exist, the first time that
you run either the gre-session-enforce-check , ipv6-session-enforce-check , or accounting-enable command, the system prompts
you. Thereafter, when you run any of these three commands to disable or enable a feature, the system does not prompt. Removing any
of the configurations can be done at anytime and does not necessitate a reload. The new configuration immediately becomes effective,
but the source-ingress CAM partition is removed only upon the next reload.

Operational notes

The subsections that following describe operational characters that relate to the statistics collection.

Source-ingress-CAM partition

The CAM profile restrictions for this feature are the same as those for the tunnel session enforce-check configuration. This feature is not
supported in those CAM profiles for which the system cannot allocate the source-ingress-CAM partition that is needed to support the
accounting and session check enforcement. The CLI engine checks for compliance and rejects an attempt to enable statistics in this
situation. Currently the following CAM profiles are not supported for IP tunnel statistics:

IPv6

+  L2-metro-2

. MPLS-L3VPN-2
MPLS-VPLS-2

+  MPLS-VPN-VPLS

+  multi-service-2
multi-service-3

+  multi-service-4

6to4 automatic tunnels

Statistics collection is supported only for manual IPv6 and GRE tunnels. The system does not support statistics collection for 6to4
automatic IPv6 tunnels because, for automatic 6to4 tunnels, only tunnel source-ip is configured, and the destination is known only at
runtime when a remote node tries to use this tunnel. The destination points can come up or go down without the local router having any
information on how many destinations are to be used for 6to4 tunnels. This uncertainty can cause scalability issues, so neither statistics
collection nor session-enforce check are not supported for 6to4 automatic tunnels.

Multicast-over-GRE packets

This feature counts multicast over GRE packets. You can see the multicast packet count by using the show interface tunnel command.
You can use other CLI commands to display the aggregate unicast and multicast statistics for the GRE tunnels. For a description of all
the applicable show commands, refer to Displaying GRE tunnel information and statistics on page 136.
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Statistics polling on the MP and LP

The LP module polls the statistics once every second. For every one second, the module polls the statistics either for SO00 entries or
until the completion of a specific application. (The same polling mechanism is also used for other applications, such as IP, MPLS,
L3VPN, VLL, VPLS and IP Tunnel.) After all the applications are polled, the system waits for 220 seconds to schedule the next polling
event. However, the LP module synchronizes statistics to the MP every 30 seconds, so 30 seconds is the granularity of statistics.

The LP synchronizes statistics to the MP in background every 30 seconds, and the MP stores the statistics for all tunnels for every LP
module. If a LP module at either the tunnel ingress or egress, the system uses the current stored statistics for that LP module for display
(and continue to poll the rest of working modules to get the latest statistics). This mechanism ensures that the tunnel counters never go
down (if no clear statistics command is performed on the tunnel).

When a tunnel is down, the LP does not poll the statistics for that tunnel. The LP keeps the old counters as is until you explicitly clear
them on the CLI. These counters are displayed when the tunnel is down. When the tunnel comes back up, it resumes polling and adds
the new packet counts to the stored statistics and displays the updated statistics.

Clearing the statistics

When you issue the clear statistics tunnel command with specific parameters, the operation clears statistics for either one or all of the
tunnels regardless of the circumstance-- whether the tunnel is up or down, on an ingress or egress module, and so on. Refer to Clearing
GRE tunnel and manual IPv6 tunnel statistics on page 75 for a description of the clear statistics tunnel command.

Tunneled packets that encounter an ACL

If a packet reaches the ACL permit or deny clauses for the inner IPv4 or IPv6 addresses when it comes through the IP tunnel at the
egress node, the packet is not counted as a receive-from-tunnel packet. Instead, it is counted as an ACL packet. You can view ACL
packets by using the show access-list accounting command.

IPv6 ACL lookup is performed on the inner IPv6 packet at the tunnel egress. This depends on the port register for the Layer 2 ACL or
Layer 3 ACL control, which is performed in parallel.

Switchover behavior

The LP sends statistics to both the active and the standby MP modules. If an MP switches over, the new-active MP polls the statistics
again so it can display the latest statistics. The counters are equal to or greater than the statistics before the switchover for the working
modules. If any module goes down before the switchover, the new active MP uses the stored counters to display the statistics for that
module.

Hitless operating system upgrade behavior

When a hitless operating system (OS) upgrade occurs, the tunnel statistics are saved and retrieved after the reset of the LP is complete.
The system can retrieve the old statistics and do the polling to get the latest PRAM statistics. After the hitless upgrade, the system can
display the correct packet counters.

Behavior after an LP failure

If LP module goes down, the counters for that LP are preserved. After the LP comes back up, the preserved counters for that LP can be
displayed.
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Feature scalability

An XMR Series device supports 256 tunnels by default and 8000 tunnels for its maximum number of tunnels. The system supports
statistics for all tunnels because the source ingress CAM partition has 16000 entries that can support the statistics for all tunnels.

Enabling IP tunnel or manual IPv6 statistics

This section describes how to enable and clear statistics for GRE or manual IPv6 tunnels. The enable for this feature is global in scope.
The enabling command is one of three enable commands that you run in the IP tunnel policy context of the CLI. (These commands are
gre-session-enforce-check , ipv6-session-enforce-check , and accounting-enable . The ip-tunnel-policy command puts the CLI in
the mode for executing them.) To see examples of tunnel statistics, refer to Displaying GRE tunnel information and statistics on page
136.

Enabling tunnel statistics

NOTE
The CES 2000 Series and CER 2000 Series devices currently do not support the ip-tunnel-policy and the accounting-
enable commands.

To enable the GRE tunnel or manual IPv6 tunnel statistics, go to the IP tunnel policy mode of the CLI and issue the accounting-enable
command, as the following example illustrates.

device (config) #ip-tunnel-policy
device (config-ip-tunnel-policy) #accounting-enable

Syntax: [no] accounting-enable
To turn off tunnel statistics gathering, use the keyword no to the accounting-enable command.

The system might prompt you to write the configuration to memory and reload the system. If the system has not yet allocated a source-
ingress CAM partition, it prompts you to write the results of the current configuration to memory and reload the system.

The first-time execution of certain commands can prompt the allocation of a source-ingress CAM partition that is required by certain
features. These commands are gre-session-enforce-check , ipv6-session-enforce-check , and accounting-enable . After this CAM
partition is allocated, you do not need to do the memory write and reload after the first-time execution of the other two commands.

Clearing GRE tunnel and manual IPv6 tunnel statistics

You can clear all of the statistics for either one or all tunnels by using the clear statistics tunnel command, as the following example
illustrates.

devicefclear statistics tunnel 1
Syntax: clear statistics tunnel [ tunnel ID ]

To clear statistics for a specific tunnel, include the ID of that tunnel.

Configuring IPv6 session enforce check

You can enable the IPv6 session enforce check by using the ipv6-session-enforce-check command. When an IPv6 packet arrives and
this feature is enabled, the system tries to match the IPv6 packet source and destination address pair with the tunnel configured
destination and source pair. If the pairs do not match, the packet is dropped in hardware.
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NOTE
The CES 2000 Series and CER 2000 Series devices currently do not support the ip-tunnel-policy command or IPv6 tunnels.

To configure the IPv6 session enforce check, go to the IP tunnel policy context and enter the ipv6-sessionenforce-check command.

device (config) #ip-tunnel-policy
device (config-ip-tunnel-policy) #ipv6-session-enforce-check

Syntax: [no] ipv6-session-enforce-check
To disable the IPv6 session enforce check, use the no form of this command.

The system might prompt you to write the configuration to memory and reload the system. If the system has not yet allocated a source-
ingress CAM partition, it prompts you to write the results of the current configuration to memory and reload the system.

The first-time execution of certain commands can prompt the allocation of a source-ingress CAM partition that is required by certain
features. These commands are gre-session-enforce-check, ipv6-session-enforce-check, and accounting-enable. After this CAM
partition is allocated, you do not need to do the memory write and reload after the first-time execution of the other two commands.

NOTE
The ipv6-sessions-enforce-check command is not supported for 6to4 automatic tunnels.

GRE tunnels and MPLS handoff

Two MPLS networks can communicate using GRE tunnels with the handoff occurring at the same device.

Generic Routing Encapsulation (GRE) encapsulates data packets inside of a transport protocol and transmit the packets from one tunnel
endpoint to another. Multiprotocol Label Switching (MPLS) is used in large data centers to control and forward traffic. In the situation
where a data center exists without an MPLS connection, and MPLS traffic must be forwarded to another MPLS network, GRE tunnels
can be deployed. The handoff to and from MPLS occurs at the same node as the GRE tunnel configuration.
Three main configuration steps are required for the handoff to and from a GRE tunnel to MPLS:

Configure a GRE tunnel

Configure MPLS LSP on the same node as the GRE tunnel ingress and egress nodes

Configure an IP route to handoff the traffic from MPLS to the GRE tunnel and from the GRE tunnel to MPLS

NOTE

The GRE tunnel handoff to MPLS is only supported on MLXe and XMR devices. Not all interface cards on these devices are
supported. See the Feature Support Matrix for more details.

Restrictions for GRE tunnel handoff to MPLS

Some Multiprotocol Label Switching (MPLS) technologies are not supported by the GRE tunnel handoff to MPLS feature.
The following MPLS technologies are not supported:

GRE MPLS handoff to Layer 3 Virtual Private Network (L3VPN)

GRE MPLS handoff to Virtual Ethernet (VE) over Virtual Private LAN Service (VPLS)

GRE MPLS handoff with Virtual Routing and Forwarding (VRF) over VE over VPLS

NOTE
The number of GRE tunnels supported is 512.

Extreme Netlron Layer 3 Routing Configuration Guide, 6.3.00a
76 9036116-00



GRE tunnels and MPLS handoff

GRE MPLS handoff without VRF configuration example

Configuration example for a handoff of MPLS data from a GRE tunnel. No VRF is configured.

This example configuration shows how to configure a GRE handoff to MPLS when Virtual routing and forwarding (VRF) is not configured.
In the diagram the node at the edge of the MPLS network has both MPLS and GRE configured. MPLS traffic from Host1 is
encapsulated at the GRE1 routing device and travels through the GRE tunnel for a handoff at the GREMPLS routing device where it can
travel across the MPLS network. The Label Edge Router (LER) device forwards it to its destination at Host2.

FIGURE 8 GRE MPLS tunnel diagram without VRF

DESTINATION
i0.22.2

MPLS

10.55.1 10.5.5.2

GRE1 GREMPLS LSR LER2
LOOPBACK IP LOOPBACK IP
HOST1 10.25.25.25 10.50.50.50 HOsT2

GRE1 configuration
The following example configures the GRE1 device in the above diagram as one endpoint of the GRE tunnel.

interface ethernet 2/3
enable
ip address 10.5.5.1/24

interface tunnel 1
tunnel mode gre ip
tunnel source 10.5.5.1
tunnel destination 10.5.5.2
ip address 10.10.3.1/24

ip route 10.2.2.0/24 10.10.3.2
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GREMPLS configuration

The following example configures the GREMPLS device in the above diagram as the other endpoint of the GRE tunnel. The
configuration covers both GRE and MPLS because this is the device on which the MPLS handoff occurs.

ip route 10.2.2.0/24 10.50.50.50
ip route next-hop-enable-mpls

interface ethernet 1/2
ip address 10.5.5.2/24

interface tunnel 1

tunnel mode gre ip
tunnel source 10.5.5.2
tunnel destination 10.5.5.1
ip address 10.10.3.2/24

interface loopback 1
ip address 10.25.25.25/24

router mpls
lsp to_dut4
to 10.50.50.50
shortcuts ospf
tunnel-interface 1
enable

LERZ2 configuration
The following example configures the LERZ2 device in the above diagram.

interface loopback 1
ip address 10.50.50.50/24

router mpls
lsp to_dut2
to 10.25.25.25
shortcuts ospf
tunnel-interface 1
enable

GRE MPLS handoff with VRF configuration example

Configuration example for a handoff of Multiprotocol Label Switching (MPLS) data from a Generic Routing Encapsulation (GRE) tunnel.
VRFs are configured.

This example configuration shows how to configure a GRE handoff to MPLS when Virtual Routing and Forwarding (VRF) is configured.
In the diagram the node at the edge of the MPLS network has both MPLS and GRE configured. MPLS traffic from Host1 is
encapsulated at the GRE1 routing device and travels through the GRE tunnel for a handoff at the GREMPLS routing device where it can
travel across the MPLS network. The Label Edge Router (LER) device forwards it to its destination at Host2. The default VRF is
configured as the next hop from the GREMPLS device and the VRF-RED red is configured at GRE1.
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FIGURE 9 GRE MPLS tunnel diagram with VRF
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GRE1 configuration
The following example configures the GRE1 routing device in the above diagram as one endpoint of the GRE tunnel.

vrf red
rd 1:1
address-family ipv4
ip route 10.2.2.0/24 10.10.3.2
exit-address-family
exit-vrf

interface ethernet 2/3
enable
vrf forwarding red
ip address 10.5.5.1/24

interface tunnel 1
tunnel mode gre ip
tunnel source 10.5.5.1
tunnel destination 10.5.5.2
vrf forwarding red
ip address 10.10.3.1/24
keepalive 10 3
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GREMPLS configuration

The following example configures the GREMPLS device in the above diagram as the other endpoint of the GRE tunnel. The
configuration covers both GRE and MPLS because this is the device on which the MPLS handoff occurs.

vrf red
rd 2:2
address-family ipv4
ip route 10.2.2.0/24 next-hop-vrf default-vrf 10.50.50.50
exit-address-family
exit-vrf

ip route next-hop-enable-mpls

interface tunnel 1
tunnel mode gre ip
tunnel source 10.5.5.2
tunnel destination 10.5.5.1
vrf forwarding red
ip address 10.10.3.2/24
keepalive 10 3

interface loopback 1
ip address 10.25.25.25/24

router mpls
lsp to_dut4
to 10.50.50.50
shortcuts ospf
tunnel-interface 1
enable

LERZ configuration
The following example configures the LER2 device in the above diagram.

interface loopback 1
ip address 10.50.50.50/24

router mpls
lsp to_dut2
to 10.25.25.25
shortcuts ospf
tunnel-interface 1
enable
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Verifying GRE tunnel handoff to MPLS

The configuration of GRE tunnel handoff to MPLS can be verified using various show commands.

1. To view tunnel interface configuration information, use the show interface tunnel command. In the following example,
information about the GRE tunnel and the VRF named Red is shown.

device (config)# show interface tunnel 1

Tunnell is up, line protocol is up
Hardware is Tunnel
Tunnel source 10.5.5.1
Tunnel destination is 10.5.5.2
Tunnel mode gre ip
Configured BW is 0 kbps
No port name
Internet address is: 10.10.3.1/24
Tunnel TOS 0, Tunnel TTL 255, Tunnel MTU 1476 bytes
Keepalive is Enabled : Interval 10, No.of Retries 3
Total Keepalive Pkts Tx: 2, Rx: 2
VRF Forwarding: Red

Tunnel Packet Statistics:

Unicast Packets Multicast Packets
In-Port (s) [Rev-from-tnnl Xmit-to-tnnl] [Rev-from-tnnl Xmit-to-tnnl]
ed/1 - e4/8 37537 0 0 0

2. To view MPLS Label Switching Protocol (LSP) information, use the following command.
device (config) # show mpls lsp
Note: LSPs marked with * are taking a Secondary Path
Admin Oper Tunnel Up/Dn Retry Active

Name To State State Intf Times No. Path
To_dut4 10.50.50.50 UP DOWN tnlO 0 0 -=

Restart global timers

Restart contains two global timers that:

+  Limit the amount of time used for re-syncing routes between the backup Management module and Interface modules (LPs)
within the same chassis

«  Allow a buffer time for protocols to converge and solve dependencies among each other

If the protocol-based restart features are configured when a Management module (MP) performs a switchover to the its backup, routes
are maintained on the LPs through the protocol-based restart processes for a specified period of time while the new MP learns the
network routes. Once the MP learns all of its routes, the routes from the MP are synced with the routes on the LPs.

The two timers introduced here are called the max-hold-timer and the protocols-converge-timer .

The process of syncing routes between a new MP and its LPs using the new timers are illustrated in Figure 10 and described in the
following steps.

The MP switchover from active to redundant MP begins.

2. The system max-hold- timer starts.
3. The IGP/BGP restart process begins.
4. If the IGP/BGP restart process is completed before the system max-hold-timer expires, the system max-hold-timer is

cancelled and the protocols-converge-timer starts.
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Once the protocols-converge-timer expires, the MP syncs up forwarding information with the LPs.

6. If the system max-hold-timer expires before the IGP/BGP restart process is completed, the MP syncs up forwarding
information with the LPs at that time and the protocols-converge-timer is never started.

FIGURE 10 MP to LP re-syncing process
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Configuring the graceful-restart max-hold-timer

This timer defines the maximum hold time before a management module syncs up new forwarding information to interface modules
during the restart process. While the default value of 300 seconds will work in most cases, if a device is loaded with a very large number
of routes and OSPF/BGP peering adjacencies you might want to fine-tune your device’s performance by increasing this value.

The value of this timer can be set using the command shown in the following.
device (config)# graceful-restart max-hold-timer 500
Syntax: [no]graceful-restart max-hold-timer hold-time

The hold-time variable is the maximum number of seconds that a management routing module waits before it syncs up new forwarding
information to the interface modules during a restart. The range for the hold time is 30 - 3600 seconds. The default time is 300
seconds.

Graceful-restart protocols-converge-timer

This timer defines the time that this device waits for restarting protocols to converge at the final step in the restart process. In a heavily
loaded system where BGP/OSPF/GRE/Static protocols can have a dependency on each other, their restart procedures may also
depend on each other. This timer is to allow protocols to solve inter-dependencies after individual restart processes and before routing
modules sync up new forwarding information to interface module. The default value of 5 seconds will work in most cases but if a system
is heavily loaded and has protocols that depend on each other, you might want to fine-tune your system by increasing this value.

The value of this timer can be set using the command shown in the following.
device (config) # graceful-restart protocols-converge-timer 20
Syntax: [no] graceful-restart protocols-converge-timer hold-time

The hold-time variable is the maximum hold time in seconds before management routing modules sync up new forwarding information
to interface modules during restart. The range of permissible values is O to 1200 seconds. The default value is 5 seconds.
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Configuring IP parameters

Some parameters can be configured globally while others can be configured on individual interfaces. Some parameters can be
configured globally and overridden for individual interfaces.

Configuring IP addresses

You can configure an IP address on the following types of the Extreme device interfaces:
Ethernet port
Virtual routing interface (also called a Virtual Ethernet or "VE")

Loopback interface

By default, you can configure up to 24 IP addresses on each interface.

NOTE

After you configure a virtual routing interface on a VLAN, you cannot configure Layer 3 interface parameters on individual ports
in the VLAN. Instead, you must configure the parameters on the virtual routing interface itself. Also, after an IP address is
configured on an interface, the hardware is programmed to route all IP packets that are received on the interface. Consequently,
all IP packets not destined for this device’'s MAC address are not bridged and are dropped.

The Extreme device supports both classical IP network masks (Class A, B, and C subnet masks, and so on) and Classless Interdomain
Routing (CIDR) network prefix masks.

To enter a classical network mask, enter the mask in IP address format. For example, enter "10.157.22.99 255.255.255.0" for
an IP address with a Class-C subnet mask.

To enter a prefix network mask, enter a forward slash (/) and the number of bits in the mask immediately after the IP address.
For example, enter "10.157.22.99/24" for an IP address that has a network mask with 24 significant bits (ones).

By default, the CLI displays network masks in classical IP address format (example: 255.255.255.0). You can change the display to
prefix format.

Assigning an IP address to an Ethernet port
To assign an IP address to port 1/1, enter the following commands.

device (config) # interface ethernet 1/1
device (config-if-e1000-1/1)# ip address 10.45.6.1 255.255.255.0

NOTE
You also can enter the IP address and mask in CIDR format, as follows.

device (config-if-e10000-1/1)# ip address 10.45.6.1/24

Syntax: [no] interface ethernet slot/port
Syntax: [no] ip address ip-addr ip-mask | ip-addr/mask-bits [ ospf-ignore | ospf-passive | secondary |

The ospf-ignore and ospf-passive parameters modify the Extreme device defaults for adjacency formation and interface advertisement.
Use one of these parameters if you are configuring multiple IP subnet addresses on the interface but you want to prevent OSPF from
running on some of the subnets:

ospf-passive - disables adjacency formation with OSPF neighbors (but does not disable advertisement of the interface into
OSPF). By default, when OSPF is enabled on an interface, the software forms OSPF router adjacencies between each primary
IP address on the interface and the OSPF neighbor attached to the interface.
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+  ospf-ignore - disables OSPF adjacency formation and advertisement of the interface into OSPF. The subnet is completely
ignored by OSPF.

Use the secondary parameter if you have already configured an IP address within the same subnet on the interface.

NOTE
When you configure more than one address in the same subnet, all but the first address are secondary addresses and do not
form OSPF adjacencies.

Assigning an IP address to a loopback interface

Loopback interfaces are always up, regardless of the states of physical interfaces. They can add stability to the network because they are
not subject to route flap problems that can occur due to unstable links between this device and other devices.

You can configure up to 64 loopback interfaces on this device.

You can add up to 24 IP addresses to each loopback interface.

NOTE

If you configure the Extreme device to use a loopback interface to communicate with a BGP4 neighbor, you also must
configure a loopback interface on the neighbor and configure the neighbor to use that loopback interface to communicate with
the Extreme device.

To add a loopback interface, enter commands such as those shown in the following example.

device (config-bgp-router) # exit
device (config)# int loopback 1
device (config-lbif-1)# ip address 10.0.0.1/24

Syntax: [no] interface loopback num

For the syntax of the IP address, refer to Assigning an IP address to an Ethernet port on page 83.

Assigning an IP address to a virtual interface
A virtual interface is a logical port associated with a Layer 3 Virtual LAN (VLAN) configured on this device.

NOTE
Other sections in this chapter that describe how to configure interface parameters also apply to virtual
interfaces.

NOTE
The Extreme device uses the lowest MAC address on the device (the MAC address of port 1 or 1/1) as the MAC address for all
ports within all virtual interfaces you configure on the device.

To add a virtual interface to a VLAN and configure an IP address on the interface, enter commands such as the following.

device (config) # vlan 2 name IP-Subnet 10.1.2.0/24
device (config-vlan-2)# untag el/1 to 1/4

device (config-vlan-2)# router-interface vel
device (config-vlan-2)# interface vel

device (config-vif-1)# ip address 10.1.2.1/24

The first two commands create a Layer 3 protocol-based VLAN named "IP-Subnet_1.1.2.0/24" and add a range of untagged ports to
the VLAN. The router-interface command creates virtual interface 1 as the routing interface for the VLAN. The last two commands
change to the interface configuration level for the virtual interface and assign an IP address to the interface.

Syntax: [no] router-interface ve num
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Syntax: [no] interface ve num

The num parameter specifies the virtual interface number. You can specify from 1 to the maximum number of virtual interfaces
supported on the device. To display the maximum number of virtual interfaces supported on the device, enter the show default values
command. The maximum is listed in the System Parameters section, in the Current column of the virtual-interface row.

For the syntax of the IP address, refer to Assigning an IP address to an Ethernet port on page 83.

Assigning a MAC address to a virtual interface

By default, the Extreme device uses the MAC address of the first port (1 or 1/1) as the MAC address for all virtual routing interfaces
configured on the device. You can specify a different MAC address for the virtual routing interfaces. If you specify another MAC address
for the virtual routing interfaces, the address applies to all the virtual routing interfaces configured on the device. To specify the MAC
address for virtual routing interfaces, enter commands such as the following.

device (config) # virtual-interface-mac aaaa.bbbb.cccc

device (config)# write memory

device (config) # end
device# reload

Syntax: [no] virtual-interface-mac mac-addr

Enter the MAC address in the following format: HHHH.HHHH.HHHH

NOTE
You must save the configuration and reload the software to place the change into
effect.

Deleting an IP address
To delete an IP address, enter a command such as the following.
device (config-if-e1000-1/1)# no ip address 10.1.2.1
This command deletes IP address 10.1.2.1. You do not need to enter the subnet mask.
To delete all IP addresses from an interface, enter the following command.
device (config-if-e1000-1/1)# no ip address *

Syntax: no ip address ip-addr

IP Unnumbered Interfaces

The IP Unnumbered Interfaces feature saves IPv4 address space by allowing unnumbered interfaces to inherit the IP address of a donor
interface, thus allowing all ports to share the same subnet. This feature not only preserves IP addresses, but also reduces the IP routing
table size. This feature also provides ARP suppression (reducing the number of ARP requests sent to hosts) on unnumbered interfaces,
thus increasing the number of hosts that are supported under the same subnet.

The donor interface is the interface with an IP address configured on it.
«  The unnumbered interface is the interface with no IP address configured on it. The unnumbered interface inherits the IP address

of the donor interface.

For example, consider a DSLAM deployment scenario with multiple users connected to a device (refer to Figure 11). Instead of
configuring IP addresses for every VE on the Extreme device, you can designate one VE as the donor interface and configure all the
other VEs to inherit the IP address of the donor VE interface.
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FIGURE 11 IP Unnumbered Interfaces feature
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The donor interface must be one of the following:
Loopback interface
VE interface

Ethernet interface (can be part of a LAG interface; must be untagged if in a VLAN)

The unnumbered interfaces can be the following:
VE interface

Ethernet interface (must be untagged if in a VLLAN)

Configuring an unnumbered interface
To enable an unnumbered interface to inherit the IP address of a donor interface, enter commands such as the following:

device (config) # interface ve 10
device (config-vif-10)# ip unnumbered ve 9

The commands enable interface ve 10 to inherit the IP address of ve 9. Interface ve 10 is the unnumbered interface and interface ve 9 is
the donor interface.

Syntax: [no] ip unnumbered [ ethernet slot/port | ve num | loopback num ]

The ethernet slot/port parameter specifies the donor interface by an Ethernet port number.

The ve num parameter specifies the donor interface by virtual interface number.

The loopback num parameter specifies the donor interface by loopback interface number.

Use the no ip unnumbered command to remove the IP address from the unnumbered interface.
NOTE

You do not need to configure an interface to be a donor interface. An interface becomes a donor interface automatically when
an unnumbered interface inherits its IP address.
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Displaying unnumbered interfaces

The show ip interface command displays information about unnumbered interfaces.

In the following example, note that interfaces ve 9 and ve 10 have the same IP address. Interface ve 10 is an unnumbered interface, as
indicated by the U in the Flag column.

device# show ip interface

Interface IP-Address OK? Method Status Protocol VRF FLAG
mgmt 1 10.21.108.35 YES NVRAM up up default-vrf

ve 6 6.1.1.1 YES NVRAM up up default-vrf

ve 9 1.1.1.1 YES NVRAM up up default-vrf

ve 10 1.1.1.1 YES NVRAM up up default-vrf U

In the following example, the first highlighted line indicates that interface ve 10 is an unnumbered interface, inheriting the IP address of ve
9, which is the donor interface.
device# show ip interface ve 10
Interface Ve 10
members: ethe 4/1
active: ethe 4/1
port enabled
port state: UP
ip address: 1.1.1.1/24
Unnumbered interface, Using IP address of ve 9
unnumbered arp-suppression is enabled
Port belongs to VRF: default-vrf
(output truncated)

The second highlighted line indicates whether ARP suppression is enabled or disabled. Refer to ARP suppression on unnumbered
interfaces on page 87 for information about ARP suppression.

ARP suppression on unnumbered interfaces

By default, ARP suppression is enabled on unnumbered interfaces, and ARP requests are not sent.
If many VLANSs belong to the same subnet, ARP suppression avoids an ARP storm.
Donor interfaces continue to send out ARP requests because ARP suppression is disabled on donor interfaces.

ARP suppression is achieved by implementing Configuring ARP suppression for unnumbered interfaces on page 88 and performing
one of the following:

+  Configure DHCP option 82 (recommended)
This configuration must be enabled on each VLAN belonging to the donor or unnumbered interface. When DHCP option 82 is
enabled, the ARP request is sent only to the corresponding VLAN (identified in the Dynamic ARP Inspection (DAI) table) instead

of all the unnumbered VLANS. For details of DHCP option 82 and the DAI table, refer to DHCP option 82 insertion on page
386.

+  Configure static DAI entries

You must configure static DAI entries for scenarios where the host is not discovered through DHCP, such as when a host is
provided with a static IP address. Refer to Configuring DAl on page 36 for instructions.

NOTE
If you enable ARP suppression on a donor interface, you must configure static Dynamic ARP Inspection (DA) entries for
protocol neighbor IP addresses to ensure that protocol operations on the donor interface succeed.
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Configuring ARP suppression for unnumbered interfaces
To enable or disable ARP suppression on an unnumbered interface, enter commands such as the following:

device (config)# interface ve 9

device (config-vif-9)# ip unnumbered-arp-suppression
device (config)# interface ve 10

device (config-vif-10)# no ip unnumbered-arp-suppression

The commands enable ARP suppression on VE 9 and disable ARP suppression on VE 10. To fully achieve ARP suppression, configure
one of the following:
DHCP option 82 (refer to Enabling DHCP snooping on a VLAN on page 384)
Static DAI entries (refer to Configuring DAl on page 36)
Syntax: [no] ip unnumbered-arp-suppression
Use the no ip unnumbered-arp-suppression command to disable ARP suppression on the interface.
This command is applicable only to donor and unnumbered interfaces. It has no effect on other interfaces.

You can use the show ip interface command to display whether ARP suppression is enabled or disabled, as shown in Displaying
unnumbered interfaces on page 87.

ARP for non-DHCP hosts on IP unnumbered interfaces
You can override ARP suppression for non-DHCP hosts on IP unnumbered interfaces.

( MLX Series and XMR Series) Even if ARP suppression is configured on an IP unnumbered interface, ARP resolution still occurs in the
following scenario:

Non-DHCP host and client (static IP address assigned)
Static route installed for the IP address (32 bit subnet mask).

For CER 2000 Series and CES 2000 Series devices, you can override ARP suppression by configuring static ARP entries. For details,
refer to Static ARP entries on page 33.

Caveats and limitations for IP Unnumbered Interfaces

The IP Unnumbered Interfaces feature is not supported for IPv6 addresses.
Multicast and MPLS protocols are not supported on donor interfaces.
Routing protocols, multicast, and MPLS are not supported on the unnumbered interfaces.

The IP Unnumbered Interfaces feature is supported only on the default VRF. Both donor and the unnumbered interfaces must
be in the default VRF.

If the donor interface is down (link state or administrative state), a ping to the donor IP address fails, even if the unnumbered
interfaces that inherited the IP address are up.

VRRP and VRRP-E operations are not supported on unnumbered interfaces.

RPF strict mode is not supported on unnumbered interfaces.

Configuration considerations for IP Unnumbered Interfaces

You can have multiple donor interfaces in the device. A donor interface can have multiple unnumbered interfaces inheriting its IP
address. An unnumbered interface can have only one donor interface.
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+  You can configure multiple primary and multiple secondary IP addresses on the donor interface. The unnumbered interface
inherits all primary and secondary addresses of the donor interface.

+  The unnumbered interface inherits only the IP address from the donor interface. All other donor interface configurations are not
passed on to the unnumbered interface. You must configure other features, such as IP Source Guard and forwarding of directed
broadcasts, on the unnumbered interfaces separately.

+  The following routing protocols are supported on the donor interface:

Open Shortest Path First (OSPF)

Intermediate System - Intermediate System (1S-1S)
Routing Information Protocol (RIP)

Border Gateway Protocol (BGP)

If DHCP clients are configured on an unnumbered interface, then DHCP option 82 must be configured on that interface;
otherwise, the DHCP client cannot get the IP address from the DHCP server.

If reachability is needed between two hosts within the same subnet, you must configure local proxy ARP on the unnumbered
interfaces. Refer to Enabling local proxy ARP on page 32 for more information.

Static route considerations for unnumbered interfaces

If you configure a static route with an unnumbered interface or donor interface as the next hop, it is recommended that you
configure a standard static route instead of an interface-based static route.

If you configure an interface-based static route on a donor or unnumbered interface, you must ensure that ARP suppression is
disabled on the interface.

DHCP host subnet selection

If the donor interface is configured with multiple subnets, and the DHCP clients need to receive addresses in a specific subnet, use the ip
bootp-gateway command to select the local donor interface IP address of the specific subnet.

This functionality can be used when the DHCP clients are moved from one subnet to another subnet.

Refer to Changing the IP address used for stamping BootP or DHCP requests on page 122 for instructions on using the ip bootp-
gateway command. Note that the ip bootp-gateway command is used only when the hosts are DHCP hosts.

Support for other features
IP address configurations are the only configurations that the unnumbered interfaces inherit from the donor interface.

All other configurations (such as ICMP, ACLs, DHCP, and PBR) that are configured on the donor interface apply only to the donor
interface and are not inherited by the unnumbered interfaces. You must configure these features separately on the unnumbered
interfaces.

Sample configuration for IP Unnumbered Interfaces

This example shows how to configure IP unnumbered interfaces with a DHCP server. In this example, loopback 1 is the donor interface,
and ve 20 and ve 30 are the unnumbered interfaces.

After configuring an IP address on the donor interface, configure the two VE interfaces to inherit the IP address of the donor interface as
shown in the following example.
device (config)# interface loopback 1

device (config-lbif-1)# ip address 10.10.10.1/24
device (config-1lbif-1)# vlan 20
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device (config-vlan-20) # router-interface ve 20
device (config-vlan-20)# interface ve 20

device (config-vif-20)# ip unnumbered loopback 1
device (config-vif-20)# vlan 30

device (config-vlan-30) # router-interface ve 30
device (config-vlan-30)# interface ve 30

device (config-vif-30)# ip unnumbered loopback 1

Configure the DHCP server. In this example, the DHCP server address is 10.40.40.4.

device (config-vif-30)# interface ethernet 1/2
device (config-if-el1000-1/2)4# ip address 10.40.40.1/24
device (config-1if-el1000-1/2)# dhcp-snooping-trust

Configure the DHCP server address in the unnumbered interfaces.

device (config-if-e1000-1/2)# interface ve 20

device (config-vif-20)# ip helper-address 10.40.40.4
device (config-vif-20)# interface ve 30

device (config-vif-30)# ip helper-address 10.40.40.4
device (config-vif-30)# exit

Configure DHCP option 82 in the unnumbered interface VLANS.

device (config) # ip dhcp-snooping vlan 20 to 30 insert-relay-information
device (config)# ip dhcp-snooping vlan 1 insert-relay-information

Support for a 31-bit subnet mask on point-to-point networks

NOTE
The configuration of an IPv4 address with a 31-bit subnet mask is supported on MLX Series, XMR Series, and CER 2000
Series and CES 2000 Series devices.

In an effort to conserve IPv4 address space, a 31-bit subnet mask can be assigned to point-to-point networks. Support for an IPv4
address with a 31-bit subnet mask is described in RFC 3021. Previously, four IP addresses with a 30-bit subnet mask were allocated
on point-to-point networks. A 31-bit subnet mask uses only two IP addresses; all zero bits and all one bits in the host portion of the IP
address. The two IP addresses are interpreted as host addresses, and do not require broadcast support because any packet that is
transmitted by one host is always received by the other host at the receiving end. Therefore, directed broadcast on a point-to-point
interface is eliminated. Also, a broadcast address with all one bits in the host portion of the IP address is not allocated for point-to-point
interface configuration.

NOTE
IP-directed broadcast CLI configuration at the global level, or the per- interface level, is not applicable on interfaces configured
with a 31-bit subnet mask IP address.

Configuring an IPv4 address with a 31-bit subnet mask

To configure an IPv4 address with a 31-bit subnet mask, enter the following commands.

NOTE
You can configure an IPv4 address with a 31-bit subnet mask on any interface (for example, Ethernet, loopback, VE, or tunnel
interfaces), and on all VRFs (default and non-default VRFs).

device (config) # interface ethernet 1/5
device (config-1if-el1000-1/5)# ip address 10.9.9.9 255.255.255.254

You can also enter the IP address and mask in the Classless Interdomain Routing (CIDR) format, as follows.

device (config-if-e1000-1/5)4# ip address 10.9.9.9/31
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Syntax: [no] ip address jp-addressip-mask
Syntax: [no] ip address ip-address/subnetmask-bits

The ip-address variable specifies the host address. The jp-mask variable specifies the IP network mask. The subnet mask-bits variable
specifies the network prefix mask.

To disable configuration for an IPv4 address with a 31-bit subnet mask on any interface, use the no form of the command.

You cannot configure a secondary IPv4 address with a 31-bit subnet mask on any interface. The following error message is displayed
when a secondary IPv4 address with a 31-bit subnet mask is configured.

device (config-1if-el1000-1/5) #ip address 10.8.8.8/31 secondary
IP/Port: Errno(10) Cannot assign /31 subnet address as secondary

Displaying the configuration for an IPv4 address with a 31-bit subnet mask

To display the interface running configuration when an IPv4 address with a 31-bit subnet mask is configured, enter the following
command at any level of the CLI.

device (config-if-el1000-1/5)# show run interface ethernet 1/5

interface ethernet 1/5

enable

ip address 10.2.2.3/31
ip address 10.4.4.4/31

In the previous example, interface ethernet 1/5 is assigned two IPv4 addresses (10.2.2.3/31 and 10.4.4.4/31) with a 31-bit subnet
mask.

To display the configuration for an IPv4 address with a 31-bit subnet mask on a virtual ethernet (VE) interface, enter the following
command at any level of the CLI. In the example below, VE interface 10 is assigned two IPv4 addresses (10.25.25.255/31 and
10.168.32.0/31) with a 31-bit subnet mask.

device (config-if-e1000-2/5) #show run interface ve 10
interface ve 10

ip ospf area 0

ip address 10.25.25.255/31

ip address 10.168.32.0/31

Syntax: show run interface [ ethernet slot/port | loopback number | tunnel number | ve number ]

The show ip route command displays routes that are directly connected with interfaces configured with IPv4 addresses with a 31-bit
subnet mask.

device (config-if-el1000-2/5)# show ip route
Total number of IP routes: 21

Destination Gateway Port Cost Type Uptime
1 10.2.2.2/31 DIRECT eth 1/5 0/0 D 2h19m
2 10.4.4.4/31 DIRECT eth 1/5 0/0 D 2h19m
3 10.25.25.254/31 DIRECT ve 10 0/0 D 2h25m
4 10.168.32.0/31 DIRECT ve 10 0/0 D 2h25m

Syntax: show ip route

Enabling hardware forwarding of IP option packets based on Layer 3
destination

The IP option field in an IP header is variable in length. A packet can have zero or more options and an option can have either of the
following forms:

« asingle octet of option-type
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+ an option-type octet, an option-length octet, and option-data octets

The option-type octet consists of the following three fields:
1 bit copied flag
« 2 bits option class

« 5 bits option number

By default, IP option packets are sent to the CPU for forwarding. When configured on a physical interface, the ignore-options command
directs the device to ignore all options in IP option packets that are received at the configured port. These packets are then treated as if
there were no options configured and forwarded based on their Layer-3 destination. The ignore-options command is configured as
shown in the following.

device (config) # interface ethernet 1/1
device (config-if-e1000-1/1)# ignore-options

Syntax: [no] ignore-options
This command only applies to IP option packets in the default VRF.

When the ignore-options command is configured on a port, RSVP router alert packets incoming on that port will not be sent to the CPU.
Consequently, MPLS should not be configured on a physical port where the ignore-options command is configured.

Using the ignore-options command in a LAG configuration

The ignore-options command can be used on a LAG but it must apply to all ports on the LAG. This applies to both static and LACP
LAGs as described in the following:

Configuring the ignore-options command on a static LAG

To configure the ignore-options command on a static LAG, each port on the LAG must be configured with the command. You can do
this by configuring the command on each port before the LAG configuration or configuring the ignore-options command on the primary
port of the LAG which automatically applies the command to all ports on the LAG as shown in the following.

device (config)# trunk e 3/1 to 3/4

trunk transaction done.

device (config-trunk-3/1-3/4)# exit

device (config) # interface ethernet 3/1
device (config-if-e1000-3/1)# ignore-options

If the LAG is removed, the ignore-options command will be propagated to all ports that were previously in the LAG.

If you try to create a LAG where some of the ports have the ignore-options command configured and some do not, the LAG will not be
allowed as shown in the following example.

device (config)# trunk e 3/1 to 3/2

port 3/1 ignore-options is Enabled, but port 3/2 ignore-options is Disabled
Error: port 3/1 and port 3/2 have different configurations

trunk transaction failed: trunk Config Vetoed

Configuring the ignore-options command on a LACP LAG

Just as with static LAGs, if you want to configure the ignore-options command on an LACP LAG, the command must be enabled on all
ports within the LAG. If it is not, the LACP LAG will not be accepted as shown in the following.

device (config) #lag sta lag static

device (config-lag-sta lag) #ports e 1/3 to 1/4
device (config-lag-sta lag) #primary-port 1/3
device (config-lag-sta lag) #deploy
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device (config-lag-sta lag)#int e 1/3

device (config-if-e1000-1/3) #ignore-options

device (config) #lag sta lag static

device (config-lag-sta lag) #ports e 1/3 e 1/4

device (config-lag-sta lag) #primary-port 1/3

device (config-lag-sta lag) #deploy

port 1/3 ignore-options is Enabled, but port 1/4 ignore-options is Disabled
Error: port 1/3 and port 1/4 have different configurations

LAG sta_ lag deployment failed!

device (config) #int e 1/3

device (config-if-e1000-1/3) #ignore-options

device (config-if-e1000-1/3) #lag dyn lag dynamic

device (config-lag-dyn lag) #ports e 1/3 e 1/4

device (config-lag-dyn lag) #primary-port 1/3

device (config-lag-dyn lag) #deploy

port 1/3 ignore-options is Enabled, but port 1/4 ignore-options is Disabled
Error: port 1/3 and port 1/4 have different configurations

LAG dyn_lag deployment failed!

Configuring domain name server (DNS) resolver

The DNS resolver lets you use a host name to perform Telnet, ping, and traceroute commands. You can also define a DNS domain on
this device and thereby recognize all hosts within that domain. After you define a domain name, the device automatically appends the
appropriate domain to the host and forwards it to the domain name server.

For example, if the domain "newyork.com” is defined on a device and you want to initiate a ping to host "NYCO1" on that domain, you
need to reference only the host name in the command instead of the host name and its domain name. For example, you could enter
either of the following commands to initiate the ping.

device# ping nycO1l
device# ping nycOl.newyork.com

Multiple DNS queries can be executed simultaneously, making it possible for the device to run multiple simultaneous Telnet, ping or
traceroute commands using host names.

Defining an IPv4 DNS entry

You can define up to four DNS servers for each DNS entry. The first entry serves as the primary default address. If a query to the primary
address fails to be resolved after three attempts, the next gateway address is queried (also up to three times). This process continues for
each defined gateway address until the query is resolved. The order in which the default gateway addresses are polled is the same as the
order in which you enter them.

Suppose you want to define the domain name of abc.com on a device and then define four possible default DNS gateway addresses. To
do so using IPv4 addressing, you would enter the following commands.

device (config)# ip dns domain-name abc.com
device (config)# ip dns server-address 10.157.22.199 10.96.7.15 10.95.7.25 10.98.7.15

Syntax: [no] ip dns server-address ip-addr [ ip-addr ] [ ip-addr ] [ ip-addr ]

In this example, the first IP address in the ip dns server-address command becomes the primary gateway address and all others are
secondary addresses. Because |IP address 10.98.7.15 is the last address listed, it is also the last address consulted to resolve a query.

DNS queries of IPv4 and IPv6 DNS servers
IPv4 and IPv6 DNS record queries search through IPv4 and IPv6 DNS servers as described in the following:

For IPv4 DNS record queries:
«  Loop thru all configured IPv4 DNS servers,
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+ If no IPv4 DNS servers were configured, then loop through all configured IPv6 DNS servers (if any).

For IPv6 DNS record queries:
Loop thru all configured IPv6 DNS servers,
+  If no IPv6 DNS servers were configured, then loop through all configured IPv4 DNS servers (if any).

Using a DNS name to initiate a trace route

Suppose you want to trace the route from this device to a remote server identified as NYCO2 on domain newyork.com.

FIGURE 12 Querying a host on the newyork.com domain

Domain Name Server

— nyc0i
newyork.com [n‘mcI2

|ll| 207.95.6.1%9

| Netiron XMR/MLX

nyc02 nyc01

Because the newyork.com domain is already defined on the Extreme device, you need to enter only the host name, NYCO2, as noted

below.

device# traceroute nyc02
Syntax: [no] traceroute host-ip-addr [ maxttl value ] [ minttl value ] [ numeric ] [ timeout value ] [ source-ip ip addr ]
The only required parameter is the IP address of the host at the other end of the route.

After you enter the command, a message indicating that the DNS query is in process and the current gateway address (IP address of the

domain name server) being queried appear on the screen.

Type Control-c to abort

Sending DNS Query to 10.157.22.199

Tracing Route to IP node 10.157.22.80

To ABORT Trace Route, Please use stop-traceroute command.
Traced route to target IP node 10.157.22.80:

IP Address Round Trip Timel Round Trip Time?2
10.95.6.30 93 msec 121 msec
NOTE

In the above example, 10.157.22.199 is the IP address of the domain name server (default DNS gateway address), and
10.157.22.80 represents the IP address of the NYCO2 host.

Using Telnet and Secure Shell

Up to six inbound and five outbound Telnet connections can be supported simultaneously by the Extreme device. The Extreme device
also supports Secure Shell (SSH) access to management functions.
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Changing the encapsulation type for IP packets

The Extreme device encapsulates IP packets into Layer 2 packets, to send the IP packets on the network. A Layer 2 packet is also called
a MAC layer packet or an Ethernet frame. The MAC address of the Extreme device interface sending the packet is the source address of
the Layer 2 packet. The Layer 2 packet’s destination address can be one of the following:

The MAC address of the IP packet’s destination. In this case, the destination device is directly connected to the Extreme device.
The MAC address of the next-hop gateway toward the packet’s destination.

An Ethernet broadcast address.

The entire IP packet, including the source address, destination address, other control information, and the data, is placed in the data
portion of the Layer 2 packet. Typically, an Ethernet network uses one of two different formats of Layer 2 packet:

Ethernet Il
Ethernet SNAP (also called IEEE 802.3)

The control portions of these packets differ slightly. All IP devices on an Ethernet network must use the same format. The Extreme device
uses Ethernet Il by default. You can change the IP encapsulation to Ethernet SNAP on individual ports if needed.

NOTE
All devices connected to the Extreme device port must use the same encapsulation type.

To change the IP encapsulation type on interface 1/5 to Ethernet SNAP, enter the following commands.

device (config)# int e 1/5
device (config-if-el000-1/5)# ip encapsulation snap

Syntax: [no] ip encapsulation snap | ethernet-2

Setting the maximum frame size globally

You can set the default maximum frame size to control the maximum size of Ethernet frames that the Ethernet MAC framers will accept
or transmit. The size is counted from the beginning of Ethernet header to the end of CRC field. The default maximum frame size must be
greater than an IP MTU value set using the Globally changing the IP MTU on page 97.

To set a maximum frame size that applies to the device for Ethernet ports, enter a command such as the following.
device (config) # default-max-frame-size 2000

device (config) # write memory
device (config) # reload

Syntax: [no] default-max-frame-size bytes
Enter 1298 - 9216 for bytes. On XMR Series and MLX Series devices, the default is 1548 bytes for Ethernet ports.

On CES 2000 Series devices, the bytes variable specifies a even number of bytes between 1298 - 9216. The default value is 1548
bytes.

NOTE
You must run the write memory command and reload the Extreme device for the default-max-frame-size command to take
effect.

NOTE
In a VLAN-tagged port, the device can accept a frame size up to the default maximum frame size with or without the VLAN-
tagged frame. However, it can only transmit a frame size up to the default maximum frame size plus vlan tag 4 bytes.
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Changing the MTU

The IP MTU is the maximum length of an IP packet that a Layer 2 packet can contain. If an IP packet is larger than the IP MTU allowed
by the Layer 2 packet, the Extreme device fragments the IP packet into multiple parts that will fit into Layer 2 packets, and sends the
parts of the fragmented IP packet separately, in different Layer 2 packets. The device that receives the multiple fragments of the IP
packet reassembles the fragments into the original packet. The default IP MTU is 1500 bytes for Ethernet Il packets. You can change the
IP MTU globally or for individual IP interfaces. You can increase the IP MTU size to accommodate large packet sizes, such as jumbo
packets, globally or on individual IP interfaces. However, IP MTU cannot be set higher than the maximum frame size, minus 18.

NOTE
For multicast data traffic, frames are not fragmented and the IP MTU setting is
ignored.

For jumbo packets, the Extreme device supports hardware forwarding of Layer 3 jumbo packets. Layer 3 IP unicast jumbo packets
received on a port that supports the frame’s IP MTU size and forwarded to another port that also supports the frame’s IP MTU size are
forwarded in hardware.

NOTE
Policy Based Routing (PBR) currently does not support this IP MTU feature.

Configuration considerations for increasing the IP MTU:

The maximum value of an IP MTU cannot exceed the configured maximum frame size, minus 18. For example, global IP MTU
cannot exceed the value of default-max-frame-size , minus 18 bytes. IP MTU for an interface cannot exceed the value of the
maximum frame size configured, minus 18 bytes. The 18 bytes are used for Ethernet header and CRC.

When you increase the IP MTU size of for an IP interface, the increase uses system resources. Increase the IP MTU size only on
the IP interfaces that need it. For example, if you have one IP interface connected to a server that uses jumbo frames and two
other IP interfaces connected to clients that can support the jumbo frames, increase the IP MTU only on those three IP
interfaces. Leave the IP MTU size on the other IP interfaces at the default value (1500 bytes). Globally increase the IP MTU size
only if needed.

The difference between IP MTU and default-max-frame size should be as follows.

- 18 bytes for untagged packets
- 22 bytes for single-tagged packets and
- 26 bytes for dual-tagged packets

How To determine the actual MTU value

An IPv4 interface can obtain it's MTU value from any of the following sources:
Default IP MTU setting
Global MTU Setting
Interface MTU Setting

An interface determines its actual MTU value through the process described below.

1. IfanIPv4 Interface MTU value is configured, that value will be used.

2. Ifan IPv4 Interface MTU value is not configured and an IPv4 Global MTU value is configured, the configured global MTU value
will be used.

3. If neither an IPv4 Interface MTU value or an IPv4 Global MTU value are configured, the default IPv4 MTU value of 1500 will
be used.
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Globally changing the IP MTU
To globally enable jumbo support on all IP interfaces, enter commands such as the following.

device (config)# ip global-mtu 5000
device (config)# write memory

Syntax: [no] ip global-mtu bytes
The bytes parameter specifies the maximum IP packet size to be forwarded on a port. You may enter any number within the range of

576 - 9198. However, this value must be 18 bytes less than the value of the global maximum frame size.

NOTE
The global IP MTU change does not get applied to IP tunnel interfaces such as GRE interface. The MTU for these interfaces
has to be changed on interface level.

Changing the maximum transmission unit on an individual interface

By default, the maximum IP MTU sizes are as follows:

1500 bytes - The maximum for Ethernet Il encapsulation

NOTE
The IP MTU configured at the IP interface level takes precedence over the IP MTU configured at the global level for that IP
interface.

To change the IP MTU for interface 1/5 to 1000, enter the following commands.

device (config)# int e 1/5
device (config-if-el10000-5)# ip mtu 1000

Syntax: [no] ip mtu bytes

The bytes variable specifies the IP MTU. However, the value of IP MTU on an interface cannot exceed the configured value default-max-
frame-size , minus 18 bytes. The default IP MTU for Ethernet Il packets is 1500.

If the interface is part of a VLLAN, then ensure that you change the IP MTU only at the VE interface and not at the physical port. To
change the IP MTU at the VE interface, enter the following commands:

device (config)# int ve 103
device (config-vif-103)# ip mtu 1000

NOTE
All member ports of a VLAN will have the same IP MTU value as the VE interface.

Changing the router ID

In most configurations, this Extreme device has multiple IP addresses, usually configured on different interfaces. As a result, a device’s
identity to other devices varies depending on the interface to which the other device is attached. Some routing protocols, including OSPF
and BGP4, identify a device by just one of the IP addresses configured on the device, regardless of the interfaces that connect the
devices. This IP address is the router ID.

NOTE
RIP does not use the router ID.

NOTE
If you change the router ID, all current BGP4 sessions are cleared.
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By default, the router ID on the Extreme device is one of the following:

If the device has loopback interfaces, the default router ID is the IP address configured on the lowest numbered loopback
interface configured on the device. For example, if you configure loopback interfaces 1, 2, and 3 as follows, the default router ID
is 10.9.9.9/24:

- Loopback interface 1, 10.9.9.9/24

- Loopback interface 2, 10.4.4.4/24

- Loopback interface 3, 10.1.1.1/24

If the IP address from loopback1 interface (lowest numbered loopback interface) is removed, the next lowest loopback interface
IP address is selected as router-id.
If a loopback interface is not configured, then the lowest IP address configured over the physical interface is selected as the
router ID.

If you prefer, you can explicitly set the router ID to any valid IP address. The IP address should not be in use on another device in the

network.

You can set a router ID for a specific VRF as described within this section. In order to make the route ID calculation more deterministic,
the device calculates the router-id value during bootup and does not calculate or change the router-id value unless the IP address used
for the router-id value on the device is deleted, or the clear router-id command is issued. Additionally, setting a router-id value overrides
the existing router-id value and takes effect immediately. Once a router-id value set by a user is removed using the no ip router-id
command, the device will again recalculate the router-id value based on current information.

NOTE
The Extreme device uses the same router ID for both OSPF and BGP4. If the device is already configured for OSPF, you may
want to use the router ID that is already in use on the device rather than set a new one. To display the router ID, enter the show
ip command at any CLI level.
To change the router ID, enter a command such as the following.
device (config)# ip router-id 10.157.22.26
Syntax: [no] ip router-id ip-addr
The jp-addr can be any valid, unique IP address.

To set the router ID within a VRF, enter a command such as the following.

device (config)# vrf blue
device (config-vrf-blue)# ip router-id 10.157.22.26

Syntax: [no] ip router-id ip-addr

NOTE
The command for setting the router ID for a specified VRF is exactly the same as for the default VRF. The only difference is
that when setting it for a specific VRF, the ip router-id command is configured within the VRF as shown in the example.

NOTE
You can specify an IP address used for an interface, but do not specify an IP address in use by another device.

Recalculating the router ID

You can use the clear ip router-id command to direct a device to recalculate the IP router ID. This can be done for the default VRF or for
a specified VRF, as shown in the following.

device (config)# clear ip router-id
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Syntax: clear ip router-id [ vrf vrf-name ]
Using this command without the vrf option recalculates the IP router ID for the default VRF.

You can use the vrf option to recalculate the IP router ID for a specific VRF that is specified by the vrf-name variable.

IPve ND Global Router Advertisement Control

IPve ND Global Router Advertisement Control allows for disabling sending out router advertisements at the global system level. The no
ipv6 nd global-suppress-ra command at the interface level allows the user to disable and enable the sending of the ND Router
Advertisement on an interface. By default, the sending of ND Router Advertisement (RA) is enabled on all interfaces, except for the
tunnel and loopback interfaces, providing that the IPv6 Unicast Routing is enabled and the interfaces are active for IPv6.

The IPv6 ND Global Router Advertisement Control gives the ability to quickly turn off the sending of IPv6 ND Router Advertisement
message on all IPv6 enabled interfaces.

By default,
The ND Router Advertisement is enabled.
Interface is enabled to send ND Router Advertisements.

The ipv6 nd suppress-ra and ipv6 nd send-ra interface commands, when configured, override the system and VRF global
ipv6 nd global-suppress-ra command.

Users sometimes require the ability to quickly turn off the sending of IPv6 ND Router Advertisement message on all IPv6 enabled
interfaces. This is achieved by providing the following additional configuration command at system and VRF level:

device (config-vrf-red-ipvé) [no]lipvé nd global-suppress-ra

The ipv6 nd send-ra command is a new interface level command added as part of this enhancement. This allows the user to configure
the sending of RA messages on some selected interfaces when the ipv6 nd global-suppress-ra command is set to disable the sending
of RA messages on all other interfaces.

Syntax: [no] ipv6 nd global-suppress-ra

Configuring IPv6 ND global router advertisement globally on the default VRF

When configuring the ipv6 nd global-suppress-ra command, the ND Router Advertisement messages is not sent out on any interface in
the default VRF, unless the ipv6 nd send-ra is set on the interface. By default, ipv6 nd global-suppress-ra is not set for the IPv6 VRF.
Use the following command under address-family ipv6 for a specific VRF is added and applies to the IPv6 VRF:

device (config) # vrf red

device (config-vrf-red) #address-family ipvé

device (config-vrf-red-ipv6) #ipv6 nd global-suppress-ra

Syntax: [no] ipv6 nd global-suppress-ra

The following command when set ensures that IPv6 ND Router Advertisement messages are sent out on the interface regardless of the
setting of the ipv6 nd global-suppress-ra for the interface’s VRF.

Syntax: [no] ipv6 nd send-ra

By default, ipv6 nd send-ra is not set on the interface. When ipv6 nd send-ra is set, the ipv6 nd suppress-ra command is unset.
However, ipv6 nd suppress-ra is not set when ipv6 nd send-ra is issued on the interface. This is similar to when a user issue existing
ipv6 nd suppress-ra command is on an interface, the ipv6 nd send-ra is unset. By default, ipv6 nd suppress-ra is not set.
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If sending of RA messages is required on some selected interfaces to continue, then you must set the ipv6 nd send-ra command on
these interfaces before setting the ipv6 nd global-suppress-ra command to disable the sending of RA messages on all other interfaces.
Otherwise, the RA messages are not sent out until the ipv6 nd send-ra command is set on each of the selected interfaces.

The interface ipv6 nd send-ra and ipv6 nd suppress-ra commands are sticky in that they are independent of the ipv6 nd global-
suppress-ra command and either ipv6 nd send-ra or ipv6 nd suppress-ra can still be present in configuration even when the ipv6 nd
global-suppress-ra is also in configuration.

Show commands

The output of show ipv6 interface command is modified when the sending of router advertisement is disabled on the interface or
globally. Use the show ipv6 interface command to display the output of the interface.

device#show ipv6 int eth 2/1
Interface Ethernet 2/1 is up, line protocol is up
IPv6 is enabled, link-local address is fe80::200:ff:fe03:c030 [Preferred]
Global unicast address(es):
31:1:1::3 [Preferred], subnet is 31:1:1::/64

31:1:1:: [Anycast], subnet is 31:1:1::/64
Joined group address(es):

£f£02::6

£f£f02::5

£ff02::1:££00:3

f£f02::1:££03:c030

£ff02::2

ff02::1

Port belongs to VRF: default-vrf
MTU is 1500 bytes
ICMP redirects are disabled
ND DAD is enabled, number of DAD attempts: 3
ND reachable time is 30 seconds
ND advertised reachable time is 0 seconds
ND retransmit interval is 1000 milliseconds
ND advertised retransmit interval is 0 milliseconds
ND router advertisements suppressed
No Inbound Access List Set
No Outbound Access List Set
IPv6 RPF mode: None IPv6 RPF Log: Disabled
OSPF enabled
RxPkts: 0 TxPkts: 0
RxBytes: 0 TxBytes: O
IPv6 unicast RPF drop: 0
IPv6 unicast RPF suppressed drop: 0
device#

Syntax: show ipv6 interface [ interface [ port-number | number] ]

The interface parameter displays detailed information for a specified interface. For the interface, the user can specify the Ethernet,
loopback, tunnel, or VE keywords. If the user specifies an Ethernet interface, then the user must also specify the port number associated
with the interface. If the user specifies a loopback, tunnel, or VE interface, the user must also specify the number associated with the
interface.

Table 6 defines the show ipv6 interface command output display that shows the following information:

TABLE 6 General IPv6 interface information fields
This field... Displays...
Routing protocols A one-letter code that represents a routing protocol that can be enabled
on an interface.
Interface The interface type, and the port number or number of the interface.

Status The status of the interface. The entry in the Status field will be either
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TABLE 6 General IPv6 interface information fields (continued)
This field... Displays...

"up/up" or "down/down".
Routing The routing protocols enabled on the interface.

Global Unicast Address The global unicast address of the interface.

Specifying a single source interface for Telnet, SSH, NTP, TFTP, TACACS/
TACACS+, or RADIUS packets

When the Extreme device originates a Telnet, SSH, NTP, TFTP, TACACS/TACACS+, or RADIUS packet, the source address of the
packet is the lowest-numbered IP address on the interface that sends the packet. You can configure the Extreme device to always use
the lowest-numbered IP address on a specific interface as the source addresses for these types of packets. When you configure the
Extreme device to use a single source interface for all Telnet, TACACS/TACACSH+, or RADIUS packets, the Extreme device uses the
same |P address as the source for all packets of the specified type, regardless of the ports that actually sends the packets.

Identifying a single source IP address for Telnet, SSH, NTP, TFTP, TACACS/TACACS+, or RADIUS packets provides the following
benefits:

If your Telnet, SSH, NTP, TFTP, TACACS/TACACS+, or RADIUS server is configured to accept packets only from specific IP
addresses, you can use this feature to simplify configuration of the server by configuring the device to always send the packets
from the same link or source address.

If you specify a loopback interface as the single source for Telnet, SSH, NTP, TFTP, TACACS/TACACS+, or RADIUS packets,
servers can receive the packets regardless of the states of individual links. Thus, if a link to the server becomes unavailable but
the client or server can be reached through another link, the client or server still receives the packets, and the packets still have
the source IP address of the loopback interface.

The software contains separate CLI commmands for specifying the source interface for Telnet, SSH, NTP, TFTP, TACACS/TACACS+, or
RADIUS packets. You can configure a source interface for one or more of these types of packets separately.

Configuring an interface as the source for Syslog
packets

You can configure the device to use the lowest-numbered IP or IPv6 address configured on a loopback interface, virtual interface, or
Ethernet port as the source for all Syslog packets from the device. The software uses the lowest-numbered IP or IPv6 address
configured on the interface as the source IP address for the packets.

For example, to specify the lowest-numbered IP address configured on a virtual interface as the device’s source for all Syslog packets,
enter commands such as the following.
device (config)# int ve 1
device (config-vif-1)# ip address 10.0.0.4/24
(
(

device (config-vif-1)# exit
device (config)# ip syslog source-interface ve 1

The commands in this example configure virtual interface 1, assign IP address 10.0.0.4/24 to the interface, then designate the
interface’s address as the source address for all Syslog packets.

Syntax: [no] ip syslog source-interface ethernet [ slotnum/ ] portnum | loopback num | ve num
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The num parameter is a loopback interface or virtual interface number. If you specify an Ethernet, the slothum/]portnum is the port's
number including the slot number, if you are configuring a device.

The default is the lowest-numbered IP or IPv6 address configured on the port through which the packet is sent. The address therefore
changes, by default, depending on the port.

With this new commmand, the source ip of syslog is no longer controlled by the snmp-server trap-source command.

Configuring forwarding parameters

The following configurable parameters control the forwarding behavior of the Extreme device:
Time-To-Live (TTL) threshold
Forwarding of directed broadcasts
Forwarding of source-routed packets

Ones-based and zero-based broadcasts
All these parameters are global and thus affect all IP interfaces configured on the Extreme device.

To configure these parameters, use the procedures in the following sections.

Changing the TTL threshold

The TTL threshold prevents routing loops by specifying the maximum number of router hops an IP packet originated by the Extreme
device can travel through. Each device capable of forwarding IP that receives the packet decreases the packet’'s TTL by one. If a device
receives a packet with a TTL of 1 and reduces the TTL to zero, the device drops the packet.

The default TTL is 64. You can change the TTL to a value from 1- 255.
To modify the TTL threshold to 25, enter the following commands.
device (config)# ip ttl 25

Syntax: [no] ip ttl 1-255

Enabling forwarding of directed broadcasts

A directed broadcast is an IP broadcast to all devices within a single directly-attached network or subnet. A net-directed broadcast goes
to all devices on a given network. A subnet-directed broadcast goes to all devices within a given subnet.

NOTE
A less common type, the all-subnets broadcast, goes to all directly-attached subnets. Forwarding for this broadcast type also is
supported, but most networks use IP multicasting instead of all-subnet broadcasting.

Forwarding for all types of IP directed broadcasts is disabled by default. You can enable forwarding for all types if needed. You cannot
enable forwarding for specific broadcast types.

To enable forwarding of IP directed broadcasts, enter the following command.
device (config)# ip directed-broadcast

Syntax: [no] ip directed-broadcast
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The software makes the forwarding decision based on the device’s knowledge of the destination network prefix. Routers cannot
determine that a message is unicast or directed broadcast apart from the destination network prefix. The decision to forward or not
forward the message is by definition only possible in the last hop router.

To disable the directed broadcasts, enter the following command in the CONFIG mode.
device (config)# no ip directed-broadcast
To enable directed broadcasts on an individual interface instead of globally for all interfaces, enter commands such as the following.

device (config) # interface ethernet 1/1
device (config-if-el10000-1/1)# ip directed-broadcast

Syntax: [no] ip directed-broadcast

Disabling forwarding of IP source-routed packets

A source-routed packet specifies the exact router path for the packet. The packet specifies the path by listing the IP addresses of the
router interfaces through which the packet must pass on its way to the destination. The Extreme device supports both types of IP source
routing:
Strict source routing - requires the packet to pass through only the listed routers. If the Extreme device receives a strict source-
routed packet but cannot reach the next hop interface specified by the packet, the Extreme device discards the packet and
sends an ICMP Source-Route-Failure message to the sender.

NOTE
The Extreme device allows you to disable sending of the Source-Route-Failure messages. Refer to Disabling ICMP messages
on page 105.

Loose source routing - requires that the packet pass through all of the listed routers but also allows the packet to travel through
other routers, which are not listed in the packet.

The Extreme device forwards both types of source-routed packets by default. You cannot enable or disable strict or loose source routing
separately.

To disable forwarding of IP source-routed packets, enter the following command.
device (config)# no ip source-route

Syntax: [no] ip source-route

To re-enable forwarding of source-routed packets, enter the following command.

device (config)# ip source-route

Enabling support for zero-based IP subnet broadcasts

By default, the Extreme device treats IP packets with all ones in the host portion of the address as IP broadcast packets. For example, the
Extreme device treats IP packets with 10.157.22.255/24 as the destination IP address as IP broadcast packets and forwards the
packets to all IP hosts within the 10.157.22.x subnet (except the host that sent the broadcast packet to the Extreme device).

Most IP hosts are configured to receive IP subnet broadcast packets with all ones in the host portion of the address. However, some
older IP hosts instead expect IP subnet broadcast packets that have all zeros instead of all ones in the host portion of the address. To
accommodate this type of host, you can enable the Extreme device to treat IP packets with all zeros in the host portion of the destination
IP address as broadcast packets.
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NOTE

When you enable the Extreme device for zero-based subnet broadcasts, the Extreme device still treats IP packets with all ones
the host portion as IP subnet broadcasts too. Thus, the Extreme device can be configured to support all ones only (the default)
or all ones and all zeroes.

NOTE
This feature applies only to IP subnet broadcasts, not to local network broadcasts. The local network broadcast address is still
expected to be all ones.

To enable the Extreme device for zero-based IP subnet broadcasts in addition to ones-based IP subnet broadcasts, enter the following
command.

device (config)# ip broadcast-zero

Syntax: [ no ] ip broadcast-zero

Allowing multicast addresses as source |IP addresses

By default packets with multicast addresses as source IP address are dropped at the packet processor in the line card. You can now
disable the dropping of packets with multicast addresses as source IP address.

Unicast or multicast destination IP address forwarding works as usual, regardless of whether you enable or disable this feature. You can
allow multicast addresses as source |IP address for all packets or switched traffic packets only. Packets with class D and E addresses as
source IPv4 address and packets with prefixes beginning with OxFF as source IPv6 addresses (for example FFO1:11), are also allowed
once you enable this feature.

NOTE
Unicast Reverse Path Forwarding is disabled once you allow multicast addresses as source IP addresses.

Perform the following steps to allow multicast addresses as source IP addresses.

1. Enter global configuration mode.

2. To allow multicast addresses as source |P addresses enter the ip allow-src-multicast commmand followed by the options
decimal or all.
The following example allows multicast addresses as source IP address for all traffic.

device (config)# ip allow-src-multicast all
3. To allow multicast addresses as source IP address for only switched traffic, enter the ip allow-src-multicast switched-traffic

command followed by the options decimal or all.
The following example allows multicast addresses as source IP address for switched traffic on a specific slot.

device (config)# ip allow-src-multicast switched-traffic 3
4. To view if the disable packet drop for multicast IPv4 or IPv6 as source IP is enabled or disabled for switched-traffic only, use the

show ip allow-src-multicast switched-only command.

5. To view if the disable packet drop for multicast IPv4 or IPv6 as source IP is enabled or disabled for all traffic use the show ip
allow-src-multicast command.
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Configuring the maximum ICMP error message rate

NOTE
The maximum ICMP error message rate configuration only supports IPv4
traffic.

The Extreme device configuration allows 200 ICMP error messages per second per IP interface. You can now configure the maximum
ICMP error message rate on all Interface Modules. The maximum configured value is increased to 5000 error messages per second.
The maximum ICMP error message rate configuration uses an ICMP error metering mechanism. The process for the ICMP error
metering mechanism is as follows:

«  There is a meter counter for each interface. There is one total meter counter per Interface Module.
«  The interface counter and the total counter will increment every time an icmp error message is sent out.
The timer will rest all counters to O every second.

+  Before an error message is sent out, it check the interface meter counter against the user configured icmp error limit (5000
max). The total counter will check against 270000. The error message is dropped if one any counter is larger the checked value.

The total error rate for all IP interfaces on an Interface Module is 10,000 errors per second. The ICMP error metering mechanism is per
IP interface; this includes VRF IP interfaces.

Since the ICMP error metering code implementation is similar between the Management Module and Interface Module code, this change
will also affect the Management Module ICMP error rate.

To configure the maximum ICMP error rate, enter the following command.
device (config) # ip icmp max-err-msg-rate 600
Syntax: [no] ip icmp max-err-msg-rate error per second

The error per second variable specifies the maximum error rate in errors per second. The maximum configured value has a range from O
(minimum) to 5000 (maximum) error message per second. The default value is 400.

Disabling ICMP messages

The Extreme device is enabled to reply to ICMP echo messages and send ICMP Destination Unreachable messages by default.

You can selectively disable the following types of Internet Control Message Protocol (ICMP) messages:
Echo messages (ping messages) - The Extreme device replies to IP pings from other IP devices.

Destination Unreachable messages - If the Extreme device receives an IP packet that it cannot deliver to its destination, the
Extreme device discards the packet and sends a message back to the device that sent the packet. The message informs the
device that the destination cannot be reached by the Extreme device.

Disabling replies to broadcast ping requests
By default, the Extreme device is enabled to respond to broadcast ICMP echo packets, which are ping requests.
To disable response to broadcast ICMP echo packets (ping requests), enter the following command.
device (config)# no ip icmp echo broadcast-request
Syntax: [no] ip icmp echo broadcast-request
If you need to re-enable response to ping requests, enter the following command.

device (config)# ip icmp echo broadcast-request
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Disabling ICMP destination unreachable messages

By default, when this Extreme device receives an IP packet that the device cannot deliver, the device sends an ICMP Unreachable
message back to the host that sent the packet. You can selectively disable a device’s response to the following types of ICMP
Unreachable messages:

Administration - The packet was dropped by the device due to a filter or ACL configured on the device.

Fragmentation-needed - The packet has the Do not Fragment bit set in the IP Flag field, but the device cannot forward the
packet without fragmenting it.

Host - The destination network or subnet of the packet is directly connected to the device, but the host specified in the
destination IP address of the packet is not on the network.

Network - The device cannot reach the network specified in the destination IP address of the packet.

Port - The destination host does not have the destination TCP or UDP port specified in the packet. In this case, the host sends
the ICMP Port Unreachable message to the device, which in turn sends the message to the host that sent the packet.

Protocol - The TCP or UDP protocol on the destination host is not running. This message is different from the Port
Unreachable message, which indicates that the protocol is running on the host but the requested protocol port is unavailable.

Source-route-failure - The device received a source-routed packet but cannot locate the next-hop IP address indicated in the

packet's Source-Route option.

You can disable the device from sending these types of ICMP messages on an individual basis.

NOTE
Disabling an ICMP Unreachable message type does not change the device’s ability to forward packets. Disabling ICMP
Unreachable messages prevents the device from generating or forwarding the Unreachable messages.

To disable all ICMP Unreachable messages, enter the following command.

device (config) # no ip icmp unreachable

Syntax: [no] ip icmp unreachable [ network | host | protocol | administration | fragmentation-needed | port | source-route-fail |

If you enter the command without specifying a message type (as in the example above), all types of ICMP Unreachable
messages listed above are disabled. If you want to disable only specific types of ICMP Unreachable messages, you can specify
the message type. To disable more than one type of ICMP message, enter the no ip icmp unreachable command for each
messages type.

The network parameter disables ICMP Network Unreachable messages.

The host parameter disables ICMP Host Unreachable messages.

The protocol parameter disables ICMP Protocol Unreachable messages.

The administration parameter disables ICMP Unreachable (caused by Administration action) messages.

The fragmentation-needed parameter disables ICMP Fragmentation-Needed But Do not-Fragment Bit Set messages.
The port parameter disables ICMP Port Unreachable messages.

The source-route-fail parameter disables ICMP Unreachable (caused by Source-Route-Failure) messages.

To disable ICMP Host Unreachable messages and ICMP Network Unreachable messages but leave the other types of ICMP
Unreachable messages enabled, enter the following commands instead of the command shown above.

device (config)# no ip icmp unreachable host
device (config)# no ip icmp unreachable network
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If you have disabled all ICMP Unreachable message types but want to re-enable certain types, you can do so by entering commands
such as the following.

device (config)# ip icmp unreachable host
device (config)# ip icmp unreachable network

These commands re-enable ICMP Unreachable Host messages and ICMP Network Unreachable messages.

Disabling ICMP redirect messages

ICMP redirect messages can be disabled or re-enabled. By default, the Extreme device sends an ICMP redirect message to the source
of a misdirected packet in addition to forwarding the packet to the appropriate router. You can disable ICMP redirect messages on a
global basis or on an individual port basis.

NOTE

An unusually high receipt of multiple Internet Control Message Protocol (ICMP) Redirect packets that are used to change
routing table entries in a short period of time may cause high CPU utilization. This can be avoided by configuring the maximum
ICMP error message rate using ip icmp max-err-msg-rate command, O (minimum) to 5000 (maximum) error message per
second. The default value is 400.The total error rate for all IP interfaces (SYSTEM) is 10,000 errors per second.

NOTE
The device forwards misdirected traffic to the appropriate router, even if you disable the redirect
messages.

To disable ICMP redirect messages globally, enter the following command at the global CONFIG level of the CLI.

NOTE
The ip icmp redirects command is applicable to the MLX Series and XMR Series devices only.

device (config)# no ip icmp redirects
Syntax: [no] ip icmp redirects
To disable ICMP redirect messages on a specific interface, enter the following command at the configuration level for the interface.

device (config)# int e 3/11
device (config-if-el00-3/11)# no ip redirect

Syntax: [no] ip redirect

Configuring IP load sharing

The IP route table can contain more than one path to a given destination. When this occurs, the Extreme device selects the path with the
lowest cost as the path for forwarding traffic to the destination. If the IP route table contains more than one path to a destination and the
paths each have the lowest cost, then the Extreme device uses IP load sharing to select a path to the destination.

IP load sharing is based on the destination address of the traffic. Extreme devices support load sharing based on individual host
addresses or on network addresses.

You can enable a device to load balance across up to eight equal-cost paths. The default maximum number of equal-cost load sharing
paths is four.

NOTE
IP load sharing is not based on source routing, only on next-hop routing.
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NOTE

The term "path” refers to the next-hop router to a destination, not to the entire route to a destination. Thus, when the software
compares multiple equal-cost paths, the software is comparing paths that use different next-hop routers, with equal costs, to
the same destination.In many contexts, the terms "route” and "path” mean the same thing. Most of the user documentation
uses the term "route” throughout. The term "path” is used in this section to refer to an individual next-hop router to a destination,
while the term "route” refers collectively to the multiple paths to the destination. Load sharing applies when the IP route table
contains multiple, equal-cost paths to a destination.

NOTE
The Extreme device also performs load sharing among the ports in aggregate links.

How multiple equal-cost paths enter the IP route table

IP load sharing applies to equal-cost paths in the IP route table. Routes eligible for load sharing can enter the table from the following
sources:

IP static routes
Routes learned through RIP, OSPF, and BGP4

Administrative distance

The administrative distance is a unique value associated with each type (source) of IP route. Each path has an administrative distance. It is
used when evaluating multiple equal-cost paths to the same destination from different sources, such as RIP, OSPF and so on, but not
used when performing IP load sharing.

The value of the administrative distance is determined by the source of the route. The Extreme device is configured with a unique
administrative distance value for each IP route source.

When the software receives paths from different sources to the same destination, the software compares their administrative distances,
selects the one with the lowest distance, and puts it in the IP route table. For example, if the Extreme device has a path learned from
OSPF and a path learned from RIP for a given destination, only the path with the lower administrative distance enters the IP route table.
Here are the default administrative distances on the Extreme device:

Directly connected - O (this value is not configurable)

Static IP route - 1 (applies to all static routes, including default routes and default network routes)

Exterior Border Gateway Protocol (EBGP) - 20

OSPF - 110

RIP - 120

Interior Gateway Protocol (IBGP) - 200

Local BGP - 200

Unknown - 255 (the device will not use this route)

Lower administrative distances are preferred over higher distances. For example, if the device receives routes for the same network from
OSPF and from RIP, the device will prefer the OSPF route by default.

NOTE
You can change the administrative distances individually. Refer to the configuration chapter for the route source for
information.
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Since the software selects only the path with the lowest administrative distance, and the administrative distance is determined by the
path’s source, IP load sharing does not apply to paths from different route sources. IP load sharing applies only when the IP route table
contains paths from the same IP route source to the same destination.

Path cost

The cost parameter provides a basis of comparison for selecting among paths to a given destination. Each path in the IP route table has
a cost. When the IP route table contains multiple paths to a destination, the Extreme device chooses the path with the lowest cost. When
the IP route table contains more than one path with the lowest cost to a destination, the Extreme device uses IP load sharing to select
one of the lowest-cost paths.
The source of a path’s cost value depends on the source of the path:
«  IP static route - The value you assign to the metric parameter when you configure the route. The default metric is 1.
RIP - The number of next-hop routers to the destination.

+  OSPF - The Path Cost associated with the path. The paths can come from any combination of inter-area, intra-area, and
external Link State Advertisements (LSAs).

+  BGP4 - The path's Multi-Exit Discriminator (MED) value.
NOTE

If the path is redistributed between two or more of the above sources before entering the IP route table, the cost can increase
during the redistribution due to settings in redistribution filters.

Static route, OSPF, and BGP4 load sharing

IP load sharing and load sharing for static routes, OSPF routes, and BGP4 routes are individually configured. Multiple equal-cost paths
for a destination can enter the IP route table only if the source of the paths is configured to support multiple equal-cost paths. For
example, if BGP4 allows only one path with a given cost for a given destination, the BGP4 route table cannot contain equal-cost paths to
the destination. Consequently, the IP route table will not receive multiple equal-cost paths from BGP4.

Table 7 lists the default and configurable maximum numbers of paths for each IP route source that can provide equal-cost paths to the
IP route table. The table also lists where to find configuration information for the route source’s load sharing parameters.

The load sharing state for all the route sources is based on the state of IP load sharing. Since IP load sharing is enabled by default on the
Extreme device, load sharing for static IP routes, RIP routes, OSPF routes, and BGP4 routes also is enabled by default.

TABLE 7 Default load sharing parameters for route sources

Route source Default maximum number of paths Maximum number of paths

Static IP route 4 32
NOTE NOTE
This value depends on the value for This value depends on the value for
IP load sharing, and is not separately IP load sharing, and is not separately
configurable. configurable.

RIP 4 8
NOTE NOTE
This value depends on the value for This value depends on the value for
IP load sharing, and is not separately IP load sharing, and is not separately
configurable. configurable.

OSPF 4 32

BGP4 1 32
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NOTE
Suppose you have a route that points to an ECMP next hop and the route paths consist of more than one type, then only the
first path is programmed in the hardware for forwarding. The number of paths for ECMP is set to 1.

Options for IP load sharing and LAGs

The following options have been added to refine the hash calculations used for IP load sharing and LAGs. These include the following:
Speculate UDP or TCP Headers - This option is applied to ECMP and LAG index hash calculations.
Mask Layer-3 and Layer-4 Information - This option is applied to ECMP and LAG index hash calculations.
Mask Layer-2 Information - This option is applied to ECMP and LAG index hash calculations.
Mask MPLS label information - This option is applied to ECMP and LAG index hash calculations.
Diversification - This option is applied to ECMP and LAG index hash calculations.
Hash Rotate - This option is applied to ECMP hash calculations and to LAG index calculations.
Symmetric - This option is applied to trunk hash calculations.
NOTE
The CES 2000 Series devices do not support the same options as the XMR Series and MLX Series devices. Refer to the CES

2000 Series and CER 2000 Series Link Aggregation chapter for additional information on hash calculations used for IP load
sharing and LAGs on the CES 2000 Series devices.

Speculate UDP or TCP packet headers

With this option set, the packet headers following IPv4 headers are used for the ECMP and LAG index hash calculations even if the
packet is not a TCP or UDP packet. If the packet is a non-fragmented, no-IP options, TCP or UDP packet, the TCP or UDP ports are
used for hash calculations unless the load-balance mask ip or load-balance mask ipv6 commands are used. This behavior is disabled
by default and can be enabled using the following command.

device (config)# load-balance force-l4-hashing all
Syntax: [no] load-balance force-14-hashing [ all | slot-number | slot-number np-id ]
The all option applies the command to all ports within the device.
Specifying a slot number using the slot-number variable limits the command to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the command to the ports
supported by the specified network processor on the specified interface module.

NOTE
Problems can occur with the Ping and Traceroute functions when this option is enabled.

Masking Layer 3 and Layer 4 information

Masking in networking means that a specific header field is used for hashing. With the Layer 3 and Layer 4 masking option set, the
following values can be masked during ECMP and LAG index hash calculations: TCP or UDP source and destination port information,
source and destination IP address, IPv4 protocol ID, and IPv6 next header.

When used with the load-balance force-14-hashing command, the load-balance mask ip command takes precedence. The masking
option can be set using the following commands for IPv4 addresses.

device (config) # load-balance mask ip src-l4-port all
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Syntax: [no] load-balance mask ip [ dst-ip [ slot number | all | pre-symmetriclb ] | src-ip [ slot number | all | pre-symmetriclb ] | dst-14-
port [ slot number | all 1| src-l4-port [ slot number | all ] | protocol [ slot number | all 1]

Use the src-l4-port option when you want to mask the Layer 4 source port.
Use the dst-l4-port option when you want to mask the Layer 4 destination port.

Use the src-ip option when you want to mask the source IP address. The src-ip keyword contains the pre-symmetriclb option that
masks the source IP address before symmetric load balancing can occur.

Use the dst-ip option when you want to mask the destination IP address. The dst-ip keyword contains the pre-symmetriclb option that
masks the destination IP address before symmetric load balancing can occur.

Use the protocol option when you want to mask the IPv4 protocol ID.
The all option applies the command to all ports within the device.
Specifying a slot number using the slot-number variable limits the command to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the command to the ports
supported by the specified network processor on the specified interface module.

The masking option can be set using the following commands for IPv6 addresses.
device (config) # load-balance mask ipv6 src-l4-port all

Syntax: [no] load-balance mask ipv6 [ dst-ip [ slot number | all | pre-symmetriclb ] | src-ip [ slot number | all | pre-symmetriclb ] | dst-
l4-port |[ slot number | all ] | src-l4-port [ slot number | all ] | next-hdr [ slot number | all ] ]

Except for the next-hdr option, the command options described for the load-balance mask ip command are valid for the load-balance
mask ipv6.

Use the next-hdr option when you want to mask the IPv6 next header.

Use the src-ip option when you want to mask the source IPv6 address. The src-ip keyword contains the pre-symmetriclb option that
masks the source IPv6 address before symmetric load balancing can occur. The symmetric load balancing can be either static or
dynamic LAG load balancing.

Use the dst-ip option when you want to mask the destination IPv6 address. The dst-ip keyword contains the pre-symmetriclb option
that masks the destination IPv6 address before symmetric load balancing can occur.

The [no] load-balance mask ip and [no] load-balance mask ipv6 commands are disabled by default.

NOTE
The Masking Layer 3 and Layer 4 information feature supports both static and dynamic LAG load balancing.

Masking Layer 2 information

With the load-balance mask ethernet command set, the following Layer 2 values can be masked during ECMP and LAG index hash
calculations: source and destination MAC address, VLAN, Ethertype, and Inner VLAN. To mask Layer 2 information, use the load-
balance mask ethernet command, as shown in the following.

device (config)# load-balance mask ethernet sa-mac all
Syntax: [no] load-balance mask ethernet [ sa-mac | da-mac | vlan | etype | inner-vlan ] [ all | slot-number | slot-number np-id ]
Use the sa-mac option when you want to mask the source MAC address.
Use the da-mac option when you want to mask the destination MAC address.

Use the vlan option when you want to mask the VLAN ID.
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Use the etype option when you want to mask the Ethertype

Use the inner-vlan option when you want to mask the inner VLAN ID.

The all option applies the command to all ports within the device.

Specifying a slot number using the slot-number variable limits the command to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the command to the ports
supported by the specified network processor on the specified interface module.

Configuring mask option for load balancing

In an MPLS network, when the L2VPN is configured using a LDP tunnel, which in turn is using a RSVP bypass tunnel, then the packets
will include four labels. The four labels are:

RSVP bypass label - Label O which is the outermost MPLS label
RSVP protected label - Label 1

LDP label - Label 2

VC label - Label 3 which is the innermost MPLS label

In the Figure 13, all the packets routed between the routers, R2 and R5 include four MPLS labels which are masked for calculating the
ECMP and LAG index hash value.

FIGURE 13 L2VPN packets over a LDP tunnel

LDP Tunnel
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Label 0 - RSVP bypass label
Label 1- RSVP protected label
Label 2 - LDP label
Label 3 - VC label

To mask the MPLS labels, enter the following command.
device (config) # load-balance mask mpls label0 all
Syntax: [no] load-balance mask mpls [ labelO | labell | label2 | label3 ] [ all | slot-number | slot-number np-id ]
Use the labelO option to mask MPLS Label O, which is the innermost MPLS label in a packet.
Use the labell option to mask MPLS Label 1, which is the next innermost MPLS label in a packet from MPLS Label 2.

Extreme Netlron Layer 3 Routing Configuration Guide, 6.3.00a
112 9036116-00



Configuring IP load sharing

Use the label2 option to mask MPLS Label 2, which is the next innermost MPLS label in a packet with four labels or the outermost
MPLS label in a packet with three labels.

Use thelabel3 option to mask MPLS Label 3, which is the outermost MPLS label in a packet with four labels.
The all option applies the command to all ports within the router.
Specifying a slot number using the slot-number variable limits the command to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the command to the ports
supported by the specified network processor on the specified interface module.

Displaying MPLS masking information
To display the masking information, enter the following command.

device# show load-balance mask mpls
Mask MPLS options -
Mask MPLS LabelO is enabled on -
No Slots
Mask MPLS Labell is enabled on -
No Slots
Mask MPLS Label2 is enabled on -
No Slots
Mask MPLS Label3 is enabled on -
All Slots

Table 8 describes the output parameters of the show load-balance mask mpls command.

TABLE 8 Output parameters of the show load-balance mask mplscommand

Field Description
Slot Shows the slot of the interface on which the MPLS masking is enabled.
Mask MPLS Label Shows whether or not the following labels are masked.

LabelO - Shows if the Label O is masked on the interface.
Labell - Shows if the Label 1 is masked on the interface.
Label2 - Shows if the Label 2 is masked on the interface.
Label3 - Shows if the Label 3 is masked on the interface.

To display current running configuration, enter the following command.

device# show running-config
|

load-balance mask mpls label3 all

Hash diversification for LAGs and IP load balancing

In a multi-stage network a traffic flow will normally use the same LAG port or same path (for IP load balancing) at each stage. The Hash
Diversification feature works within an earlier stage of the hash calculation than the hash rotate feature. Using theload-balance hash-
diversify command, you can provide a unique hash diversify value to a device, or a sub-set of ports on a device. This unique value is
used in calculation of the ECMP and LAG index hash. Consequently, instead of a traffic flow always following the same port group or
path, it will be distributed over different LAG or ECMP members. To apply hash diversification, use the following command.

device (config) # load-balance hash-diversify random all

Syntax: [no] load-balance hash-diversify [ number | random | slot ] [ all | slot-number | slot-number np-id ]
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You can set the unique hash diversify value using one of the following options:
The number option allows you to specify a value from O - 255.

The random option directs the CPU to generate a random number for each packet processor and program it as the hash diversification
value.

The slot option specifies the slot ID as the has diversification number.

The default value for the diversification number is O and the no version of the command resets the value to O regardless of any value
previously set. Also, the most recent command added overrides any previous instances of the command. For example, if the random
option is entered first and is then followed by the slot option, the value of the slot ID for the specified slot will be used.

The all option applies the command to all ports within the device.
Specifying a slot number using the slot-number variable limits the command to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the commmand to the ports
supported by the specified network processor on the specified interface module.

This option can also be used in a multi-stage network to avoid the same traffic flow to always use one path of an ECMP or the same
LAG member index at each stage. Using the hash rotate function the same set of traffic flows forwarded out of one LAG member or
ECMP path to the next router can be distributed across different paths of the LAG member or ECMP path to the next router.

Hash rotate for LAGs and IP load balancing

The hash rotate function provides another option (in addition to hash diversification) for diversifying traffic flow in a multi-stage network.
Using this feature, the ECMP hash index can be rotated by a specified number of bits after it has been calculated. This allows path
selection within IP load balancing to be more diverse.

To configure hash rotate to LAG index calculations, enter a command such as the following.
device (config)# load-balance hash-rotate 3 all
Syntax: [no] load-balance hash-rotate rotate-number [ all | slot-number | slot-number np-id ]
The rotate-number value specifies number of bits between O and 7 that you want to rotate the ECMP hash index value.
The all option applies the command to all ports within the device.
Specifying a slot number using the slot-number variable limits the commmand to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the command to the ports
supported by the specified network processor on the specified interface module.

NOTE
The hash diversification and hash rotate features can be applied separately or together. Depending on your network
configuration, either or both of these features may need to be configured.

Symmetric load balancing for LAGs

For many monitoring and security applications, bidirectional conversations flowing through the system must be carried on the same port
of a LAG. For Network Telemetry applications, network traffic is tapped and sent to the Extreme devices, which can load balance selected
traffic to the application servers downstream. Each server analyzes the bidirectional conversations. Therefore, the Extreme devices must
enable symmetric load balancing to accomplish bidirectional conversations. In addition, firewalls between the Extreme devices can be
configured to allow the bidirectional conversations per link of the LAG. These applications also require symmetric load balancing on the
LAGs between the Extreme devices. Figure 14 depicts the symmetric load balancing for LAGs feature.
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FIGURE 14 Symmetric load balancing for LAGs

SRG: MAC1, IP1, Port1
DST: MAC2, IP2, Port2 % — i
TAP Device ‘ ‘ — | }server Bank
— l } =
SRC: MAG2, IP2, Port2 v  — |
DST: MACT, IP1, Port1
LAG

NOTE

The symmetric load balancing option is applicable only for MLX Series and XMR Series devices. The CER 2000 Series and
CES 2000 Series devices load balance all traffic on the LAGs symmetrically. Therefore, the CER 2000 Series and CES 2000
Series devices do not support the symmetric load balancing commands.

With the symmetric load balancing option set, the trunk hash calculation is determined using all or a combination of the following
parameters: MAC source and destination addresses, IPv4 source and destination addresses, IPv6 source and destination addresses,
TCP or UDP source and destination port information, inner MAC source and destination addresses, inner IPv4 source and destination
addresses, and inner IPv6 source and destination addresses.

To enable the symmetric load balancing option on an interface, enter commands such as the following.

device (config)# load-balance symmetric ethernet 2
device (config)# load-balance symmetric ip all

device (config) # load-balance symmetric ipve6 2

device (config) # load-balance symmetric 14 ip 2

device (config) # load-balance symmetric 14 ipvée 2

device (config) # load-balance symmetric inner ethernet 2
device (config) # load-balance symmetric inner ip 2
device (config) # load-balance symmetric inner ipvé 2

Syntax: [no] load-balance symmetric ethernet | ip | ipv6 | 14_ip | 14_ipv6 | inner_ethernet | inner_ip | inner_ipv6 | packet [ all | s/ot-
number | slot-number np-id ]

The ethernet option specifies the Ethernet header fields.

The ip option specifies the IP header fields.

The ipv6 option specifies the IPv6 header fields.

The |4 _ip option specifies the Layer 4 IP fields

The |4 _ipv6 option specifies the Layer 4 IPv6 fields.
Theinner_ethernet option specifies the inner Ethernet fields.
The inner_ip option specifies the inner IP fields.

The inner_ipv6 option specifies the inner IPv6 fields.

The packet option specifies all the packet fields.

The all option applies the command to all ports within the router.
Specifying a slot number using the slot-number variable limits the command to an individual module.

Specifying a slot number and a network processor ID using the slot-number and np-id variables limits the command to the ports
supported by the specified network processor on the specified interface module.

The no option is used to turn off the previously enabled symmetric load balancing option.
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Displaying symmetric load balancing information

To display the symmetric load balancing information for the interface, enter the following command.

device# show load-balance symmetric-options

Symmetric Ethernet options -
Symmetric Ethernet is enabled on -
Slot 2
Slot 3

Symmetric IP options -
Symmetric IP is enabled on -
All Slots

Symmetric IPv6 options -
Symmetric IPV6 is enabled on -
Slot 1
Slot 2

Symmetric IP Layer 4 IP options -
Symmetric Layer 4 IP is enabled on -
Slot 2

Symmetric IPv6 Layer 4 IPV6 options -
Symmetric Layer 4 IPV6 is enabled on -
Slot 2

Symmetric INNER Ethernet options -
Symmetric INNER Ethernet is enabled on -
Slot 2

Symmetric INNER IP options -
Symmetric INNER IP is enabled on -
Slot 2

Symmetric INNER IPV6 options -
Symmetric INNER IPV6 is enabled on -
Slot 2

Syntax: show load-balance symmetric-options ethernet | ip | ipv6 | 14_ip | 14_ipv6 | inner_ethernet | inner_ip | inner_ipv6 | packet

Table 9 describes the output parameters of the show load-balance symmetric-options command.

TABLE 9 Output parameters of the show load-balance symmetric-options command

Field
Slot

Symmetric options

116

Description

Shows the slot number of the interface on which the symmetric load
balancing option is enabled.

Shows whether or not the symmetric option is enabled on the following
interfaces:

. Symmetric Ethernet options - Shows if the symmetric option is
enabled on the Ethernet interface.

. Symmetric IP options - Shows if the symmetric option is
enabled on the IP interface.

. Symmetric IPv6 options - Shows if the symmetric option is
enabled on the IPv6 interface.

+ Symmetric Layer 4 IP options - Shows if the symmetric option
is enabled on the Layer 4 IP interface.

. Symmetric Layer 4 IPv6 options - Shows if the symmetric
option is enabled on the Layer 4 IPv6 interface.

. Symmetric INNER Ethernet options - Shows if the symmetric
option is enabled on the inner Ethernet interface.

. Symmetric INNER IP options - Shows if the symmetric option
is enabled on the inner IP interface.

. Symmetric INNER IPv6 options - Shows if the symmetric
option is enabled on the inner IPv6 interface.

. Symmetric packet options - Shows if the symmetric option is
enabled on all the interfaces.
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How IP load sharing works

On the Extreme device, IP load sharing is done by the hardware. If there is more than one path to a given destination, a hash is calculated
based on the source MAC address, destination MAC address, source IP address, destination IP address, VLAN-ID (if applicable), IPv4
protocol number, IPv6 next header and TCP/UDP source port and destination port if the packet is also a TCP/UDP packet. This hash is
used to select one of the paths.

Changing the maximum number of load sharing paths

By default, IP load sharing allows IP traffic to be balanced across up to four equal path. You can change the maximum number of paths
that the Extreme device supports to a value between 2 and 32.

NOTE
The maximum number of paths supported by the BR-MLX-10Gx24-DM module is 16.

For optimal results, set the maximum number of paths to a value equal to or greater than the maximum number of equal-cost paths that
your network typically contains. For example, if the Extreme device has six next-hop routers, set the maximum paths value to six.

NOTE
If the setting for the maximum number of paths is lower than the actual number of equal-cost paths, the software does not use
all the paths for load sharing.

To change the maximum number of load sharing paths, enter the following command:
device (config)# ip load-sharing 32
Syntax: [no] ip load-sharing number

The number parameter specifies the number of ECMP load sharing paths. Enter a value between 2 and 32 for number to set the
maximum number of paths. The default value is 4.

NOTE
A new maximum-paths use-load-sharing command was introduced under the BGP configuration that allows support for BGP
routes in IP load sharing but does not enable BGP multipath load sharing.

Response to path state changes

If one of the load-balanced paths becomes unavailable, the IP route table in hardware is modified to stop using the unavailable path. The
traffic is load balanced between the available paths using the same hashing mechanism described above. (Refer to How IP load sharing
works on page 117.)

Configuring IRDP

The Extreme device uses ICMP Router Discovery Protocol (IRDP) to advertise the IP addresses of its device interfaces to directly
attached hosts. IRDP is disabled by default. You can enable it globally or on individual ports.
Consider the following when you enable or disable IRDP globally:

If you enable IRDP globally, all ports use the default values for the IRDP parameters.

If you leave IRDP disabled globally but enable it on individual ports, you also can configure the IRDP parameters on an
individual port basis.
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NOTE
You can configure IRDP parameters only an individual port basis. To do so, IRDP must be disabled globally and enabled only
on individual ports. You cannot configure IRDP parameters if the feature is globally enabled.

When IRDP is enabled, the Extreme device periodically sends Router Advertisement messages out the IP interfaces on which the feature
is enabled. The messages advertise the Extreme device’s IP addresses to directly attached hosts who listen for the messages. In
addition, hosts can be configured to query the Extreme device for the information by sending Router Solicitation messages.

Some types of hosts use the Router Solicitation messages to discover their default gateway. When IRDP is enabled, the Extreme device
responds to the Router Solicitation messages. Some clients interpret this response to mean that the Extreme device is the default
gateway. If another router is actually the default gateway for these clients, leave IRDP disabled on the Extreme device.

IRDP uses the following parameters. If you enable IRDP on individual ports rather than globally, you can configure these parameters on
an individual port basis. The IRDP parameters are as follows:

Packet type - The Extreme device can send Router Advertisement messages as IP broadcasts or as IP multicasts addressed to
IP multicast group 224.0.0.1. The packet type is IP broadcast.

+  Maximum message interval and minimum message interval - When IRDP is enabled, the Extreme device sends the Router
Advertisement messages every 450 - 600 seconds by default. The time within this interval that the Extreme device selects is
random for each message and is not affected by traffic loads or other network factors. The random interval minimizes the
probability that a host will receive Router Advertisement messages from other routers at the same time. The interval on each
IRDP-enabled Extreme device interface is independent of the interval on other IRDP-enabled interfaces. The default maximum
message interval is 600 seconds. The default minimum message interval is 450 seconds.

Hold time - Each Router Advertisement message contains a hold time value. This value specifies the maximum amount of time
the host should consider an advertisement to be valid until a newer advertisement arrives. When a new advertisement arrives,
the hold time is reset. The hold time is always longer than the maximum advertisement interval. Therefore, if the hold time for an
advertisement expires, the host can reasonably conclude that the router interface that sent the advertisement is no longer
available. The default hold time is three times the maximum message interval.

+  Preference - If a host receives multiple Router Advertisement messages from different routers, the host selects the router that
sent the message with the highest preference as the default gateway. The preference can be a number from 4294967296 to
4294967295. The defaultis O.

Enabling IRDP globally
To globally enable IRDP, enter the following command.
device (config) # ip irdp

This command enables IRDP on the IP interfaces on all ports. Each port uses the default values for the IRDP parameters. The
parameters are not configurable when IRDP is globally enabled.

Enabling IRDP on an individual port

To enable IRDP on an individual interface and change IRDP parameters, enter commands such as the following.

device (config) # interface ethernet 1/3
device (config-1f-el10000-1/3)# ip irdp maxadvertinterval 400

This example shows how to enable IRDP on a specific port and change the maximum advertisement interval for Router Advertisement
messages to 400 seconds.

NOTE
To enable IRDP on individual ports, you must leave the feature globally disabled.
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Syntax: [no] ip irdp [ broadcast | multicast ] [ holdtime seconds ] [ maxadvertinterval seconds ] [ minadvertinterval seconds ]
[ preference number |
The broadcast and multicast parameter specifies the packet type the Extreme device uses to send Router Advertisement.

broadcast - The Extreme device sends Router Advertisement as IP broadcasts. This is the default.

multicast - The Extreme device sends Router Advertisement as multicast packets addressed to IP multicast group 224.0.0.1.
The holdtimeseconds parameter specifies how long a host that receives a Router Advertisement from the Extreme device should
consider the advertisement to be valid. When a host receives a new Router Advertisement message from the Extreme device, the host
resets the hold time for the Extreme device to the hold time specified in the new advertisement. If the hold time of an advertisement
expires, the host discards the advertisement, concluding that the router interface that sent the advertisement is no longer available. The

value must be greater than the value of the maxadvertinterval parameter and cannot be greater than 9000. The default is three times the
value of the maxadvertinterval parameter.

The maxadvertinterval parameter specifies the maximum amount of time the Extreme device waits between sending Router
Advertisements. You can specify a value from 1 to the current value of the holdtime parameter. The default is 600 seconds.

The minadvertinterval parameter specifies the minimum amount of time the Extreme device can wait between sending Router
Advertisements. The default is three-fourths (0.75) the value of the maxadvertinterval parameter. If you change the maxadvertinterval
parameter, the software automatically adjusts the minadvertinterval parameter to be three-fourths the new value of the
maxadvertinterval parameter. If you want to override the automatically configured value, you can specify an interval from 1 to the current
value of the maxadvertinterval parameter.

The preferencenumber parameter specifies the IRDP preference level of the Extreme device. If a host receives Router Advertisements
from multiple routers, the host selects the router interface that sent the message with the highest interval as the host's default gateway.
The valid range is 4294967296 to 4294967295. The default is O.

Configuring UDP broadcast and IP helper parameters

Some applications rely on client requests sent as limited IP broadcasts addressed to the UDP’s application port. If a server for the
application receives such a broadcast, the server can reply to the client. Routers do not forward subnet directed broadcasts, so the client
and server must be on the same network for the broadcast to reach the server. If the client and server are on different networks (on
opposite sides of a router), the client’s request cannot reach the server.
To configure the Extreme device to forward client requests to UDP application servers:

Enable forwarding support for the UDP application port, if forwarding support is not already enabled.

Configure a helper adders on the interface connected to the clients. Specify the helper address to be the IP address of the
application server or the subnet directed broadcast address for the IP subnet the server is in. A helper address is associated with
a specific interface and applies only to client requests received on that interface. The Extreme device forwards client requests for
any of the application ports the Extreme device is enabled to forward to the helper address.
Forwarding support for the following application ports is enabled by default:
bootps (port 67)
dns (port 53)
tftp (port 69)
time (port 37)
netbios-ns (port 137)
netbios-dgm (port 138)
tacacs (port 65)
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NOTE

The application names are the names for these applications that the Extreme device recognizes, and might not match the
names for these applications on some third-party devices. The numbers listed in parentheses are the UDP port numbers for
the applications. The numbers come from RFC 1340.

NOTE
As shown above, forwarding support for BootP or DHCP is enabled by default. If you are configuring the Extreme device to
forward BootP or DHCP requests, refer to Configuring BootP or DHCP forwarding parameters on page 121.

You can enable forwarding for other applications by specifying the application port number.

You also can disable forwarding for an application.

NOTE

If you disable forwarding for a UDP application, forwarding of client requests received as broadcasts to helper addresses is
disabled. Disabling forwarding of an application does not disable other support for the application. For example, if you disable
forwarding of Telnet requests to helper addresses, other Telnet support on the Extreme device is not also disabled.

Enabling forwarding for a UDP application

If you want the Extreme device to forward client requests for UDP applications that the Extreme device does not forward by default, you
can enable forwarding support for the port. To enable forwarding support for a UDP application, use either of the following methods. You
also can disable forwarding for an application using these methods.

NOTE

You also must configure a helper address on the interface that is connected to the clients for the application. The Extreme
device cannot forward the requests unless you configure the helper address. Refer to Configuring an IP helper address on page
122.

To enable the forwarding of specific UDP application broadcasts, enter the following command.
device (config) # ip forward-protocol udp bootpc

Syntax: [no] ip forward-protocol udp udp-port-name | udp-port-num

The udp-port-name parameter can have one of the following values. For reference, the corresponding port numbers from RFC 1340
are shown in parentheses. If you specify an application name, enter the name only, not the parentheses or the port number shown here:

bootpc (port 68)
bootps (port 67)
discard (port 9)

dns (port 53)

echo (port 7)
mobile-ip (port 434)
netbios-dgm (port 138)
netbios-ns (port 137)
ntp (port 123)

tacacs (port 65)

talk (port 517)

time (port 37)

tftp (port 69)
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In addition, you can specify any UDP application by using the application’s UDP port number.

The udp-port-num parameter specifies the UDP application port number. If the application you want to enable is not listed above, enter
the application port number. You also can list the port number for any of the applications listed above.

To disable forwarding for an application, enter a command such as the following.
device (config)# no ip forward-protocol udp well known application port number

This command disables forwarding of specific UDP application requests to the helper addresses configured on Extreme device
interfaces.

Configuring an IP helper address

To forward a client’s broadcast request for a UDP application when the client and server are on different networks, you must configure a
helper address on the interface connected to the client. Specify the server’s IP address or the subnet directed broadcast address of the IP
subnet the server is in as the helper address.

You can configure up to 16 helper addresses on each interface. You can configure a helper address on an Ethernet port or a virtual
interface.

To configure a helper address on interface 2 on chassis module 1, enter the following commands.

device (config) # interface e 1/2
device (config-if-el1000-1/2)# ip helper-address 10.95.7.6

The commands in this example change the CLI to the configuration level for port 1/2, then add a helper address for server 10.95.7.6 to
the port. If the port receives a client request for any of the applications that the Extreme device is enabled to forward, the Extreme device
forwards the client’s request to the server.

Syntax: [no] ip helper-address ip-addr

The ip-addr command specifies the server’s IP address or the subnet directed broadcast address of the IP subnet the server is in.

Configuring BootP or DHCP forwarding parameters

A host on an IP network can use BootP or DHCP to obtain its IP address from a BootP or DHCP server. To obtain the address, the client
sends a BootP or DHCP request. The request is a subnet directed broadcast and is addressed to UDP port 67. A limited IP broadcast is
addressed to IP address 255.255.255.255 and is not forwarded by the Extreme device or other IP routers.

When the BootP or DHCP client and server are on the same network, the server receives the broadcast request and replies to the client.
However, when the client and server are on different networks, the server does not receive the client’s request, because the Extreme
device does not forward the request.

You can configure the Extreme device to forward BootP or DHCP requests. To do so, configure a helper address on the interface that
receives the client requests, and specify the BootP or DHCP server’s IP address as the address you are helping the BootP or DHCP
requests to reach. Instead of the server’s IP address, you can specify the subnet directed broadcast address of the IP subnet the server is
in.

NOTE
The IP subnet configured on the port which is directly connected to the device sending a BootP or DHCP request, does not
have to match the subnet of the IP address given by the DHCP server.
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BootP or DHCP forwarding parameters

The following parameters control the Extreme device’s forwarding of BootP or DHCP requests:
Helper address - The BootP or DHCP server’s IP address. You must configure the helper address on the interface that receives
the BootP or DHCP requests from the client. The Extreme device cannot forward a request to the server unless you configure a
helper address for the server.
Gateway address - The Extreme device places the IP address of the interface that received the BootP or DHCP request in the
request packet's Gateway Address field (sometimes called the Router ID field). When the server responds to the request, the
server sends the response as a unicast packet to the IP address in the Gateway Address field. (If the client and server are directly
attached, the Gateway ID field is empty and the server replies to the client using a unicast or broadcast packet, depending on
the server.) By default, the Extreme device uses the lowest-numbered IP address on the interface that receives the request as
the Gateway address. You can override the default by specifying the IP address you want the Extreme device to use.
Hop Count - Each router that forwards a BootP or DHCP packet increments the hop count by 1. Routers also discard a
forwarded BootP or DHCP request instead of forwarding the request if the hop count is greater than the maximum number of
BootP or DHCP hops allowed by the router. By default, the Extreme device forwards a BootP or DHCP request if its hop count
is four or less, but discards the request if the hop count is greater than four. You can change the maximum number of hops the
Extreme device will allow to a value from 1 - 15.

NOTE
The BootP or DHCP hop count is not the TTL parameter.

Configuring an IP helper address

The procedure for configuring a helper address for BootP or DHCP requests is the same as the procedure for configuring a helper
address for other types of UDP broadcasts. Refer to Configuring an IP helper address on page 121.

Changing the IP address used for stamping BootP or DHCP requests

When the Extreme device forwards a BootP or DHCP request, the Extreme device "stamps” the Gateway Address field. The default value
the Extreme device uses to stamp the packet is the lowest-numbered IP address configured on the interface that received the request.

The BootP or DHCP stamp address is an interface parameter. Change the parameter on the interface that is connected to the BootP or
DHCP client.

To change the IP address used for stamping BootP or DHCP requests received on interface 1/1, enter commands such as the following.

device (config)# int e 1/1
device (config-if-el1000-1/1)# ip bootp-gateway 10.157.22.26

These commands change the CLI to the configuration level for port 1/1, then change the BootP or DHCP stamp address for requests
received on port 1/1 to 10.157.22.26. The Extreme device will place this IP address in the Gateway Address field of BootP or DHCP
requests that the Extreme device receives on port 1/1 and forwards to the BootP or DHCP server.

Syntax: [no] ip bootp-gateway ip-addr

If the ip bootp-source-address command is configured on the interface where the BootP or DHCP request is received, then the
configured address will be used as the source IP address for the forwarded packets.

device (config-if-el1000-1/1)# ip bootp-source-address 10.157.22.26

Syntax: [no] ip bootp-source-address ip-addr
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Changing the maximum number of hops to a BootP relay server

Each BootP or DHCP request includes a field Hop Count field. The Hop Count field indicates how many routers the request has passed
through. When the Extreme device receives a BootP or DHCP request, the Extreme device looks at the value in the Hop Count field:

If the hop count value is equal to or less than the maximum hop count the Extreme device allows, the Extreme device
increments the hop count by one and forwards the request.

If the hop count is greater than the maximum hop count the Extreme device allows, the Extreme device discards the request.

NOTE
The BootP or DHCP hop count is not the TTL parameter.

To modify the maximum number of BootP or DHCP hops, enter the following command.
device (config) # bootp-relay-max-hops 10

This command allows the Extreme device to forward BootP or DHCP requests that have passed through up to ten previous hops before
reaching the Extreme device.

Syntax: [no] bootp-relay-max-hops 1-15
Default: 4

Filtering Martian addresses

Martian addresses are obviously invalid host or network addresses. They commonly are sent by improperly configured systems on the
network. Martian address filtering allows the system to automatically filter out those invalid addresses. When Martian address filtering is
enabled, the BGP protocol applies the Martian address filters to all in-bound routes as received from all neighbors. Unlike BGP protocol,
IGP protocols will rely on the RTM (routing table manager) to do the route filtering.

If no match is found, the route is accepted. This will be the case for almost all routes. If a match is found, the route is discarded (default
action - deny), unless the action is set to permit. Martian address filtering is in addition to normal BGP in-bound route policies.

To enable Martian address filtering, enter the following command.
device (config)# ip martian filtering-on
Syntax: [no] ip martian [ vrf name ] filtering-on

The vrf name option applies martian filtering to a specified VRF.

NOTE
Martian address filtering is disabled by
default.

When Martian address filtering is first enabled, the device will automatically load the following default Martian addresses:
* 0.0.0.0/8

* 10.0.0.0/8

* 127.0.0.0/8

* 172.16.0.0/12

* 192.168.0.0/16

* 224.0.0.0/4
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* 240.0.0.0/4

Adding, deleting or modifying Martian addresses

As described previously, there are a set number of Martian addresses that are loaded by default when Martian addressing is enabled. You
can add, subtract or modify addresses that are filtered by martian addressing. Although there is no limit of the number of martian
address can be configured, it's expected the size of martian address list should be small, generally less than 100. If the user adds a new
martian address after routes are already learnt, they will be taken out of the routing table. Likewise if the user removes a martian address
after routes are deleted from the routing table, they should be put back into the routing table.

To add an address to the Martian filtering list, use a command such as the following.
device (config)# ip martian 192.168.0.0/16
Syntax: [no] ip martian [ vrf name ] destination-prefix/prefix-length [ permit ]

The destination-prefix/prefix-length variable specifies the address and the prefix range to apply the martian filtering to. The matching rule
is for prefix range match. It includes exact match, or with a longer prefix length match. For example, if the Martian address rule is
192.168.0.0/16, then routes 192.168.0.0/16, and 192.168.1.0/24 are matches. However route 192.0.0.0/8 is not a match.

The vrf name option applies the modification to the martian filtering list to a specified VRF.
The no command removes an address from the martian filtering list.

The [permit] option changes the default action of a martian address filter to permit. In this case, a route matches the "permit” martian
address is accepted by the routing table manager. This option is only used if a user wants to allow a prefix "hole" in an otherwise denied
martian address.

The default Martian addresses are described in: Filtering Martian addresses on page 123

Examples

To remove a user defined Martian address or a system default Martian address, use the "no" form of the command.
device (config)# no ip martian 0.0.0.0/8
The following example configuration, creates a "hole” for 192.168.1.0/24 in the martian address 192.168.0.0/16.

device (config)# ip martian 192.168.1.0/24 permit
device (config)# ip martian 192.168.0.0/16

To display the currently configured Martian addresses refer to Displaying martian addressing information on page 138.

Displaying IP information
You can display the following IP configuration information statistics:
Global IP parameter settings - refer to Displaying global IP configuration information on page 125.
IP interfaces - refer to Displaying IP interface information on page 126.
ARP entries - refer to Displaying ARP entries on page 34.
Static ARP entries - refer to Displaying ARP entries on page 34.
IP forwarding cache - refer to Displaying the forwarding cache on page 128.
IP route table - refer to Displaying the IP route table on page 130.
IP traffic statistics - refer to Displaying IP traffic statistics on page 134.
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The sections below describe how to display this information.

Displaying IP information

In addition to the information described below, you can display the following IP information:

RIP information
+  OSPF information
+  BGP4 information

PIM information

Displaying global IP configuration information

To display IP configuration information, enter the following command at any CLI level.

device> show ip
Global Settings

IP CAM Mode: dynamic IPVPN CAM Mode:
ttl: 64, arp-age: 10, bootp-relay-max-hops:

IP Router-Id: 10.5.5.5

icmp-error-rate: 400

enabled : UDP-Broadcast-Forwarding ICMP-Redirect Source-Route Load-Sharing

RARP BGP4 OSPF

disabled: Directed-Broadcast-Forwarding drop-arp-pending-packets IRDP Proxy
-ARP RPF-Check RPF-Exclude-Default RIP IS-IS VRRP VRRP-Extended VSRP

Configured Static Routes: 31
Configured Static Mroutes: 30

Syntax: show ip

NOTE

This command has additional options, which are explained in other sections in this guide, including the sections below this one.

This display shows the following information.

TABLE 10 CLI display of global IP configuration information

This field...

Global settings
ttl

arp-age

bootp-relay-max-hops

router-id

enabled
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Displays...

The Time-To-Live (TTL) for IP packets. The TTL specifies the maximum
number of router hops a packet can travel before reaching the Extreme
device. If the packet’'s TTL value is higher than the value specified in this
field, the device drops the packet.

To change the maximum TTL, refer to Changing the TTL threshold on
page 102.

The ARP aging period. This parameter specifies how many minutes an
inactive ARP entry remains in the ARP cache before the device ages out
the entry.

To change the ARP aging period, refer to Changing the ARP aging period
on page 31.

The maximum number of hops away a BootP server can be located from
the device and still be used by the device's clients for network booting.

To change this value, refer to Changing the maximum number of hops to
a BootP relay server on page 123.

The 32-bit number that uniquely identifies the device.

By default, the router ID is the numerically lowest IP interface configured
on the device. To change the router ID, refer to Changing the router D on
page 97.

The IP-related protocols that are enabled on the device.
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TABLE 10 CLI display of global IP configuration information (continued)
This field...
disabled

Displaying IP interface information

To display IP interface information, enter the following command at any CLI level.

Interface IP-Address OK? Method
eth 3/10 10.25.25.3 YES NVRAM
eth 3/19 10.11.11.3 YES NVRAM
eth 3/20 10.33.32.1 YES NVRAM
mgmt 1 10.25.106.12 YES NVRAM
loopback 1 10.5.5.5 YES NVRAM

Status
down
up

up

up

up

Displays...

The IP-related protocols that are disabled on the device.

Protocol VRF

down default-vrf
up default-vrf
up default-vrf
up default-vrf
up default-vrf

Syntax: show ip interface [ ethernet slot/port | | [ loopback num ]| [ ve num ]

This display shows the following information.

TABLE 11 CLI display of interface IP configuration information
This field...

Interface

IP-Address

OK?

Method

Status

Protocol

VRF

Displays...
The type and the slot and port number of the interface.

The IP address of the interface.

NOTE

If an "s" is listed following the address, this is a secondary
address. When the address was configured, the interface
already had an IP address in the same subnet, so the software
required the "secondary” option before the software could add
the interface.

Whether the IP address has been configured on the interface.

Whether the IP address has been saved in NVRAM. If you have set the IP
address for the interface in the CLI, but have not saved the configuration,
the entry for the interface in the Method field is "manual”

The link status of the interface. If you have disabled the interface with the
disable command, the entry in the Status field will be "administratively
down". Otherwise, the entry in the Status field will be either "up” or "down".

Whether the interface can provide two-way communication. If the IP
address is configured, and the link status of the interface is up, the entry in
the protocol field will be "up”. Otherwise the entry in the protocol field will
be "down”.

Specifies the VRF type applied to the interface.

Displaying IP interface information for a specified interface

To display detailed IP information for a specific interface, enter a command such as the following.
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device# show ip interface ethernet e 3/1
Interface Ethernet 3/1 (80)

port enabled

port state: UP

ip address: 10.1.1.2/24

Port belongs to VRF: default
encapsulation: ETHERNET, mtu: 1500

MAC Address 0004.80a0.4050
directed-broadcast-forwarding: disabled
No inbound ip access-1list is set
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No outbound ip access-list is set

No Helper Addresses are configured.

RPF mode: None RPF Log: Disabled

0 unicast RPF drop 0 unicast RPF suppressed drop
RxPkts: 1200 TxPkts: 1200

RxBytes: 60000 TxBytes: 60000

NOTE
Interface counters (received packets and received bytes) are not supported on the CES 2000 Series or the CER 2000 Series
devices. These values will always be O.

The Extreme device software supports IPv4 and IPv6 packet and byte counters. The contents of these counters is displayed for a
defined port as the result of the show ip interface ethernet command. In the above example, the fields in bold text display this content.
Table 12 describes each of the fields that display interface counter statistics.

TABLE 12 Interface counter display statistics

This field... Displays...

Interface The interface that counter statistics are being displayed for.
RxPkts The number of packets received at the specified port.
TxPkts The number of packets transmitted from the specified port.
RxBytes The number of bytes received at the specified port.
TxBytes The number of bytes transmitted from the specified port.

Displaying interface counters for all ports

The Extreme device supports IPv4 and IPv6 packet and byte counters. The contents of these counters can be displayed for all ports on a
device or per-port.

Commands have been added under IPv4 and IPv6 to display the interface counters for all ports on a device. The following example uses
the show ip interface counters command to display to packet and byte counter information for all ports.

device# show ip interface counters

Interface RxPkts TxPkts RxBytes TxBytes
eth 3/1 1200 1200 600000 60000
eth 3/2 500 500 25000 25000

Syntax: show ip interface counters

Default byte counters include the 20-byte per-packet Ethernet overhead. You can configure an Extreme device to exclude the 20-byte
per-packet Ethernet overhead from byte accounting by configuring the vlan-counter exclude-overhead command. Displaying IP
interface information for a specified interface on page 126 describes each of the fields that display interface counter statistics.

TABLE 13 Interface counter display statistics

This field... Displays...

Interface The interface that counter statistics are being displayed for.
RxPkts The number of packets received at the specified port.
TxPkts The number of packets transmitted from the specified port.
RxBytes The number of bytes received at the specified port.
TxBytes The number of bytes transmitted from the specified port.

Clearing the interface counters

Use the following command to clear all interface counters on a device.
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NOTE
The clear ip interface counters command is available for the CES 2000 Series and the CER 2000 Series devices; however,
the counters are not supported and the values will always be O.

device# clear ip interface counters

Syntax: clear ip interface counters

Use the following command to clear the interface counters for a specified port.
device# clear ip interface ethernet 3/2

Syntax: clear ip interface ethernet port-number

The port-numbervariable specifies the slot and port number that you want to clear the interface counters for.

Displaying interface name in Syslog

By default an interface’s slot number (if applicable) and port number are displayed when you display Syslog messages. You can display
the name of the interface instead of its number by entering a command such as the following.

device (config)# ip show-portname
This command is applied globally to all interfaces on the Extreme device.
Syntax: [no] Ip show-portname

When you display the messages in the Syslog, you see the interface name under the Dynamic Log Buffer section. The actual interface
number is appended to the interface name. For example, if the interface name is "lab" and its port number is "2", you see "lab2" displayed
as in the example below.

device# show logging

Syslog logging: enabled (0 messages dropped, 0 flushes, 0 overruns)
Buffer logging: level ACDMEINW, 3 messages logged
level code: A=alert C=critical D=debugging M=emergency E=error

I=informational N=notification W=warning

Static Log Buffer:

Dec 15 19:04:14:A:Fan 1, fan on right connector, failed

Dynamic Log Buffer (50 entries):

Dec 15 18:46:17:I:Interface ethernet Lab2

, state up

Dec 15 18:45:15:I:Warm start

Displaying the forwarding cache

To display the IP Forwarding Cache for directly connected hosts, enter the following command.
device> show ip cache
Cache Entry Usage on LPs:

Module Host Network Free Total
15 6 6 204788 204800

Syntax: show ip cache [ ip-addr ] [ | begin expression | exclude expression | include expression ]
The jp-addr parameter displays the cache entry for the specified IP address.

The show ip cache command shows the forwarding cache usage on each interface module CPU. The CPU on each interface module
builds its own forwarding cache, depending on the traffic. To see the forwarding cache of a particular interface module, use the rconsole.
device>rconsole 15

Connecting to slave CPU 15/1... (Press CTRL-Shift-6 X to exit)
rconsole-15/1Q@QLP>show ip cache
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Total number of host cache entries 3
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D: Dynamic P:Permanent, F:Forward U:Us C:Conected Network

W:Wait ARP
IP Address

1 10.1.0.0

2 10.2.0.0

3 10.7.7.3

Next Hop MAC

DIRECT 0000.0000.0000
DIRECT 0125.0a57.1c02
DIRECT 0000.0000.0000

I:ICMP Deny K:Drop R:Frament S:Snap Encap N:CAMInvalid
Type

Port VLAN Pri

2/5 n/a 0

3/5 n/a 0
PU 4/2 12 1

You also use the rconsole to display the IP Forwarding Cache for network entries.

device>rconsole 15

Connecting to slave CPU 15/1...
rconsole-15/1Q@LP>show ip network
Total number of host cache entries 3

(Press CTRL-Shift-6 X to exit)

D: Dynamic P:Permanent, F:Forward U:Us C:Conected Network

W:Wait ARP
IP Address

1 0.0.0.0/0

2 10.1.1.0/24

3 10.40.40.0/24

Next Hop MAC

DIRECT 0000.0000.0000
DIRECT 0000.0000.0000
10.2.1.10 0000.0000.0033

I:ICMP Deny K:Drop R:Frament S:Snap Encap N:CAMInvalid

Type Port VLAN Pri
PK n/a 0
PC n/a 0
PF 15/14 154 1

The show ip cache and show ip network commands entered on the rconsole display the following information.

TABLE 14 CLI display of IP forwarding cache
This field...

IP Address
Next Hop

MAC

Type

Port

VLAN
Pri
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Displays...
The IP address of the destination.

The IP address of the next-hop router to the destination. This field
contains either an IP address or the value DIRECT. DIRECT means the
destination is either directly attached or the destination is an address on
this device. For example, the next hop for loopback addresses and
broadcast addresses is shown as DIRECT.

The MAC address of the destination.

NOTE
If the entry is type U (indicating that the destination is this
device), the address consists of zeroes.

The type of host entry, which can be one or more of the following:
. D - Dynamic
. P - Permanent
. F - Forward
. U-Us
. C - Complex Filter
. W - Wait ARP
. | - ICMP Deny
. K - Drop
. R - Fragment
. S - Snap Encap
The port through which this device reaches the destination. For

destinations that are located on this device, the port number is shown as
‘n/a".

Indicates the VLANSs the listed port is in.
The QoS priority of the port or VLAN.
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Dual Active Console

The Dual Active Console command enables the standby terminal console to mirror the features of the active console, such that the
standby console appears as active console itself. Hence, you can manage the system from either active or standby console and it will not
be necessary to switch the console cable after the active-standby management module switchover.

To enable this feature, enter the following command,

device (config) #dual-active-console
device (config) #wr mem

Write startup-config done.

device (config) #

To disable this feature, enter the following command,
device (config) #no dual-active-console
device (config) #wr mem

Write startup-config done.
device (config) #

Displaying the IP route table
To display the IP route table, enter the show ip route command at any CLI level.

device# show ip route
Total number of IP routes: 4
Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP 0:0SPF; Cost - Dist/Metric

Destination Gateway Port Cost Type Uptime
1 10.0.0.0/24 DIRECT eth 1/1 0/0 D 45ml8s
2 10.10.0.0/24 DIRECT eth 1/2 0/0 D 1hOm
3 10.20.0.0/24 10.0.0.2 eth 1/1 1/1 S 13ml8s
4 10.30.0.0/24 10.0.0.2 eth 1/1 1/1 S 2m42s

Syntax: show ip route num | [ ip-addr [ ip-mask ] [ debug | detail | longer ] ] | connected | bgp | isis | ospf | rip | static | [ summary ] |
nexthop [ nexthop_id [ ref-routes ] ] | [ begin expression | exclude expression | include expression ]

The num option display the route table entry whose row number corresponds to the number you specify. For example, if you want to
display the tenth row in the table, enter "10".

The ip-addr parameter displays the route to the specified IP address.

The ip-mask parameter lets you specify a network mask or, if you prefer CIDR format, the number of bits in the network mask. If you use
CIDR format, enter a forward slash immediately after the IP address, then enter the number of mask bits (for example: 10.157.22.0/24
for 10.157.22.0 255.255.255.0).

The longer, detail, and debug parameter applies only when you specify an IP address and mask. This option displays only the routes for
the specified IP address and mask.

The bgp option displays the BGP4 routes.

The connected option displays only the IP routes that are directly attached to the Extreme device.
The ospf option displays the OSPF routes.

The rip option displays the RIP routes.

The isis option displays the RIP routes.

The static option displays only the static IP routes.

The nexthop option displays next-hop information for all next hops in the routing table or for a specific entry.
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You can display detailed information about a route by providing the IP address and using the detail option, as the following example

illustrates.

device>show ip route 10.1.1.2 detail

Type Codes - B:BGP D:Connected I:ISIS O:0SPF R:RIP S:Static; Cost - Dist/Metric

ISIS Codes - Ll:Level-1 L2:Level-2

OSPF Codes - i:Inter Area l:External Type 1 2:External Type 2 s:Sham
Destination Gateway Port Cost

1 10.1.1.0/24 DIRECT eth 1/15 0/0
Nexthop Entry ID:14, Paths: 1, Ref Count:1/1

1 10.1.1.0/24 10.1.1.2 eth 1/15 115/20
10.1.1.0/24 10.0.0.18 eth 4/11 115/20 I
10.1.1.0/24 10.0.0.30 eth 4/7 115/20 I
10.1.1.0/24 10.0.0.34 eth 4/14 115/20 I

Nexthop Entry ID:68343, Paths: 4, Ref Count:8/21
D:Dynamic P:Permanent F:Forward U:Us C:Connected Network

Link

Type Uptime
D 7hllm
IL2 7hllm
L2 7hllm
L2 7hllm
L2 7hllm

W:Wait ARP TI:ICMP Deny K:Drop R:Fragment S:Snap Encap N:CamlInvalid

Module S1:
IP Address Next Hop MAC Type Port
10.1.1.0/24 DIRECT 0000.0000.0000 PC
OutgoingIf ArpIndex PPCR ID CamLevel Parent DontAge Index
eth 1/15 65535 1:2 1 0 69203192
U _flags Entry flags Age Cam:Index Trunk fid
0000e220 0 Oxla8fc (L3, right) 0x00000 (

CAM Entry Flag: 00000003H
PPCR : 1:2 CIDX: Oxla8fc (L3, right) (IP _NETWORK: 0x68703)
PPCR : 1:1 CIDX: Oxla8fc (L3, right) (IP_NETWORK: 0x68703)

Syntax: show ip route ip_addr detail

The IP address can be just the IP address but can also include shorthand for the mask: ip-address/prefix-length.

Using the summary option

Vlan Pri
n/a
38
Ecmp count
0) 0

The summary option displays a summary of the information in the IP route table. After the summary keyword, the pipe symbol () points

to three options for modifying the presentation of the summary information, as follows:
+  begin lets you start the display with the first matching line.
+  exclude lets you exclude matching lines from the display.

+ include lets you include matching lines in the display.

The default routes are displayed first.

Using the connected option

Here is an example of how to use the connected option. To display only the IP routes that go to devices directly attached to the Extreme

device.

device (config) # show ip route connected

Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP O:0SPF; Cost - Dist/Metric

Destination
1 10.157.22.0/24

Gateway Port Cost Type Uptime
0.0.0.0 4/11 1 D 1h

Om

Notice that the route displayed in this example has "D" in the Type field, indicating the route is for a directly connected device.
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Using the static option
Here is an example of how to use the static option. To display only the static IP routes.
device (config)# show ip route static
Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP O:0SPF; Cost - Dist/Metric

Destination Gateway Port Cost Type Uptime
1 10.144.33.11/32 10.157.22.12 1/1 2 S 1hOm

Notice that the route displayed in this example has "S" in the Type field, indicating the route is static.

Using the longer option

Here is an example of how to use the longer option. To display only the routes for a specified IP address and mask, enter a command
such as the following.
device (config)# show ip route

10.159.0.0/16 longer
Type Codes - B:BGP D:Connected I:ISIS S:Static R:RIP 0:0SPF; Cost - Dist/Metric

Destination Gateway Port Cost Type Uptime
52 10.159.38.0/24 10.95.6.101 1/1 1 S 45ml8s
53 10.159.39.0/24 10.95.6.101 1/1 1 S 1hOm
54 10.159.40.0/24 10.95.6.101 1/1 1 S 45ml8s
55 10.159.41.0/24 10.95.6.101 1/1 1 S 1hOm
56 10.159.42.0/24 10.95.6.101 1/1 1 S 13ml8s

This example shows all the routes for networks beginning with 209.159. The mask value and longer parameter specify the range of
network addresses to be displayed. In this example, all routes within the range 209.159.0.0 - 209.159.255.255 are listed.

Using the summary option

The summary option displays a summary of the information in the IP route table. The following is an example of the output from this
command.
device# show ip route summary
IP Routing Table - 35 entries:
6 connected, 28 static, 0 RIP, 1 OSPF, 0 BGP, 0 ISIS, 0 MPLS

Number of prefixes:
/0: 1 /16: 27 /22: 1 /24: 5 /32: 1

Syntax: show ip route summary

In this example, the IP route table contains 35 entries. Of these entries, 6 are directly connected devices, 28 are static routes, and 1 route
was calculated through OSPF. One of the routes has a zero-bit mask (this is the default route), 27 have a 22-bit mask, 5 have a 24-bit
mask, and 1 has a 32-bit mask.

Using the nexthop option

You can display next-hop information for all next hops in the routing table or for a specific entry. For the first example, use the show ip
route nexthop command to display all the next-hop entries, and then use the option to display the next hop for a specific table entry.

device#show ip route nexthop
Total number of IP nexthop entries: 30; Forwarding Use: 24

NextHopIp Port RefCount ID Age
1 0.0.0.0 mgmt 1 0/1 1536 80682
2 0.0.0.0 eth 1/15 1/1 14 80632
3 0.0.0.0 eth 1/16 1/1 15 16626
4 0.0.0.0 eth 1/18 1/1 17 16626
5 0.0.0.0 eth 1/43 1/1 42 35923
6 0.0.0.0 eth 1/47 1/1 46 80641
7 0.0.0.0 eth 2/2 1/1 49 16630
8 0.0.0.0 eth 2/4 1/1 51 16630
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9 10.1.1.2 eth 1/15 0/2 68347 16620
10.1.2.2 eth 1/18
10.0.0.18 eth 4/11
10.0.0.25 eth 4/9
10 10.1.1.2 eth 1/15 0/3 68352 16615
10.0.0.6 eth 4/4
10.0.0.10 eth 2/2
10.0.0.21 eth 4/1
11 0.0.0.0 eth 4/1 1/1 144 16624
12 0.0.0.0 eth 4/3 1/1 146 16641
13 0.0.0.0 eth 4/4 1/1 147 16624
14 0.0.0.0 eth 4/6 1/1 149 16624
15 0.0.0.0 eth 4/7 1/1 150 16641

Syntax: show ip route nexthop [ nexthop_id ]

The nexthop_id is under the column labeled ID in the output of the show ip route nexthop command. For example, use nexthop ID
1536 from the first row of the preceding example to show only that entry.
device#show ip route nexthop 1536

NextHopIp Port RefCount ID Age
1 0.0.0.0 mgmt 1 0/1 1536 80685

Displaying IP routes with nexthop ID

By using the nexthop option with the ref-routes keyword, you can display IP routes in the forwarding table that refer to the specified
nexthop entry, as the following example illustrates (using nexthop ID 65575).

device#show ip route nexthop 65537 ref-routes

Type Codes - B:BGP D:Connected I:ISIS O:0SPF R:RIP S:Static; Cost - Dist/Metric
ISIS Codes - Ll:Level-1 L2:Level-2

OSPF Codes - i:Inter Area l:External Type 1 2:External Type 2 s:Sham Link

Destination Gateway Port Cost Type Uptime
1 10.1.1.1/32 10.2.1.1 eth 1/11 115/10 IL2 7h51lm
2 10.1.1.0/24 10.2.1.1 eth 1/11 115/10 IL2 7h51lm
3 10.1.1.1/32 10.2.1.1 eth 1/11 115/40 IL2 7h51lm

Syntax: show ip route nexthop [ nexthop_id [ ref-routes ] |

Description of command output fields

The following table lists the information in the show ip route output when you use no optional arguments.

TABLE 15 CLI display of IP route table

This field... Displays...

Destination The destination network of the route.

NetMask The network mask of the destination address.

Gateway The next-hop router.

Port The port through which this device sends packets to reach the route’s
destination.

Cost The route’s cost.

Type The route type, which can be one of the following:

B - The route was learned from BGP.

D - The destination is directly connected to this Extreme device.
R - The route was learned from RIP.

S - The route is a static route.

* - The route is a candidate default route.
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TABLE 15 CLI display of IP route table (continued)
This field... Displays...

. O - The route is an OSPF route. Unless you use the ospf option
to display the route table, "O" is used for all OSPF routes. If you
do use the ospf option, the following type codes are used:

. O - OSPF intra area route (within the same area).

. IA - The route is an OSPF inter area route (a route that passes
from one area into another).

. E1 - The route is an OSPF external type 1 route.
. E2 - The route is an OSPF external type 2 route.

Uptime The amount of time since the route was last modified. The format of this
display parameter may change depending upon the age of the route to
include the seconds (s), minutes (m), hours (h), and days (d), as described
in the following:

400d - Only days (d) displayed
20d23h - days (d) and hours (h) displayed
14h33m - hours (h) and minutes (m) displayed

10m59s - minutes (M) and seconds (s) displayed

Clearing IP routes

If needed, you can clear the entire route table or specific individual routes.
To clear all routes from the IP route table.
device# clear ip route

To clear route 10.157.22.0/24 from the IP routing table.
device# clear ip route 10.157.22.0/24

Syntax: clear ip route [ ip-addr ip-mask | ip-addr/mask-bits ]

Displaying IP traffic statistics

To display IP traffic statistics, enter the following command at any CLI level.

NOTE
In the Extreme device, only those packets that are forwarded or generated by the CPU are included in the IP traffic statistics.
Hardware forwarded packets are not included.

device# show ip traffic
IP Statistics
1265602 total received, 690204 mp received, 225395 sent, 0 forwarded
0 filtered, 0 fragmented, 0 bad header
0 failed reassembly, 0 reassembled, 0 reassembly required
2951 no route, 0 unknown proto, 0 no buffer, 0 other errors
ARP Statistics
489279 total recv, 488154 req recv, 1125 rep recv, 1159 req sent, 3960 rep sent
0 pending drop, 0 invalid source, 0 invalid dest
ICMP Statistics
Received:
0 total, 0 errors, 0 unreachable, 0 time exceed
0 parameter, 0 source quench, 0 redirect, 0 echo, 0 echo reply
0 timestamp, 0 timestamp reply, 0 address mask, 0 address mask reply
0 irdp advertisement, 0 irdp solicitation
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2146 total, 0 errors, 2146 unreachable, 0 time exceed (0 mpls-response)

0 parameter, 0 source quench, 0 redirect, 0 echo,

0 timestamp, 0 timestamp reply, 0 address mask,
0 irdp advertisement, 0 irdp solicitation
UDP Statistics

0 echo reply
0 address mask reply

184784 received, 75473 sent, 110196 no port, 0 input errors

TCP Statistics

86199 in segments, 84392 out segments, 909 retransmission, 0 input errors

ip packet list pool

pool: 237598e3, unit size: 9362, initial number:32, upper limit:128
total number:32, allocated number:0, alloc failure 0

flag: 0, pool index:1, avail data:27100000
ip reassembly list pool
pool: 23759783, unit _size: 23, initial number:16,

upper limit:64

total number:16, allocated number:0, alloc failure 0

flag: 0, pool index:1, avail data:270d£f800
ip fragments list pool

pool: 23759833, unit size: 20, initial number:32, upper limit:128
total number:32, allocated number:0, alloc failure 0

flag: 0, pool index:1, avail data:270e0800

Syntax: show ip traffic
The show ip traffic command displays the following information.
TABLE 16 CLI display of IP traffic statistics

This field...

IP statistics

received

sent

forwarded

filtered

fragmented

reassembled
bad header

no route
unknown proto

no buffer

other errors

ICMP statistics

Displays...

The total number of IP packets received by the device.
The total number of IP packets originated and sent by the device.

The total number of IP packets received by the device and forwarded to
other devices.

The total number of IP packets filtered by the device.

The total number of IP packets fragmented by this device to
accommodate the IP MTU of this device or of another device.

The total number of fragmented IP packets that this device re-assembled.

The number of IP packets dropped by the device due to a bad packet
header.

The number of packets dropped by the device because there was no
route.

The number of packets dropped by the device because the value in the
Protocol field of the packet header is unrecognized by this device.

This information is used by Extreme customer support.

The number of packets that this device dropped due to error types other
than the types listed above.

The ICMP statistics are derived from RFC 792, "Internet Control Message Protocol’, RFC 950, "Internet Standard Subnetting Procedure’, and RFC
12586, "ICMP Router Discovery Messages”. Statistics are organized into Sent and Received. The field descriptions below apply to each.

total
errors

unreachable

time exceed

parameter
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The total number of ICMP messages sent or received by the device.
This information is used by Extreme customer support.

The number of Destination Unreachable messages sent or received by the
device.

The number of Time Exceeded messages sent or received by the device.

The number of Parameter Problem messages sent or received by the
device.
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TABLE 16 CLI display of IP traffic statistics (continued)

This field...
source quench
redirect

echo

echo reply
timestamp

timestamp reply

addr mask

addr mask reply

irdp advertisement

irdp solicitation
UDP statistics
received

sent

no port

input errors

TCP statistics

Displays...

The number of Source Quench messages sent or received by the device.
The number of Redirect messages sent or received by the device.

The number of Echo messages sent or received by the device.

The number of Echo Reply messages sent or received by the device.
The number of Timestamp messages sent or received by the device.

The number of Timestamp Reply messages sent or received by the
device.

The number of Address Mask Request messages sent or received by the
device.

The number of Address Mask Replies messages sent or received by the
device.

The number of ICMP Router Discovery Protocol (IRDP) Advertisement
messages sent or received by the device.

The number of IRDP Solicitation messages sent or received by the device.

The number of UDP packets received by the device.
The number of UDP packets sent by the device.

The number of UDP packets dropped because the packet did not contain
a valid UDP port number.

This information is used by Extreme customer support.

The TCP statistics are derived from RFC 793, "Transmission Control Protocol".

active opens

passive opens

failed attempts

active resets

passive resets

input errors
in segments
out segments

retransmission

The number of TCP connections opened by this device by sending a TCP
SYN to another device.

The number of TCP connections opened by this device in response to
connection requests (TCP SYNs) received from other devices.

This information is used by Extreme customer support.

The number of TCP connections this device reset by sending a TCP
RESET message to the device at the other end of the connection.

The number of TCP connections this device reset because the device at
the other end of the connection sent a TCP RESET message.

This information is used by Extreme customer support.
The number of TCP segments received by the device.
The number of TCP segments sent by the device.

The number of segments that this device retransmitted because the
retransmission timer for the segment had expired before the device at the
other end of the connection had acknowledged receipt of the segment.

Displaying GRE tunnel information and statistics

Several show commmands display information about configured GRE tunnels.

You must enable GRE statistics gathering using the accounting-enable and the gre-session-enforce-check commands under IP Tunnel

Policy configuration mode.
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These commands are optional and do not have to be entered in any specific order. Checking the output is recommended to verify the
configuration and operation of the GRE tunnels.

NOTE

When reviewing the keepalive packet statistics in the output of the show interface tunnel command for a GRE tunnel, note that
the transmitted keepalive packets are hardware generated and are not counted in the “Rcv-from-tnnl” and “Xmit-to-tnnl”
statistics.

1. Todisplay information about all GRE tunnels configured on a device, enter the following command.

device# show gre
Total Valid GRE Tunnels : 1, GRE Session Check Enforce: FALSE
GRE tnnl 1 UP : src ip 10.25.25.4, dst ip 10.15.15.3

TTL 255, TOS 0, NHT 0, MTU 1476

2. Use the show statistics tunnel command with a specific tunnel-id to display statistics for a single tunnel. In this example, the
tunnel type is GRE.

device# show statistics tunnel 1

Packets
Tunnel Id Tunnel Type In-Port(s) [Rev-from-tnnl Xmit-to-tnnl]
1 GRE e2/1 - e2/2 586046 287497
e2/3 - e2/4 100340 150034

3. Use the show statistics brief tunnel command to display the aggregate statistics for a specific tunnel or for all tunnels. The
feature combines both unicast and multicast statistics into one counter.

device# show statistics brief tunnel

Packets
Tunnel Id Tunnel Type [Rev-from-tnnl Xmit-to-tnnl]
1 GRE 586046 287497
2 GRE 0 0
3 IPV6-Manual 0 0

4. Use the show interface tunnel command to display information about one or all of the tunnels.
device# show interface tunnel 1

Tunnel 1 is up, line protocol is up
Hardware is Tunnel
Tunnel source 10.30.30.1
Tunnel destination is 10.20.20.1
Tunnel mode gre ip
No port name
Internet address is: 10.50.50.4/24
Tunnel TOS 0, Tunnel TTL 255, Tunnel MTU 1476 bytes
Keepalive is not Enabled
Tunnel Packet Statistics:
Unicast Packets Multicast Packets
In-Port (s) [Rev-from-tnnl Xmit-to-tnnl] [Rev-from-tnnl Xmit-to-tnnl]
e5/1 - e5/20 0 16511754 0 0
e6/1 - e6/20 0 14147748 0 20195730
e7/1l - e7/24 21493545 0 40696309 0
el6/1 - el6/2 O 3916998 0 0
el6/3 - el6/4 O 13476342 0 0
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Displaying martian addressing information
To display Martian Addressing information, use the following command.

device# show ip martian
ip martian filtering on
0.0.0.0/8 deny
10.0.0.0/8 deny
127.0.0.0/8 deny
191.255.0.0/16 deny
192.0.0.0/24 deny
223.255.255.0/24 deny
240.0.0.0/4 deny

Syntax: show [ vrf name ] ip martian

You can use the vrf option to display martian addresses for a specific VRF.
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IPv6 addressing overview

This chapter includes overview information about the following topics:

+  |Pv6 addressing.

+  The IPv6 stateless auto-configuration feature, which enables a host on a local link to automatically configure its interfaces with
new and globally unique IPv6 addresses associated with its location.

A limitation of IPv4 is its 32-bit addressing format, which is unable to satisfy potential increases in the number of users, geographical

needs, and emerging applications. To address this limitation, IPv6 introduces a new 128-bit addressing format.

An IPv6 address is composed of 8 fields of 16-bit hexadecimal values separated by colons (). Figure 15 shows the IPv6 address

format.

FIGURE 15 IPv6 address format

Metwork Prefix Intarfaca 1D

HHHH | HHHH | HHHH HHHH‘ HHHH HHHH| HHHH ‘ HHHH‘

128 Bits

HHHH = Hex Value 0000 — FFFF
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As shown in Figure 15, HHHH is a 16-bit hexadecimal value, while H is a 4-bit hexadecimal value. The following is an example of an
IPv6 address:

2001:DB8:0000:0000:002D:DOFF:FE48:4672

Note that the sample IPv6 address includes hexadecimal fields of zeros. To make the address less cumbersome, you can do the
following:

+  Omit the leading zeros; for example, 2001:DB8:0:0:2D:DOFF:FE48:4672.

Compress the successive groups of zeros at the beginning, middle, or end of an IPv6 address to two colons (:) once per
address; for example, 2001:DB8::2D:DOFF:FE48:4672.

When specifying an IPv6 address in a command syntax, keep the following in mind:
You can use the two colons (::) once in the address to represent the longest successive hexadecimal fields of zeros.

+  The hexadecimal letters in the IPv6 addresses are not case-sensitive.

As shown in Figure 15, the IPv6 network prefix is composed of the left-most bits of the address. As with an IPv4 address, you can
specify the IPv6 prefix using the prefix or prefix-length format, where the following applies:

The prefix parameter is specified as 16-bit hexadecimal values separated by a colon.
The prefix-length parameter is specified as a decimal value that indicates the left-most bits of the IPv6 address.
The following is an example of an IPv6 prefix:

2001:DB8:49EA:D088::/64

IPv6 address types

As with IPv4 addresses, you can assign multiple IPv6 addresses to a device interface. Table 17 presents the three major types of IPv6
addresses that you can assign to a device interface.

A major difference between IPv4 and IPv6 addresses is that IPv6 addresses support scope, which describes the topology in which the
address may be used as a unique identifier for an interface or set of interfaces.

Unicast and multicast addresses support scoping as follows:

+  Unicast addresses support two types of scope: global scope and local scope. In turn, local scope supports link-local addresses.
Table 17 describes global and link-local addresses and the topologies in which they are used.

+  Multicast addresses support a scope field, which Table 17 describes.

TABLE 17 IPv6 address types

Address type Description Address structure

Unicast An address for a single interface. A packet sent Depends on the type of the unicast address:
.to a gnicast address is delivered to the interface . Aggregatable global address -- An
identified by the address. address equivalent to a global or

public IPv4 address. The address
structure is as follows: a fixed prefix of
2000:/3 (001), a 45-bit global
routing prefix, a 16-bit subnet ID, and
a 64-bit interface ID.

Unique local address -- An address
used within a site or intranet. For more
information on ULAs, refer to RFC
4193.

Link-local address -- An address used
between directly connected nodes on
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TABLE 17 IPv6 address types (continued)

Address type Description Address structure

a single network link. The address
structure is as follows: a fixed prefix of
FE80:/10(1111 1110 10)and a
64-bit interface ID.

IPv4-compatible address -- An
address used in IPv6 transition
mechanisms that tunnel IPv6 packets
dynamically over IPv4 infrastructures.
The address embeds an IPv4 address
in the low-order 32 bits and the high-
order 96 bits are zeros. The address
structure is as follows:
0:0:0:0:0:0:A.B.C.D.

Loopback address -- An address
(0:0:0:0:0:0:0:1 or ::1) that a device
can use to send an IPv6 packet to
itself. You cannot assign a loopback
address to a physical interface.

Unspecified address -- An address
(0:0:0:0:0:0:0:0 or :)) that a node can
use as a source address only until the
node has its own address that is auto-

configured.

Multicast An address for a set of interfaces belonging to A multicast address has a fixed prefix of
different nodes. Sending a packet to a multicast FFOO:/8 (1111 1111). The next 4 bits define
address results in the delivery of the packet to all | the address as a permanent or temporary
interfaces in the set. address. The next 4 bits define the scope of the

address (node, link, site, organization, global).

Anycast An address for a set of interfaces belonging to An anycast address looks similar to a unicast

different nodes. Sending a packet to an anycast
address results in the delivery of the packet to
the closest interface identified by the address.

address, because it is allocated from the unicast
address space. If you assign a unicast address to
multiple interfaces, it is an anycast address. An
interface assigned an anycast address must be
configured to recognize the address as an
anycast address.

An anycast address can be assigned to a router
only.

An anycast address must not be used as the
source address of an IPv6 packet.

A device automatically configures a link-local unicast address for an interface by using the prefix of FE80::/10 (1111 1110 10)and a
64-bit interface ID. The 128-bit IPv6 address is then subjected to duplicate address detection to ensure that the address is unique on
the link. If desired, you can override this automatically configured address by explicitly configuring an address.

IPv6 stateless auto-configuration

Extreme devices use the IPv6 stateless auto-configuration feature to enable a host on a local link to automatically configure its interfaces
with new and globally unique IPv6 addresses associated with its location. The automatic configuration of a host interface is performed
without the use of a server, such as a Dynamic Host Configuration Protocol (DHCP) server, or manual configuration.

The automatic configuration of a host interface works in the following way: a router on a local link periodically sends router advertisement
messages containing network-type information, such as the 64-bit prefix of the local link and the default route, to all nodes on the link.
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When a host on the link receives the message, it takes the local link prefix from the message and appends a 64-bit interface 1D, thereby
automatically configuring its interface. (The 64-bit interface ID is derived from the MAC address of the host's NIC.) The 128-bit IPv6
address is then subjected to duplicate address detection to ensure that the address is unique on the link.

The duplicate address detection feature verifies that a unicast IPv6 address is unique before it is assigned to a host interface by the
stateless auto configuration feature. Duplicate address detection uses neighbor solicitation messages to verify that a unicast IPv6
address is unique.

NOTE
For the stateless auto configuration feature to work properly, the advertised prefix length in router advertisement messages
must always be 64 bits.

The IPv6 stateless auto-configuration feature can also automatically reconfigure a host'’s interfaces if you change the ISP for the host’'s
network. (The host's interfaces must be renumbered with the IPv6 prefix of the new ISP)

The renumbering occurs in the following way: a router on a local link periodically sends advertisements updated with the prefix of the new
ISP to all nodes on the link. (The advertisements still contain the prefix of the old ISP.) A host can use the addresses created from the new
prefix and the existing addresses created from the old prefix on the link. When you are ready for the host to use the new addresses only,
you can configure the lifetime parameters appropriately using the ipv6 nd prefix-advertisement command. During this transition, the old
prefix is removed from the router advertisements. At this point, only addresses that contain the new prefix are used on the link.

Enabling IPv6 routing

By default, IPv6 routing is enabled. If forwarding of IPv6 traffic globally on the device has been disabled, you can enable it by entering
the following command.

device (config) # ipv6 unicast-routing
Syntax: [no] ipv6 unicast-routing
To disable the forwarding of IPv6 traffic globally on the device, enter the no form of this command.
NOTE
Downgrading from release 04.1.00 to an earlier release of the software can impact IPv6 routing. In earlier versions of the
Netlron software, IPv6 routing was disabled by default. As of release 04.1.00, IPv6 routing is enabled by default and therefore

does not appear in the configuration. If you are downgrading from 04.1.00 to an earlier version of the software and want IPv6
routing to be enabled, you must add the line "ipv6 unicast-routing” to the configuration.

Configuring IPv6 on each interface

To forward IPv6 traffic on an interface, the interface must have an IPv6 address, or IPv6 must be explicitly enabled. By default, an IPv6
address is not configured on an interface.

If you choose to configure a global or unique local IPv6 unicast address (ULA) for an interface, IPV6 is also enabled on the interface.
Further, when you configure a global or unique local IPv6 unicast address, you must decide on one of the following in the low-order 64
bits:

A manually configured interface ID.

An automatically computed EUI-64 interface ID.
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If you prefer to assign a link-local IPv6 address to the interface, you must explicitly enable IPv6, which causes a link-local address to be
automatically computed for the interface. If preferred, you can override the automatically configured link-local address with an address
that you manually configure.

This section provides the following information:

Configuring a global or unique local IPv6 unicast address with a manually configured or automatically computed interface ID for
an interface.

Automatically or manually configuring a link-local address for an interface.
Configuring IPv6 anycast addresses
NOTE

On XMR Series and MLX Series devices, the IPv6 packet received with the DA MAC as the router's MAC is subjected to an
IPv6 route lookup irrespective of IPv6 routing enabled on the interface.

Configuring a global or unique local IPv6 unicast address
Configuring a global or unique local IPv6 unicast address on an interface does the following:
Automatically configures an interface ID (a link-local address), if specified.

Enables IPv6 on that interface.

Additionally, the configured interface automatically joins the following required multicast groups for that link:
Solicited-node multicast group FF02:0:0:0:0:1:FF00::/104 for each unicast address assigned to the interface.
All-nodes link-local multicast group FFO2:1
All-routers link-local multicast group FF02::2

The neighbor discovery feature sends messages to these multicast groups. For more information, refer to Configuring IPv6 neighbor
discovery on page 178.

Configuring a global or unique loal IPv6 unicast address with a manually configured interface ID

To configure a global or unique local IPv6 unicast address, including a manually configured interface ID, for an interface, enter
commands such as the following.

device (confiqg) # interface ethernet 3/1
device (config-if-el100-3/1)# ipv6 address 2001:DB8:12D:1300:240:DOFF:
FE48:4672/64

These commands configure the global prefix 2001:DB8:12d:1300::/64 and the interface ID:240:DOFF:FE48:4672, and enable IPv6
on Ethernet interface 3/1.

Syntax: ipv6 address jpv6-prefix/prefix-length
You must specify the jpv6-prefix parameter in hexadecimal using 16-bit values between colons as documented in RFC 2373.

You must specify the prefix-length parameter as a decimal value. A slash mark (/) must follow the ipv6-prefix parameter and precede the
prefix-length parameter.
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Configuring a global or unique local IPv6 unicast address with an automatically computed EUI-64
interface ID

To configure a global or unique local IPv6 unicast address with an automatically computed EUI-64 interface ID in the low-order 64-bits,
enter commands such as the following.

device (config) # interface ethernet 3/1
device (config-if-e100-3/1)# ipv6 address 2001:DB8:12D:1300::/64 eui-64

These commands configure the global prefix 2001:DB8:12d:1300::/64 and an interface ID, and enable IPv6 on Ethernet interface 3/1.
Syntax: [no] ipv6 address ipv6-prefix/prefix-length eui-64
You must specify the jpv6-prefix parameter in hexadecimal using 16-bit values between colons as documented in RFC 2373.

You must specify the prefix-length parameter as a decimal value. A slash mark (/) must follow the jpv6-prefix parameter and precede the
prefix-length parameter.

The eui-64 keyword configures the global or unique local unicast address with an EUI-64 interface ID in the low-order 64 bits.The
interface ID is automatically constructed in IEEE EUI-64 format using the interface’s MAC address.

Configuring a link-local IPv6 address

To explicitly enable IPv6 on an interface without configuring a global or unique local unicast address for the interface, enter commands
such as the following.

device (config) # interface ethernet 3/1
device (config-if-el00-3/1)# ipv6 enable

These commands enable IPv6 on Ethernet interface 3/1 and specify that the interface is assigned an automatically computed link-local
address.

Syntax: [no] ipv6 enable

NOTE

When configuring VLLANS that share a common tagged interface with a Virtual Ethernet (VE) interface, it is recommended that
you override the automatically computed link-local address with a manually configured unique address for the interface. If the
interface uses the automatically computed address, which in the case of VE interfaces is derived from a global MAC address,
all VE interfaces will have the same MAC address.

To override a link-local address that is automatically computed for an interface with a manually configured address, enter commmands
such as the following.

device (config) # interface ethernet 3/1
device (config-if-el100-3/1)# ipv6 address FE80::240:D0FF:FE48:4672 link-local

These commands explicitly configure the link-local address FE80::240:DOFF:FE48:4672 for Ethernet interface 3/1.
Syntax: [no] ipv6 address ipv6-address link-local
You must specify the ipv6-address parameter in hexadecimal using 16-bit values between colons as documented in RFC 2373.

The link-local keyword indicates that the Extreme device interface should use the manually configured link-local address instead of the
automatically computed link-local address.
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Configuring IPv6 anycast addresses

In IPv6, an anycast address is an address for a set of interfaces that belong to different nodes. Sending a packet to an anycast address
results in the delivery of the packet to the closest interface that has an anycast address.

An anycast address looks similar to a unicast address, because it is allocated from the unicast address space. If you assign an IPv6
unicast address to multiple interfaces, it is an anycast address. On the device, you configure an interface assigned an anycast address to
recognize the address as an anycast address.

For example, the following commands configure an anycast address on interface 2/1.

device (config)# int e 2/1
device (config-if-el00-2/1)# ipv6 address 2001:db8::6/64 anycast

Syntax: [no] ipv6 address ipv6-prefix | prefix-length [ anycast ]

IPv6 anycast addresses are described in detail in RFC 1884. See RFC 2461 for a description of how the IPv6 Neighbor Discovery
mechanism handles anycast addresses.

IPv6 anycast filtering

By default all IPv6 packets with anycast address as destination will be processed. The following command provides options to selectively
enable protocols or disable all protocols.

Extreme (config) # ipv6 anycast-no-response allow tcp
Syntax:[no] ipv6 anycast-no-response [allow tcp|udplicmp]
The allow tcp | udp | icmp specifies the protocol to allow for processing.
NOTE

1. The allow options can also be used as standalone commands. If ipv6 anycast-no-response is already configured, it is
modified based on the specified filters.

2. User can enable generation of TCP resets for incoming TCP packets with destination set as anycast address, by
configuring ip tcp enable-reset command. However, if ipv6 anycast-no-response command is also enabled, this
command becomes void since all anycast packets are blocked. If user requires reset to be sent for incoming anycast
TCP packets, user has to configure ipv6 anycast-no-response allow tcp to unblock the incoming TCP packets.

Configuring IPv6 127 bit mask address

With 127 bit mask we will have 127 bits in the network part of the address, and 1 bit in the host part of the address. With 1 bit in the
host part, we can have only two IPv6 addresses, one for each host. With 127 bit mask we consider O and 1 as host address and
eliminates subnet-anycast for the configured network from that link.

NOTE
The 127 bit mask address supports only inter-router Point-to-Point links.

Benefits of using 127 bit mask:

Eliminates the Ping-pong issue
Reduces the impact of Denial of Service (DOS) attacks

Saves IPv6 address space
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For example, the following commands configure an 127 bit mask IPv6 address:

device (config) # interface ethernet 1/1

device (config-1if-e10000-1/1) #enable

device (config-if-el10000-1/1) #vrf forwarding green
device (config-if-e10000-1/1) #ipv6 address 10:1:1::1/127
device (config-if-e10000-1/1) #ipv6 enable

device (config-1if-el10000-1/1) #ipv6 ospf area O

device (config) # interface ethernet 1/2

device (config-1if-e10000-1/2) #enable

device (config-1if-el10000-1/2) #ip address 8.8.8.1/24
device (config-if-e10000-1/2) #ipv6 address 1:1:1:1:1::/127
device (config-if-e10000-1/2) #ipv6 enable

Configuring the management port for an IPv6
automatic address configuration

You can configure the management port to automatically obtain an IPv6 address. The process is the same for all ports and is described
in detail in the Configuring a global or unique local IPv6 unicast address with an automatically computed EUI-64 interface ID on page
144

IPv6 host support

You can configure the device to be an IPv6 host. An IPv6 host has interfaces with IPv6 addresses, but does not have IPv6 routing
enabled.

This section lists supported and unsupported IPv6 host features.

IPv6 host supported features

The following IPv6 host features are supported:

+  Automatic address configuration

NOTE
Automatic IPv6 address configuration is supported, however, automatic configuration of an IPv6 global address is supported
only if there is an IPv6 router present on the network. Manual IPv6 address configuration is not supported.

+  HTTP/HTTPS over IPv6
+  IPv6 ping
Telnet using an IPv6 address
+  TFTP using an IPv6 address
+  Trace route using an IPv6 address
Name to IPv6 address resolution using IPv6 DNS Server
+  IPv6 access lists
«  |IPv6 debugging
SSH version 1 over IPv6
+ SNMP over IPv6b
+  Logging (Syslog) over IPv6
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+ MLD version 1 and version 2

See |IPv6 Addressing on page 139 for additional support information

Restricting SNMP access to an IPv6 node

You can restrict SNMP access (which includes Extreme Network Advisor access) to a specified IPv6 host. Enter a command such as the
following.

device (config) # snmp-client ipv6 2001:DB8:efff:89::23
Syntax: [no] snmp-client ipv6 jpv6-address

The ipv6-address must be in hexadecimal format using 16-bit values between colons, as documented in RFC 2373.

NOTE
You cannot use the following IPv6 addresses with the snmp-client ipv6 jpv6-address command: :: (unspecified address),
ff02::01 (all nodes address), and ff02:02 (all routers address)).

Specifying an IPv6 SNMP trap receiver

You can specify an IPv6 host to be a trap receiver so that all SNMP traps are sent to the same SNMP trap receiver or set of receivers,
typically one or more host devices on the network. Enter a command such as the following.

device (config) # snmp-server host ipvé 2001:DB8:89::13

Syntax: [no] snmp-server host ipv6 ipv6-address

The jpv6-address must be in hexadecimal format using 16-bit values between colons, as documented in RFC 2373.

Restricting Telnet access by specifying an IPv6 ACL
You can specify an IPv6 ACL to restrict Telnet access to management functions on the device. Enter commands similar to the following.

config)# ipvé access-list acll

config-ipvé-access-list acll)# deny ipvé host 2000:2382::e0bb:2 any
config-ipvé-access-list acll)# deny ipvé6 2001:DB8::f£89/128 any
config-ipvé-access-list acll)# permit ipvé any any
config-ipvé-access-1list acll)# exit

config)# telnet access-group ipv6 acll

This example configures and applies an IPv6 ACL named "acll1", which denies Telnet access to the device from the specified IPv6
addresses, but allows access from any other IPv6 address.

config)# ipvé access-list acl2

config-ipvé6-access-list acl2)# permit ipvé host 2000:2382::e0bb:2 any
config-ipvé6-access-list acl2)# deny ipvé any any
config-ipvé6-access-1list acl2)# exit

This example configures and applies an IPv6 ACL named "acl2", which allows Telnet access to the device only from the specified IPv6
address, and denies access from any other IPv6 address.

Syntax: telnet access-group ipv6 ipv6-acl-name

The ipv6-acl-name is a valid IPv6 ACL.
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Restricting SSH access by specifying an IPv6 ACL
You can configure an IPv6 ACL to restrict SSH access to management functions on the device. Enter commands such as the following.

config)# ipvé access-list acll

config-ipvé-access-list acll)# deny ipvé host 2000:2382::e0bb:2 any
config-ipvé-access-list acll)# deny ipvé6 2001:DB8::f£89/128 any
config-ipvé-access-list acll)# permit ipvé any any
config-ipvé-access-1list acll)# exit

config)# ssh access-group ipvé6 acll

This example configures and applies an IPv6 ACL named "acl1", which denies SSH access to the device from the specified IPv6
addresses, but allows access from any other IPv6 address.

(config) # ipvé access-list acl2

(config-ipvé-access-1list acl2)# permit ipvé host 2000:2382::e0bb:2 any
(config-ipvé6-access-1list acl2)# deny ipv6 any any
(config-ipvé6-access-1list acl2)# exit

(config) # ssh access-group ipv6 acl2

This example configures and applies an IPv6 ACL named "acl2", which allows SSH access to the device only from the specified IPv6
address, and denies access from any other IPv6 address.

Syntax: [no] ssh access-group ipv6 ipv6-acl-name

The ipv6-acl-name is a valid IPv6 ACL.

Restricting Web management access by specifying an IPv6 ACL

You can configure an IPv6 ACL to restrict Web management access to management functions on the device. Enter commands such as
the following.

config)# ipv6 access-list acll

config-ipvé-access-list acll)# deny ipvé host 2000:2382::e0bb:2 any
config-ipvé-access-list acll)# deny ipvé6 2001:DB8::£f£89/128 any
config-ipvé-access-list acll)# permit ipvé6 any any
config-ipvé-access-1list acll)# exit

config)# web access-group ipvé acll

This example configures and applies an IPv6 ACL named "acll1’, which denies Web management access to the device from the specified

IPv6 addresses, but allows access from any other IPv6 address.

(config)# ipv6 access-list acl2

(config-ipvé-access-1list acl2)# permit ipvé host 2000:2382::e0bb:2 any
(config-ipvé-access-1list acl2)# deny ipv6 any any
(

config-ipvé-access-list acl2)# exit

This example configures and applies an IPv6 ACL named "acl2", which allows Web management access to the device only from the
specified IPv6 address, and denies access from any other IPv6 address.

Syntax: web access-group ipv6 ijpv6-acl-name

The ipv6-acl-name variable is a valid IPv6 ACL.

Restricting SNMP access by specifying an IPv6 ACL

You can configure an IPv6 ACL to restrict Web management access to management functions on the device.
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NOTE
The syntax for configuring ACLs for SNMP access differs from the syntax for controlling Telnet, SSH, and Web management

access using ACLs.
device (config)# ipv6 access-list aclro
device (config-ipv6-access-1list aclro)# deny ipvé host 2000:2382::e0bb:2 any
device (config-ipvé6-access-1list aclro)# deny ipvé 2001:DB8::£f£89/128 any
device (config-ipv6-access-1list aclro)# permit ipvé any any
device (config-ipvé6-access-1list aclro)# exit
device (config)# ipvé access-list aclrw
device (config-ipv6-access-1list aclrw)# permit ipvé host 2000:2382::e0bb:2 any
device (config-ipvé-access-1list aclrw)# deny ipv6é any any
device (config-ipvé6-access-1list aclrw)# exit
device (config)# snmp-server community public ro ipv6 aclro
device (config) # snmp-server community private rw ipvé aclrw
device (config)# write memory

These commands configure IPv6 ACLs aclro and aclrw, then apply these ACLs to community strings. ACL aclro controls read-only
access using the "public” community string. ACL aclrw controls read-write access using the "private” community string.

Syntax: [no] snmp-server community string { ro | rw } ipv6 ijpv6-acl-name
The string specifies the SNMP community string you must enter for SNMP access.

The ro parameter indicates that the community string is for read-only ("get") access. The rw parameter indicates the community string is
for read-write ("set") access.

The ipv6 parameter indicates that you are applying an IPv6 access list.

The ipv6-acl-name variable specifies the IPv6 access list name.

NOTE
When snmp-server community is configured, all incoming SNMP packets are validated first by their community strings and
then by their bound ACLs. Packets are permitted if no filters are configured for an ACL.

Restricting Web management access to your device to a specific IPv6 host
You can restrict Web management access to your device to a specific IPv6 host only. Enter commands such as the following.

device (config)# web client ipv6 2001:db8:e0bb::2
Syntax: [no] web client ipv6 jpv6-address

The jpv6-address must be in hexadecimal format using 16-bit values between colons, as documented in RFC 2373.

Specifying an IPv6 Syslog server
To specify an IPv6 Syslog server, enter a command such as the following.
device (config)# log host ipvé 2001:db8:e0bb::4
Syntax: [no] log host ipv6 ipv6-address [ udp-port-num ]
The ipv6-address must be in hexadecimal using 16-bit values between colons, as documented in RFC 2373.

The udp-port-num optional parameter specifies the UDP application port used for the Syslog facility.
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Viewing IPv6 SNMP server addresses

Many show commands display IPv6 addresses for IPv6 SNMP servers. This example shows output for the show snmp server
command.

device# show snmp server

Contact:
Location:
Community(ro): .....

Traps
Warm/Cold start: Enable
Link up: Enable
Link down: Enable
Authentication: Enable
Locked address violation: Enable
Power supply failure: Enable
Fan failure: Enable
Temperature warning: Enable
STP new root: Enable
STP topology change: Enable
vsrp: Enable

Total Trap-Receiver Entries: 4

Trap-Receiver IP-Address Port-Number Community
1 10.147.201.100
162 ...,
2 2001:db8:4000::200
162 ...,
3 10.147.202.100
162 ...,
4 2001:db8:3000::200
162 ...,

Disabling router advertisement and solicitation messages

Router advertisement and solicitation messages enable a device to discover other devices on the same link. By default, router
advertisement and solicitation message generation is enabled. To disable this feature, configure an IPv6 access list that denies them.
Enter commands such as the following.
device (config)# ipvé access-list rtradvert
device (config-ipv6-access-1list rtradvert)# deny icmp any any router-advertisement
(
(

device (config-ipvé6-access-list rtradvert)# deny icmp any any router-solicitation
device (config-ipvé6-access-1list rtradvert)# permit ipvé any any

IPv6 Non stop routing and graceful restart

At times, routers may need to restart or may undergo failover. Traditionally during a restart or failover, sessions with the restarting devices
are tore down and re-established. Traffic is disrupted due to route deletion and addition in the forwarding plane. Graceful Restart (GR) and
Non Stop Routing (NSR) are two different mechanisms to prevent routing protocol re-convergence during a processor switchover.

When Graceful Restart is used, peer networking devices are informed, via protocol extensions that the router is undergoing a restart
condition. Peer devices, known as "helper" devices, will continue to forward to the restarting router until a "grace period", within which the
adjacency is re-established.
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When Non Stop Routing is used, peer networking devices have no knowledge of any event on the router that is switching over. All
information needed to continue the routing protocol peering state is transferred to the standby processor so it can continue immediately
upon a switchover. Since NSR does not require the help of neighboring routers during restart, NSR capable routers can be deployed
independently in an existing network.

Limitations

Configuration events that occur at the same time as the switchover may get lost are lost due to the CLI synchronization.
Neighbor, interface, or NSSA translation state changes 'close’ to and during the switchover will not be handled.

- Due to the core-reset of the LP, dead-timers below 40 seconds are not supported.
- Number of neighbors supported may be limited depending on how many packets LP can send upon completion of the
core-reset, due to competition with LP-sync-updates to get OSPF neighbor packets sent out.

Traffic counters will not be synced. Neighbor and LSA DB counters will be recalculated on Standby during sync.
There may be a slowdown of LSA acking due to the wait for the ack from Standby before acking the received LSAs.

OSPF Database Overflow condition for External LSAs - depending on the sequence of redistribution or new LSAs (from
neighbors), the LSAs accepted within the limits of the database may change upon switchover.

The NSR hitless failover event may not be completely transparent to the network as after switchover additional flooding related
protocol traffic will be generated to the directly connected neighbors.

OSPF Startup Timers will not be applied upon NSR switchover.

Supported protocols

The following protocols support both failover and Hitless Operating system Switchover (HLOS) for each protocol.

TABLE 18 IPv6 Supported protocols for non-stop routing and graceful restart

Protocol Mechanism

OSPFv3 Non-stop routing, Graceful restart helper
IS-IS IPv6 Non-stop routing

BGP IPv6E Graceful restart

Restart global timers

Restart contains two global timers, max-hold-timer and the protocols-converge-timer, that:

Limit the amount of time used for re-syncing routes between the backup Management module and Interface modules (LPs)
within the same chassis

Allow a buffer time for protocols to converge and solve dependencies among each other

If the protocol-based restart features are configured when a Management module (MP) performs a switchover to its backup, routes are
maintained on the LPs through the protocol-based restart processes for a specified period of time while the new MP learns the network
routes. Once the MP learns all of its routes, the routes from the MP are synced with the routes on the LPs.

Graceful-restart IPv6 max-hold-timer

The graceful-restart ipv6 max-hold-timer command defines the time that a device waits before sync up forwarding information is sent
to the LP.
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Use the graceful-restart ipv6 max-hold-timer command to set the max-hold-timer value.
device (config) # graceful-restart ipvé max-hold-timer 300
Syntax: [no] graceful-restart ipv6 max-hold-timer hold-interval

The hold-time variable is the maximum hold time in seconds before sync up forwarding information is sent to the LP. The acceptable
range is 30 to 3600 seconds. The default is 300 seconds.

Graceful-restart IPv6 protocols-converge-timer

The graceful-restart ipv6 protocols-converge-timer command defines the time that a device waits for restarting protocols to converge
at the final step in the restart process. In a heavily loaded system where BGP/OSPF/GRE/Static protocols can have a dependency on
each other, their restart procedures may also depend on each other. This timer allows protocols to solve inter-dependencies after
individual restart processes and before routing modules sync up new forwarding information to the interface module. The default value of
5 seconds will work in most cases, but if a system is heavily loaded and has protocols that depend on each other, it is recommended to
increase this value.

Use the graceful-restart ipv6 protocols-converge-timer command to set the timer value.
device (config) # graceful-restart ipvé protocols-converge-timer 20
Syntax: [no] graceful-restart ipv6 protocols-converge-timer convergence-interval

The hold-time variable is the maximum hold time in seconds before management routing modules sync up new forwarding information
to interface modules during restart. The range of permissible values is O to 1200 seconds. The default value is 5 seconds.

Configuring NSR and graceful restart on OSPFv3

OSPFv3 supports nonstop routing and graceful-restart helper mode. Nonstop routing and graceful-restart helper mode can be
configured both in legacy router mode or VRF mode. The following commmands are used to configure NSR and graceful-restart helper
mode.

device (config-ospfé-router) #nononstop-routing
Syntax: [no] nonstop-routing
Thenonstop routing command enables nonstop routing in OSPFv3.

NSR OSPFv3 is only supported on MLX Series and XMR Series devices. Graceful restart helper mode is supported on MLX Series and
XMR Series devices and CER 2000 Series and CES 2000 Series devices.

Use thegraceful-restart helper command to configure or disable helper mode.
device (config-ospfé-router) #graceful-restart helper
Syntax: [no] graceful-restart helper [ disable | strict-Isa-checking ]
The graceful-restart helper disable command disables the graceful-restart helper capability. By default it is enabled.

Thestrict-las-checking command exits helper mode upon a change in topology during a graceful restart.

Show commands
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Show running-configuration

This command shows the running configuration.
device#show running-config
iﬁ.router—id 10.1.1.1
|

ipvé router ospf
area 0

nonstop-routing
|

|
ipvé router ospf vrf red

graceful-restart helper strict-lsa-checking
|

ipv6 router ospf vrf blue
area 0

graceful-restart helper disable
!

Syntax: show running-config

Show ipv6 ospf
This command shows the IPv6 OSPF configuration.

device#show ipv6 ospf
OSPFv3 Process number 0 with Router ID 0x10010101(10.1.1.1)
Running 0 days 3 hours 11 minutes 42 seconds

Number of AS scoped LSAs is 9

Sum of AS scoped LSAs Checksum is 00006cc6

External LSA Limit is 250000

Route calculation executed 1 times

Pending outgoing LSA count 0

Authentication key rollover interval 300 seconds

Number of areas in this router is 1

High Priority Message Queue Full count: O

BFD is disabled

Graceful restart helper is enabled, strict lsa checking is disabled
Nonstop Routing is enabled

Syntax: show ipv6 ospf

Show ipv6 ospf vrf vrf name
This command shows the IPv6 OSPF configuration on a specific VRF.

device#show ipv6 ospf vrf red

OSPFv3 Process number 0 with Router ID 0x10020202(10.2.2.2)
Running 0 days 8 hours 32 minutes 14 seconds

Number of AS scoped LSAs is 4

Sum of AS scoped LSAs Checksum is 00007d93

External LSA Limit is 250000

Route calculation executed 1 times

Pending outgoing LSA count O

Authentication key rollover interval 300 seconds

Number of areas in this router is 1

High Priority Message Queue Full count: 0

BED is disabled

Graceful restart helper is enabled, strict lsa checking is enabled
Nonstop Routing is disabled
device#show ipv6 ospf vrf blue

OSPFv3 Process number 0 with Router ID 0x10020202(10.2.2.2)
Running 0 days 8 hours 32 minutes 14 seconds
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Number of AS scoped LSAs is 4

Sum of AS scoped LSAs Checksum is 00007d93

External LSA Limit is 250000
Route calculation executed 1 times
Pending outgoing LSA count O

Authentication key rollover interval 300 seconds

Number of areas in this router is 1

High Priority Message Queue Full count: O

BFD is disabled
Graceful restart helper is disabled,
Nonstop Routing is disabled

Syntax: show ipv6 ospf vrf vrfname

Show ipv6 ospf database

strict lsa checking is disabled

This command shows the IPv6 OSPF database configuration.

device#show ipv6 ospf database

LSA Key - Rtr:Router Net
Extn:ASExternal
Iap:IntraPrefix

:Network Inap:InterPrefix Inar:InterRouter
Grp:GroupMembership Typ7:Type7 Link:Link
Grc:Grace

Area ID Type LSID Adv Rtr Seqg(Hex) Age Cksum Len
0 Rtr O 10.1.1.1 800004cb 264 e06e 40
0 Iap O 10.1.1.1 800004dc 264 9ded 52
0 Grc 1 10.2.2.2 80000001 17 aga6 32

Syntax: show ipv6 ospf database

Show ipv6 ospf data summary

This command displays the IPv6 OSPF data summary.
device (config-ospfé-router) #show ipvé ospf data summary

AS scope:

Active MaxAge

ASExternal 0
Area 0 scope:

0

Active MaxAge

Router
Network
InterPrefix
InterRouter
Type7
IntraPrefix
Other

Total 0

O OO OO

Interface scope (over 1 interfaces):

OO OO OO oo

Active MaxAge

Link 0
Grace 1
Other 0
Total 1

0

0
0
0

Total: 3 LSAs, 3 Active LSAs, 0 MaxAge LSAs

Syntax: show ipv6 ospf data summary

Show ipv6 ospf database grace

This command shows the IPv6 OSPF LSA timer grace period configuration.

device#show ipv6 ospf database grace

LSA Key - Rtr:Router Net:Network Inap:InterPrefix Inar:InterRouter
Extn:ASExternal Grp:GroupMembership Typ7:Type7 Link:Link

Iap:IntraPrefix Grc: Grace

Area ID Type LSID Adv Rtr Seq (Hex) Age Cksum Len

0 Grc 1 10.4.4.4

Restart duration: 150

Restart Reason:

154

Software Reload

80000001 17 aBa6b 36

Sync
Yes
Yes
Yes
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Syntax: show ipv6 ospf database grace

Configuring Non Stop Routing on IS-IS

NOTE
IPv6 1S-IS NSR is not supported on the CES 2000 Series and CER 2000 Series platforms.

IS-IS IPv6 supports nonstop routing. The following command is used to configure NSR. Further configuration details are available in
Chapter 54.

device (config-isis-router) #nononstop-routing

Syntax: [no] nonstop-routing

Thenonstop routing command enables nonstop routing in IS-IS IPv6.

Show commands

Show isis
This command shows the IS-IS configuration.

device#show isis
IS-IS Routing Protocol Operation State: Enabled
IS-Type: Level-1-2

Global Hello Padding For Point to Point Circuits: Enabled
Ptpt Three Way HandShake Mechanism: Enabled
BGP Ipv4 Converged: FALSE, Ipvé6 Converged: FALSE
IS-IS Traffic Engineering Support: Disabled
No ISIS Shortcuts Configured
BEFD: Disabled
NSR: Enabled
NSR State: Normal
Standby MP: Active
Sync State: Enabled
Interfaces with IPv4 IS-IS configured:
None

Configuring BGP graceful restart

BGP IPv6 supports graceful restart.
+  BGP informs Graceful Restart capability to its peer.

+  BGP peers retains BGP routing information and help Graceful Restart process.
The following command is used to configure graceful restart.

device (config-bgp-router) #graceful-restart
Syntax: [no] graceful-restart [ purge-time ] [ restart-time ] [ stale-routes-time ]

Thegraceful-restart command enables graceful restart for the address-family. The purge-time command is used to configure the
maximum time in seconds before stale routes are purged. The purge-time cannot be less than the time set for the stale-routes-time .

The restart-time command is used to configure the maximum restart time advertised to neighbors in seconds. Thestale-routes-time
command is used to configure the maximum wait time in seconds for BGP EOR marker.
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Show commands

Show running-configuration

This command shows the running configuration.

device#show running-config
Current BGP configuration:

router bgp

local-as 200

neighbor 2001:DB8:22::6 remote-as 100

address-family ipv4 unicast
graceful-restart stale-routes-time 100
graceful-restart purge-time 100
graceful-restart

no neighbor 2001:DB8:22::6 activate
exit-address-family

address-family ipv4 multicast
exit-address-family

address-family ipv6 unicast
graceful-restart restart-time 160
graceful-restart stale-routes-time 120
graceful-restart purge-time 120
graceful-restart

neighbor 2001:DB8:22::6 activate
exit-address-family

address-family ipv6 multicast
exit-address-family

address-family 12vpn vpls
exit-address-family
end of BGP configuration

Show ipv6 bgp neighbors /P address

156

This command shows the running configuration.
device#show ipvé bgp neighbors 2001:DB8:22::6

1 IP Address: 2001:DB8:22::6, AS: 100
State: ESTABLISHED, Time: 2h24m36s,

KeepAliveTimer Expire in 16 seconds,
Minimal Route Advertisement Interval:

RefreshCapability: Received
GracefulRestartCapability: Sent

Restart Time 160 sec, Restart bit 0
afi/safi 2/1, Forwarding bit 0

RouterID:
KeepAliveTime:
HoldTimer Expire in 142 seconds

10.6.6.6,
HoldTime:

VRF: default-vrf

180

Messages: Open Update KeepAlive Notification Refresh-Reg
Sent : 1 1 164
Received: 1 0 164
Last Update Time: NLRI Withdraw NLRI Withdraw
Tx: —=-— -—- -—— -——

Last Connection Reset Reason:Unknown

Notification Sent: Unspecified
Notification Received: Unspecified
Neighbor NLRI Negotiation:

Peer Negotiated IPV6 unicast capability
Peer configured for IPV6 unicast Routes

Neighbor ipv6é MPLS Label Capability Negotiation:

Neighbor AS4 Capability Negotiation:

Outbound Policy Group:

ID: 2, Use Count: 1
BFD:Disabled
TCP Connection state: ESTABLISHED,
Maximum segment size: 1440

flags:00000044

(0,0)
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IPv6 Hitless OS upgrade

IPv6 Non stop routing and graceful restart

OSPFV3, IS-IS IPv6, and BGP IPv6 support both failover and Hitless Operating System Switchover (HLOS). HLOS provides a platform
support mechanism to upgrade image without disrupting routing and forwarding service.

The process of syncing routes between a new MP and its LPs using the new timers are illustrated in Figure 16 and described in the

following steps.

FIGURE 16 IPv6 HLOS operation

H WD

HLOS start

Y

Load new image on Standby MP

Y

Switchover,
Old Standby MP is new Active MP

Y

Old Active MP load new image,
It is new Standby MP

Y

LP save info in shadow memory

Y

LP CPU core reset

Y

AMP sync IPv6 routes to LP

Y

LP restore using
shadow memory info

Y

HLOS completed

HLOS starts and the Standby MP is rebooted with a new image.
System switches over and the Standby MP takes role of the Active MP.
The old Active MP is rebooted with the new image and it takes the role of the Standby MP.

Once the Active and Standby MP are in sync, the LP backs up the necessary IPv6 route information.
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5. The LP CPU core resets, once the core reset is complete the LP receives IPv6 route information from Active MP.
6. The LP restores the complete IPv6 routes using the information synced from the Active MP to the LP and the backed up
information on the LP.

7. HLOS complete.

Configuring IPv4 and IPv6 protocol stacks

If a device is deployed as an endpoint for an IPv6 over IPv4 tunnel, you must configure the device to support IPv4 and IPv6 protocol
stacks. Each interface that sends and receives IPv4 and IPv6 traffic must be configured with an IPv4 address and an IPv6 address. You
can also explicitly enable IPv6 using the ipv6 enable command. Refer to Configuring a link-local IPv6 address on page 144.)

To configure an interface to support both IPv4 and IPv6 protocol stacks, enter commands such as the following.

device
device
device
device

config)# ipv6é unicast-routing

config)# interface ethernet 3/1

config-if-el100-3/1)# ip address 192.168.1.1 255.255.255.0
config-1f-e100-3/1)# ipv6 address 2001:DB8:12d:1300::/64 eui-64

These commands globally enable IPv6 routing on the device, and configure an IPv4 address and an IPv6 address for Ethernet interface
3/1.

Syntax: [no] ipv6 unicast-routing

To disable IPv6 traffic globally on the Extreme device, enter the no form of this command.

Syntax: [no] ip address jp-address sub-net-mask [ secondary ]

You must specify the jp-address parameter using 8-bit values in dotted decimal notation.

You can specify the sub-net-mask parameter in either dotted decimal notation or as a decimal value preceded by a slash mark (/).
The secondary keyword specifies that the configured address is a secondary IPv4 address.

To remove the IPv4 address from the interface, enter the no form of this command.

Syntax: [no] ipv6 address ipv6-prefix/prefix-length [ eui-64 ]

This syntax specifies a global or unique local IPv6 unicast address. For information about configuring a link-local IPv6 address, refer to
Configuring a link-local IPv6 address on page 144.

You must specify the jpv6-prefix parameter in hexadecimal using 16-bit values between colons as documented in RFC 2373.

You must specify the prefix-length parameter as a decimal value. A slash mark (/) must follow the ipv6-prefix parameter and precede the
prefix-length parameter.

The eui-64 keyword configures the global or unique local unicast address with an EUI-64 interface ID in the low-order 64 bits. The
interface ID is automatically constructed in IEEE EUI-64 format using the MAC address of the interface. If you do not specify the eui-64
keyword, you must manually configure the 64-bit interface ID as well as the 64-bit network prefix. For more information about manually
configuring an interface ID, refer to Configuring a global or unique local IPv6 unicast address on page 143.

IPv6 Over IPv4 tunnels in hardware

To enable communication between the isolated IPv6 domains using the IPv4 infrastructure, you can configure IPv6 over IPv4 tunnels.

NOTE
The CES 2000 Series and CER 2000 Series currently do not support IPv6 over IPv4 tunneling.
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Netlron OS devices support the following IPv6 over IPv4 tunneling in hardware mechanisms:

Manually configured tunnels

Automatic 6to4 tunnels
In general, a manually configured tunnel establishes a permanent link between routers in IPv6 domains, while the automatic tunnels
establish a transient link that is created and taken down on an as-needed basis. (Although the feature name and description may imply
otherwise, some configuration is necessary to set up an automatic tunnel.) Also, a manually configured tunnel has explicitly configured

IPv4 addresses for the tunnel source and destination, while the automatic tunnels have an explicitly configured IPv4 address for the
tunnel source and an automatically generated address for the tunnel destination.

These tunneling mechanisms require that the router at each end of the tunnel run both IPv4 and IPv6 protocol stacks. The routers
running both protocol stacks, or dual-stack routers, can interoperate directly with both IPv4 and IPv6 end systems and routers.

The following features are not supported for IPv6 tunnel configuration at this time:
Keep-alive
Hitless upgrade
Tunnels over MPLS or GRE

Configuring a IPv6 IP tunnel

To configure a IPv6 IP Tunnel, configure the following parameters:
CAM Restrictions
Maximum Number of Tunnels (optional)
Tunnel Interface
Source Address or Source Interface for the Tunnel
Destination address for the Tunnel
IPv6 Encapsulation
IP address for the Tunnel
TTL Value (optional)
TOS Value (optional)
MTU Value (optional)

NOTE
Do not forward packets from one type of tunnel to another type of tunnel in XPP. Packets may not be routed properly.

Configuring a manual IPv6 tunnel

You can use a manually configured tunnel to connect two isolated IPv6 domains. You should deploy this point-to-point tunnel
mechanism if you need a permanent and stable connection.
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FIGURE 17 Manually configured tunnel
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Configuration notes on manual tunnels:
The tunnel mode should be ipv6ip indicating that this is an IPv6 manual tunnel.
Both source and destination addresses needs to be configured on the tunnel.
On the remote side you need to have exactly opposite source/destination pair.
The tunnel destination should be reachable through the IPv4 backbone.
The ipv6 address on the tunnel needs to be configured for the tunnel to come up.
The tunnel source can be an IP address or interface name.
Manual tunnels provide static point-point connectivity.
Static routing on top of the tunnel is supported.
IPv6 routing protocols including OSPFv3 and RIPing on top of the tunnel are supported.

NOTE
IPvE IS-1S is not supported on top of the tunnel.

Configuring an automatic 6to4 tunnel

An automatic 6to4 tunnel establishes a transient link between IPv6 domains, which are connected by an IPv4 backbone. When needed,

a device on which an automatic 6to4 tunnel is configured in one domain can establish a tunnel with another similarly configured device in
another domain. When no longer needed, the devices take down the tunnel.

Instead of a manually configured tunnel destination, an automatic 6to4 tunnel constructs a globally unique 6to4 prefix, which determines
the tunnel destination. The 6to4 prefix has the following format:

2002:jpv4-address ::/48

When two domains need to communicate, a device creates a tunnel using the 6to4 prefix. The software automatically generates the 6to4
prefix by concatenating a configured static IPv6 prefix of 2002 with the destination device's globally unique IPv4 address. (Each device
in an IPv6 domain that needs to communicate over an automatic 6to4 tunnel must have one globally unique IPv4 address, from which
the globally unique 6to4 prefix is constructed.) After the communication ends, the tunnel is taken down.
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Configuration notes on 6to4tunnels:
This tunnel treats the IPv4 infrastructure as a virtual non-broadcast link and support multipoint connectivity.
Tunnel mode must be configured as ipv6ip 6to4.
Tunnel source must be configured.

Tunnel destination is not configured on 6to4 tunnel explicitly, as the destination is specified as part of static nexthop or BGP
nexthop.

Static route with 2002::/16 MUST be configured.

IPv6 address with 2002:A.B.C.D::/48 must be configured for the tunnel to come up (A.B.C.D is the tunnel source IP address).
You can have 6to4 tunnel with multiple nexthops depending on the IPv6 nexthop used to forward the packets.

With 6to4 tunnels, you can only use routing protocols (that is BGP+) that specify the nexthop in the configuration.

OSPFV3, IPv6 IS-IS and RIPng are not supported on the 6to4 tunnels.

Static routes can be used with 6to4 tunnels. If you use a static route to configure the nexthop, you MUST enable nexthop
recursion in the system (ipv6 route next-hop-recursion).

The 6to4 tunnel tries to resolve all the nexthops and programs the cam and pram entries needed. The IPv4 address in the
nexthop should be reachable through the IPv4 network.

In the below configuration:

10.10.10.1 is the tunnel source |IP address
- 10.10.10.10 is the static nexthop

- 21.21.21.6is I-BGP nexthop

- 22.22.22.6 is E-BGP nexthop
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Static route Nexthop example:

+  Create a static route pointing to the tunnel.

device (config) #ipv6 route 2002::/16 tunnel 2 // Mandatory for 6tod4 Configuration
device (config) #ipv6 route next-hop-recursion // Mandatory with static nexthop
device (config)# ipv6 route 3001::/64 2002:0a0a:0al0a::1 // Static Nexthop: 10.10.10.10

+  Create a Source Interface - The remote node needs to have a similar route pointing to this node.

device (config) # interface ethernet 1/1
device (config-if-el10000-1 /1)ip address 10.10.10.1 255.255.255.0

+  Create a 6to4 Tunnel configuration.

device (config) interface tunnel 2

device (config-tnif-2) tunnel mode ipvéip 6to4

device (config-tnif-1) tunnel source 10.10.10.1

device (config-tnif-1) ipv6 address 2002:0a0a:0a0l::1/64

: I-BGP Nexthop.

device (config) router bgp

device (config-bgp) local-as 100

device (config-bgp) neighbor 2002:1515:1506::1 remote-as 100 // BGP Nexthop:
device (config-bgp)# address-family ipv4 unicast

device (config-bgp) # no neighbor 2001:DB8:1506::1 activate
device (config-bgp)# exit-address-family

device (config-bgp) # address-family ipv4 multicast

device (config-bgp) # exit-address-family

device (config-bgp)# address-family ipv6 unicast

device (config-bgp) # neighbor 2002:1515:1506::1 activate
device (config-bgp) # exit-address-family

#
#
#
#
#
#
#
#

: E-BGP Nexthop.

device (config) # router bgp

(
device (config-bgp) # local-as 100
device (config-bgp) # neighbor 2002:1616:1606::1 remote-as 101 // BGP Nexthop:
device (config-bgp)# neighbor 2002:1616:1606::1 ebgp-multihop
device (config-bgp) # address-family ipv4 unicast
device (config-bgp) # no neighbor 2002:1515:1506::1 activate
device (config-bgp)# exit-address-family
device (config-bgp) # address-family ipv4 multicast
device (config-bgp) # exit-address-family
device (config-bgp)# address-family ipv6 unicast
device (config-bgp) # neighbor 2002:1616:1606::1 activate
device (config-bgp) # exit-address-family

Configuring the maximum number of tunnels supported

You can configure the device to support a specified number of tunnels using the following command.

device (config) # system-max ip-tunnels 512
device (config)# write memory

Syntax: [no] system-max ip-tunnels number

The number variable specifies the number of IPv6 tunnels that can be supported on the Extreme device. The permissible rangeis 1 -

512. The default value is 256.

NOTE

You must write this command to memory and perform a system reload for this command to take

effect.
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Configuring a tunnel interface
To configure a tunnel interface, use a the following command.

device (config)# interface tunnel 1
device (config-tnif-1)

Syntax: [no] interface tunnel tunnel id

The tunnel-id variable is numerical value that identifies the tunnel being configured.Possible range is from 1 to the maximum configured
tunnels in the system.

Configuring a source address or source interface for a tunnel interface
To configure a source address for a specific tunnel interface, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel source 10.0.8.108

To configure a source interface for a specific tunnel interface, enter the following command.

device (config)# interface tunnel 100
device (config-tnif-100) tunnel source ethernet 3/1

Syntax: [no] tunnel source ip-address | port-no
You can specify either of the following:

The ip-address variable is the source IP address being configured for the specified tunnel . The port-no variable is the source slot/port of
the interface being configured for the specified tunnel. When you configure a source interface, there must be at least one IP address
configured on that interface. Otherwise, the interface will not be added to the tunnel configuration and an error message like the following
will be displayed: "Error - Tunnel source interface 3/1 has no configured ip address.

It can be a physical or virtual interface (ve).

Configuring a destination address for a tunnel interface
To configure a destination address for a specific tunnel interface, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel destination 10.108.5.2

Syntax: [no] tunnel destination ip-address

The ip-address variable is destination IP address being configured for the specified tunnel.

Configuring a tunnel interface for IPv6 encapsulation
To configure a specified tunnel interface for IPv6 encapsulation, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel mode ipvé6ip

Syntax: [no] tunnel mode ipv6ip 6to4 | auto-tunnel
The 6to4 parameter specifies automatic tunneling using 6 to 4.

The auto-tunnel parameter specifies automatic tunnel using IPv4 compatible ipv6 address.
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Configuring an IP address for a tunnel interface
To configure an IP address for a specified tunnel interface, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)ipv6 address 2001:0a0a:0a0l::1/64

Syntax: [no] ipv6 address ipv6-address

The ipv6-address variable is the IPv6 address being configured for the specified tunnel interface.

Configuring a TTL value
This is an optional parameter that allows you to set the Time-to-Live value for the outer IP header of the IPv6 tunnel packets.
To configure the TTL value, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel ttl 100

Syntax: [no] tunnel ttl ttl-value

The ttl-value variable specifies a TTL value for the outer IP header. Possible values are 1 - 255. The default value is 255.

Configuring a TOS value
This is an optional parameter that allows you to set the TOS value for the outer IP header of the GRE tunnel packets.
To configure the TOS value, enter the following command.

device (config)# interface tunnel 1
device (config-tnif-1)tunnel tos 100

Syntax: [no] tunnel ttl tos-value

The tos-value variable specifies a TOS value for the outer IP header. Possible values are 1 - 255. The default value is O.

Configuring IPv6 session enforce check

You can enable the IPv6 session enforce check by using the ipv6-session-enforce-check command. When an IPv6 packet arrives and
this feature is enabled, the system tries to match the IPv6 packet source and destination address pair with the tunnel configured
destination and source pair. If the pairs do not match, the packet is dropped in hardware.

To configure the IPv6 session enforce check, go to the IP tunnel policy context and enter the ipv6-session-enforce-check command.

device (config) #ip-tunnel-policy
device (config-ip-tunnel-policy) #ipv6-session-enforce-check

Syntax: [no] ipv6-session-enforce-check

To disable the IPv6 session enforce check, use the no form of this command. This command is disabled by default. You might have to
write the configuration to memory and reload the system when the configuration of this command is changed because a one-time
creation of a source-ingress CAM partition is necessary. The system prompts you if the memory write and reload are required.

The first-time execution of certain commands necessitates the creation of a source-ingress CAM partition, after which you write to
memory and reload. These commands are gre-session-enforce-check , ipv6-session-enforce-check , and accounting-enable . After
this CAM partition is created, it is not necessary to follow either of the other two commands with a memory write and reload.

NOTE
The ipv6-sessions-enforce-check is not supported for 6to4 automatic tunnels.
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Configuring a maximum MTU value for a tunnel interface

This command allows you to set an MTU value for packets entering the tunnel. Packets that exceed either the default MTU value of
1480 bytes or the value that you set using this command are sent back to the source.

The following command allows you to change the MTU value for packets transiting "tunnel 1".

device (config)# interface tunnel 1
device (config-tnif-1)tunnel mtu 1500

Syntax: [no] tunnel mtu packet-size

The packet-size variable specifies the maximum MTU size in bytes for the packets transiting the tunnel.

NOTE
To prevent packet loss after the 20 byte IP header is added, make sure that any physical interface that is carrying IPv6 tunnel
traffic has an IP MTU setting at least 24 bytes greater than the tunnel MTU setting.

Bypassing ACLs in an IPv6-over-1Pv4 tunnel

Use this procedure to disable IPv6 ACLs on the terminating node of an IPv6-over-IPv4 tunnel for internal traffic coming over the tunnel.

NOTE
Disabling ACL processing on an IPv6-over-IPv4 tunnel also disables support for the following features for internal traffic on
that tunnel:

All features employing IPv6 ACLs
BFD over MPLS
Multicast
PBR
OpenFlow
1. Access global configuration mode.

device# configure terminal

2. Access ACL global policy configuration mode.

device (config)# acl-policy

3. Enter the disable-acl-for-6to4 command.

device (config-acl-policy)# disable-acl-for-6to4

Displaying IPv6 tunneling information

You can display IPv6 Tunneling Information using the show ip-tunnels , show ipv6 interface , show ipv6 route and show interface
tunnel commands as shown in the following:
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Displaying tunnel information

For example, to tunnel information for tunnel 2, enter the following command at any level of the CLI.
device# show ip-tunnels 2
IPv6 tnnl 2 UP : src_ip 10.211.2.1, dst_ip 10.212.2.1
TTL 255, TOS 0, NHT 0, MTU 1480
Syntax: show ip tunnels number
The number parameter indicates the tunnel interface number for which you want to display information.

This display shows the following information.

TABLE 19 Show IP tunnel display information

This field... Displays...
IPV6 tnnl UP | DOWN The status of the tunnel interface can be one of the following:
up - The tunnel interface is functioning properly.
down - The tunnel interface is not functioning and is down.
src_ip The tunnel source can an IPv4 address.
dst_ip The tunnel destination can an IPv4 address.
TTL The TTL value configured for the outer IP header. Possible values are 1 -
255.
TOS The TOS value configured for the outer IP header. Possible values are 1 -
255.
NHT The nextHop Table index value.
MTU The setting of the IPv6 maximum transmission unit (MTU).

Displaying tunnel interface information

For example, to display status and configuration information for tunnel interface 1, enter the following command at any level of the CLI.

device# show interfaces tunnel 1
Tunnell is up, line protocol is up
Hardware is Tunnel
Tunnel source ethernet 3/5
Tunnel destination is not configured
Tunnel mode ipv6ip auto-tunnel
No port name
MTU 1500 bytes

Syntax: show interfaces tunnel number
The number parameter indicates the tunnel interface number for which you want to display information.

This display shows the following information.

TABLE 20 IPv6 tunnel interface information

This field... Displays...
Tunnel interface status The status of the tunnel interface can be one of the following:

up - The tunnel interface is functioning properly.

down - The tunnel interface is not functioning and is down.
Line protocol status The status of the line protocol can be one of the following:

up - The line protocol is functioning properly.

down - The line protocol is not functioning and is down.
Hardware is tunnel The interface is a tunnel interface.
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This field...

Tunnel source

Tunnel destination

Tunnel mode

Port name

MTU

Displaying interface level IPv6 settings

IPv6 Over IPv4 tunnels in hardware

Displays...

The tunnel source can be one of the following:
. An IPv4 address

. The IPv4 address associated with an interface or port.
The tunnel destination can an IPv4 address.

The tunnel mode can be one the following:

. ipvBip auto-tunnel - Indicates an automatic IPv4-compatible
tunnel.
. ipvBip 6to4 - Indicates an automatic 6to4 tunnel.

The port name configured for the tunnel interface.

The setting of the IPv6 maximum transmission unit (MTU).

To display Interface level IPv6 settings for tunnel interface 1, enter the following command at any level of the CLI.

device# show ipv6 inter tunnel 1
Interface Tunnel 1 is up, line protocol is up

IPv6 is enabled, link-local address is fe80::3:4:2

Global unicast address(es):
1001::1 [Preferred], subnet is 1001::/64
1011::1 [Preferred], subnet is 1011::/64
Joined group address(es):
ff02::1:££f04:2

££f02::5
f£f02::1:££00:1
£f£f02::2
f£f02::1

MTU is 1480 bytes

ICMP redirects are enabled

No Inbound Access List Set

No Outbound Access List Set
OSPF enabled

The display command above reflects the following configuration.

device# show running-config interface tunnel 1
|

interface tunnel 1

port-name ManualTunnell

tunnel mode ipvéip

tunnel source loopback 1

tunnel destination 10.1.1.1

ipv6 address fe80::3:4:2 link-local
ipv6 address 1011::1/64

ipv6 address 1001::1/64

ipv6 ospf area O
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IPv6 over IPv4 GRE tunnel

IPv6 data packets can be transported across an IPv4 network that does not support IPv6 using GRE tunnels.

GRE provides a way to encapsulate packets inside of a transport protocol and transmit them from one tunnel endpoint to another. To
allow communication between isolated IPv6 networks across an existing IPv4 network, a GRE tunnel can be configured between end
devices that have dual stack (IPv4/IPv6) support. Incoming packets from an IPv6 network are encapsulated within a GRE header and are
transported across an IPv4 network to a host in another IPv6 network. This feature allows remote IPv6 network traffic to be transported
without upgrading the IPv4 network over which the traffic is encapsulated.

NOTE
The number of IPv6 GRE tunnels supported is 512.

The following diagram shows a GRE tunnel over an IPv4 network with remote IPv6 hosts and some packet heading fields to note that an
IPv6 header is included before the data.

FIGURE 18 IPv6 over an IPv4 GRE tunnel network
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The following IPv4 GRE tunnel configuration options are supported:
Tunnel MTU
Time-to-Live (TTL) value
Type of Service (ToS)
Keepalive
VRF—The usual VRF limitations apply.

GRE session enforce check—When the gre-session-enforce-check command is entered, and a GRE packet arrives at the
device, the software tries to match the GRE packet source and destination address pair with the tunnel configured destination
and source pair. If the pairs do not match, the packet is dropped.

System max—Configures the devices to support a specified number of tunnels. Requires writing to memory and a system
reload.

Accounting—To start collecting the statistics for GRE and IPv6 tunnels use the accounting-enable command in IP tunnel policy
configuration.
The following limitations apply to IPv6 over IPv4 GRE tunnels:
IPv6 fragmentation is not supported before encapsulation.
GRE header encapsulation is limited to 4 bytes.
Multicast is not supported for IPv6 over IPv4 GRE tunnels.
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NOTE
The IPv6 over IPv4 GRE Tunnels feature is only supported on MLXe and XMR devices. Not all interface cards on these devices
are supported. See the Feature Support Matrix for more details.

Configuring a GRE tunnel for IPv6 traffic

To allow IPv6 traffic to be transported across an IPv4 network, a GRE tunnel can be employed.

Use this task when there are isolated IPv6 networks that need to communicate across an IPv4-only network. the endpoints of the tunnel
must support both IPv4 and IPv6. This tunnel source address on one device must be one of the device IPv4 addresses that is
configured on a physical, loopback, or VE interface, through which the other end of the tunnel is reachable.

1. From privileged EXEC mode, enter global configuration mode.

device# configure terminal

2. Create a tunnel interface.

device (config)# interface tunnel 3

3. Assign a source IPv4 address for the tunnel.
device (config-tnif-3)# tunnel source 10.1.1.1

This source address will be entered as the destination address specified for the device on the other end of the tunnel.

4. Assign a destination IPv4 address for the tunnel.
device (config-tnif-3)# tunnel destination 10.1.1.2

This destination address should be the address of the IPv4 interface of the device on the other end of the tunnel.

5. Enable GRE encapsulation on the tunnel interface.

device (config-tnif-3)# tunnel mode gre ip

6. Specify the IPv6 address of the tunnel interface.

device (config-tnif-3)# ipv6 address 2005:a0a:a0l::1/64

7. Change the MTU value for packets transiting the tunnel.
device (config-tnif-3)# ip mtu 1400

This step is optional.
8. Enable GRE link keepalive

device (config-tnif-3)# keepalive 12 4

In this example, the device waits for 4 consecutive lost keepalive packets before bringing the tunnel down. There will be a 12
second interval between each packet. This step is optional.

9. Exit to global configuration mode.

device (config-tnif-3)# exit
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10. If a route to the tunnel destination does not already exist, create a static route and specify that the route is through the tunnel

interface.

device (config)# ipv6 route 2002:a0a:a0l::1/64 2005:a0a:a0l::1

In this example, an IPv6 static route is created on this device to specify that network 2002:a0a:a01::1/64 is reachable via
tunnel address 2005:a0a:a01::1/64. There is an IPv4 network between the GRE tunnel endpoints.

On the device at one end of the tunnel, the following sample configures a GRE tunnel for IPv6 traffic.

The following sample configures the device at the second end of the tunnel.

device# configure terminal

device (config) # interface ethernet 4/1

device (config-int-e10000-4/1)# ip address 10.1.1.1/24
device (config-int-e10000-4/1)# exit

device (config)# interface tunnel 3

device (config-tnif-3)# tunnel source 10.1.1.1

device (config-tnif-3)# tunnel destination 10.1.1.2

device (config-tnif-3)# tunnel mode gre ip

device (config-tnif-3)# ipv6 address 2005:a0a:a0l::1/64

device (config-tnif-3)# exit
(
(
>

device (config)# ipv6 route 2002:a0a:a0l1:1/64 2005:a0a:a0l::2

device (config) # exit
device

device# configure terminal

device (config) # interface ethernet 6/1

device (config-int-e10000-6/1)# ip address 10.1.1.2/24
device (config-int-e10000-6/1)# exit

device (config)# interface tunnel 3

device (config-tnif-3)# tunnel source 10.1.1.2

device (config-tnif-3)# tunnel destination 10.1.1.1

device (config-tnif-3)# tunnel mode gre ip

device (config-tnif-3) ipv6 address 2005:a0a:a0l::2/64

device (config-tnif-3)# exit
(
(
>

device (config)# ipv6 route 2001:a0a:a01:1/64 2005:a0a:al0l::1

device (config) # exit
device

Verifying IPv6 over GRE Tunnel

The configuration of IPv6 over an IPv4 GRE tunnel can be verified using various show commands.

The following commands can be entered in any order.
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When reviewing the keepalive packet statistics in the output of the show interface tunnel command for a GRE tunnel, note that
the transmitted keepalive packets are hardware generated and are not counted in the “Xmit-to-tnnl” and “Rcv-from-tnnl”

statistics.

1. To view IPv6 GRE tunnel information.

device (config) # show ipv6 interface tunnel 3

Interface Gre tnnl 3 is up, line protocol is up

IPv6 is enabled, link-local address is fe80::224:38ff:fead:1a00 [Preferred]
Global unicast address(es):

2005:a0a:a0l::2 [Preferred], subnet is 2005:a0a:a0l::/64

2005:a0a:a0l:: [Anycast], subnet is 2005:a0a:a0l::/64
Joined group address(es):

ff02::1:££00:2

£f£02::1:££00:0

ff02::1:£ffad4:1a00

f£f02::2

ff02::1

Local Proxy disabled

Port belongs to VRF: default-vrf
MTU is 1400 bytes

ICMP redirects are disabled

No Inbound Access List Set

No Outbound Access List Set

2. To view IPv4 information about the configured GRE tunnel, use the following command.

device (config) # show interface tunnel 3

Tunnel3 is up, line protocol is up

Hardware is Tunnel
Tunnel source 10.1.1.2
Tunnel destination is 10.1.1.1
Tunnel mode gre ip
Configured BW is 0 kbps
No port name
Global unicast address (es):
2005:a0a:a01::2, subnet is 2005:a0a:a0l::/64
Tunnel TOS 0, Tunnel TTL 255, Tunnel MTU 1400 bytes
Keepalive is Enabled
VRF Forwarding: default-vrf

3. To view details of the IPv6 route where the GRE tunnels are shown under the Interface field.

device (config) # show ipv6 route

IPv6 Routing Table - 2 entries:
Type Codes - B:BGP C:Connected I:ISIS L:Local O:0SPF R:RIP S:Static

BGP Codes - 1:iBGP e:eBGP

ISIS Codes - Ll:Level-1 L2:Level-2
OSPF Codes - i:Inter Area l:External Type 1 2:External Type 2
STATIC Codes - d:DHCPv6

1
2

Type IPv6 Prefix Next Hop Router Interface Dis/Metric Uptime src-vrf
S 2001:a0a:a01::/64 2005:a0a:a0l::1 gre_tnl 2 1/1 Om7s -
c 2005:a0a:a0l::/64 :: gre tnl 2 0/0 2m59s -
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Configuring IPv6 Domain Name Server (DNS)
resolver

The Domain Name Server (DNS) resolver feature lets you use a host name to perform Telnet, ping, and traceroute commands. You can
also define a DNS domain on a device to recognize all hosts within that domain. After you define a domain name, the device
automatically appends the appropriate domain to the host and forwards it to the domain name server.

For example, if the domain "example.com” is defined on a device, and you want to initiate a ping to host "EXCO1" on that domain, you
only need to reference the host name instead of the host name and the domain name. For example, enter either of the following
commands to initiate the ping.

device# ping excOl
device# ping excOl.example.com

Defining a DNS entry

You can define up to four DNS servers for each DNS entry. The first entry serves as the primary default address. If a query to the primary
address is not resolved after three attempts, the next gateway address is queried (up to three times). This process continues for each
defined gateway address until the query is resolved. The order in which the default gateway addresses are polled is the same as the order
in which you enter them.

To define the domain name example.com on a device and then define four possible default DNS gateway addresses, using IPv4
addressing, enter the following commands.

device (config)# ip dns domain-name example.com
device (config)# ip dns server-address 10.157.22.199 10.96.7.15 10.95.7.25 10.98.7.15

Syntax: [no] ip dns server-address jp-addr [ ip-addr] [ ip-addr ][ ip-addr ]

In this example, the first IP address in the command becomes the primary gateway address and all others are secondary addresses.
Because IP address 10.98.7.15 is the last address listed, it is also the last address consulted to resolve a query.

Defining an IPv6 DNS entry

IPv6 defines new DNS record types to resolve queries for domain names to IPv6 addresses, as well as IPv6 addresses to domain
names. Devices running IPv6 software support AAAA DNS records, which are defined in RFC 1886.

AAAA DNS records are analogous to the A DNS records used with IPv4. A complete IPv6 address is stored in each record. AAAA
records have a type value of 28.

To establish an IPv6 DNS entry for the device, enter the following command.
device (config)# ipvé dns domain-name example.com
Syntax: [no] ipv6 dns domain-name domainname
To define an IPv6 DNS server address, enter the following command.
device (config)# ipvé dns server-address 2001:DB8::1
Syntax: [no] ipv6 dns server-address ijpv6-addr [ ipv6-addr] [ ipv6-addr ] [ ipv6-addr ]

For example, in a configuration where ftp6.example.com is a server with an IPv6 protocol stack, when a user pings fto6.example.com ,
the device attempts to resolve the AAAA DNS record. In addition, if the DNS server does not have an IPv6 address, as long as it is able
to resolve AAAA records, it can still respond to DNS queries.
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DNS queries of IPv4 and IPv6 DNS servers
IPv4 and IPv6 DNS record queries search through IPv4 and IPv6 DNS servers are described here.

For IPv4 DNS record queries:
Loop through all configured IPv4 DNS servers.
If no IPv4 DNS servers are configured, then loop through all configured IPv6 DNS servers (if any).

For IPv6 DNS record queries:
Loop through all configured IPv6 DNS servers.
If no IPv6 DNS servers are configured, then loop through all configured IPv4 DNS servers (if any).

IPv6 Non-Stop Routing support

When IPv6 Non-Stop-Routing (NSR) is used, peer networking devices do not have knowledge of any event on the switching over router.
All information needed to continue the routing protocol peering state is transferred to the standby processor so it can pick up
immediately upon a switchover. As NSR does not need the help of neighboring routers during restart, the NSR-capable routers can be
deployed independently in an existing network.

This section describes support for IPv6 Non-Stop-Routing (NSR) on MLX Series and XMR Series devices. The scope of this section is
for IPv6 unicast routing only.

Limitations
Configuration events that occur closer to switchover may get lost due to CLI synchronization issues.
Neighbor, interface, or NSSA translation state changes that occur close to and during the switchover will not be handled.

Counters - Traffic counters will not be synchronized. Neighbor and LSA DB counters will be recalculated on Standby during
sync and thus not synchronized.

OSPF Database Overflow condition for External LSAs - depending on the sequence of redistribution or new LSAs (from
neighbors) the LSAs accepted within the limits of the database may change upon switchover.

The NSR hitless failover event may not be completely transparent to the network as after switchover additional flooding related
protocol traffic will be generated to the directly connected neighbors.

OSPF Startup Timers - will not be applied upon NSR switchover.

Configuring IPv6 NSR support
Use the following commands to configure IPv6 Non-Stop Routing support.
The graceful-restart ipv6 max-hold-timer sets the hold interval.

device (config) #graceful-restart ipv6 max-hold-timer 100
Syntax: [no] graceful-restart ipv6 max-hold-timer hold-interval

The acceptable range for the maximum hold time before sync up forwarding information is 30 to 3600 seconds. The default is 300
seconds.

The graceful-restart ipv6 protocols-converge-timer sets the convergence interval. The default setting is 5 seconds.

device (config) #no graceful-restart ipv6 protocol-convergence-timer 50
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Syntax: [no] graceful-restart ipv6 protocols-converge-timer convergence-interval

The acceptable range for the maximum time for protocols to converge after a graceful restart is O to 1200 seconds. The default protocol
convergence time is 5seconds.

ECMP load sharing for IPv6

IPv6 ECMP load sharing is hardware-managed. If there is more than one path to a given destination, a hash is calculated based on the
source MAC address, destination MAC address, source IPv6 address, destination IPv6 address, and TCP/UDP source port and
destination port (if the packet is also a TCP and UDP packet). This hash is used to select one of the paths.

Disabling or re-enabling ECMP load sharing for IPv6
ECMP load sharing for IPv6 is enabled by default. To disable the feature, enter the following command.
device (config)# no ipvé load-sharing
To re-enable the feature after disabling it, enter the following command.
device (config)# ipvé load-sharing 4
Syntax: [no] ipv6 load-sharing number

The number parameter specifies the number of ECMP load sharing paths. Enter a value between 2 and 32 for number to set the
maximum number of paths. The default value is 4.

NOTE
The maximum number of paths supported by the BR-MLX-10Gx24-DM module is 16.

Changing the maximum number of load sharing paths for IPv6

By default, IPv6 ECMP load sharing balances traffic across up to four equal paths. You can change the maximum number of paths to a
value between 2 and 32.

To change the number of ECMP load sharing paths for IPv6, enter the following command:
device (config) # ipv6 load-sharing 8
Syntax: [no] ipv6 load-sharing num ber

The number parameter specifies the number of ECMP load sharing paths. Enter a value between 2 and 32 for number to set the
maximum number of paths. The default value is 4.

NOTE
The maximum number of paths supported by the BR-MLX-10Gx24-DM module is 16.

Configuring IPv6 ICMP

ICMP for IPv6 provides error and informational messages. The stateless auto-configuration, neighbor discovery, and path MTU
discovery features use ICMP messages.
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This section explains how to configure the following IPv6 ICMP options:
ICMP rate limiting
ICMP redirects
ICMP unreachable address or route messages
ICMP error messages for source-routed IPv6 packets
ICMP error messages for an unreachable address
ICMP messages for an unreachable route
ICMP error messages for IPv6 packets with hop-limit O
ICMP error messages for CER 2000 Series and CES 2000 Series devices

Configuring ICMP rate limiting

You can limit the rate at which IPv6 ICMP error messages are sent out on a network. For this rate-limiting implementation, IPv6 ICMP
uses a token bucket algorithm.

The algorithm works using a virtual bucket that contains a number of tokens, where each token represents the ability to send one ICMP
error message. Tokens are placed in the bucket at a specified interval until the maximum allowed number of tokens is reached. For each
error message ICMP sends, a token is removed from the bucket. ICMP generates a series of error messages until the bucket is empty.
When the bucket is empty, further error messages cannot be sent until a new token is placed in the bucket.

You can adjust the following elements related to the token bucket algorithm:
The interval at which tokens are added to the bucket. The default is 100 milliseconds.

The maximum number of tokens in the bucket. The default is 10 tokens.
For example, to adjust the interval to 2000 milliseconds and the number of tokens to 100 tokens, enter the following command.
device (config) # ipv6 icmp error-interval 1000 100

Syntax: [no] ipv6 icmp error-interval interval [ number-of-tokens ]

The interval at which tokens are placed in the bucket has a range of O - 2147483647 milliseconds.

NOTE

If you keep the default interval (100 milliseconds), output from the show run command does not show the setting of the ipv6
icmp error-interval command. In addition, if you configure the interval value to a number that does not evenly divide into
100000 (100 milliseconds), the system rounds the value up to the next higher value that does divide evenly. For example, if
you specify an interval value of 150, the system rounds it to 200.

ICMP rate limiting is enabled by default. To disable ICMP rate limiting, set the interval to O.

Enabling ICMP redirect messages

To enable ICMP redirect messages, you need to configure icmp redirect at both global level and the interface level. You can enable or
disable a device to transmit ICMP redirect messages from a global level and the interface level.

To enable the ICMP redirect messages from global level, enter the following commands.
Syntax: [no] ipv6 icmp redirects

By default, IPv6 redirect is disabled and the device does not send an ICMP redirect message to a neighboring host to inform it of a
better first-hop device on a path to a destination. (For more information about how ICMP redirect messages are implemented for IPv6,
refer to Configuring IPv6 neighbor discovery on page 178.)
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To enable the sending of ICMP redirect messages on interface 3/1, enter the following commands.

device (confiqg) # interface ethernet 3/1
device (config-if-el100-3/1)# ipv6 redirects

To disable the ICMP redirect messages from Ethernet interface 3/1, enter the following commands.

device (config) # interface ethernet 3/1
device (config-if-el100-3/1)# no ipvé6 redirects

Syntax: [no] ipv6 redirects

Use the show ipv6 interfaceinterface port-number command to verify that the sending of ICMP redirect messages is enabled on a
particular interface.

Disabling or re-enabling ICMP redirect messages

You can disable or re-enable a device to transmit ICMP redirect messages from an interface. By default, a device sends an ICMP redirect
message to a neighboring host to inform it of a better first-hop device on a path to a destination. No further configuration is required to
enable the sending of ICMP redirect messages. (For more information about how ICMP redirect messages are implemented for IPv6,
refer to Configuring IPv6 neighbor discovery on page 178)

For example, to disable the ICMP redirect messages from Ethernet interface 3/1, enter the following commands.

device (config) # interface ethernet 3/1
device (config-if-el100-3/1)# no ipvé6 redirects

Syntax: [no] ipv6 redirects
To re-enable the sending of ICMP redirect messages on Ethernet interface 3/1, enter the following commands.

device (config) # interface ethernet 3/1
device (config-if-el00-3/1)# ipv6 redirects

Use the show ipv6 interfaceinterface port-number command to verify that the sending of ICMP redirect messages is enabled on a
particular interface.

Disabling ICMP error messages for source-routed IPv6 packets

By default, ICMP error messages are transmitted to announce discarded IPv6 source-routed packets that were addressed to one of the
IPv6 addresses of a device. By default, these packets are discarded in software, as described in Software filtering of IPv6 source-routed
packets on page 187.

You can disable or re-enable the sending of ICMP error messages for discarded, IPv6 source-routed packets by using the ipv6 icmp
source-route command. Use the no form of this command to disable the transmission of these error messages. The following example
illustrates the disabling operation.

device (config)# no ipvé icmp source-route

Syntax: [no] ipv6 icmp source-route

Enabling ICMP error messages for an unreachable address

By default, the ICMPv6 destination unreachable messages with the code for an unreachable address are not sent for a discarded IPv6
packet. You can enable the sending of these messages by using the ipv6 icmp unreachable address command. This commmand applies
globally.
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For example, to enable ICMPV6 error messages for unreachable address on the current device, enter the following command.
device (config)# ipv6 icmp unreachable address
Syntax: [no] ipv6 icmp unreachable address

Use the no parameter in front of the ipv6 icmp unreachable address command to disable the sending of ICMPv6 destination
unreachable messages with the code is address unreachable.

Enabling ICMP messages for an unreachable route

By default, the ICMPv6 destination unreachable messages with the code for an unreachable route are not sent for a discarded IPv6
packet. You can enable the sending of these messages by using the ipv6 icmp unreachable route command.

For example, to enable ICMPV6 error messages for unreachable route on the current device, enter the following command.
device (config)# ipv6 icmp unreachable route
Syntax: [no] ipv6 icmp unreachable route

Use the no parameter in front of the ipv6 icmp unreachable route command to disable the sending of ICMPvE destination unreachable
messages with the code for destination unreachable.

Enabling ICMP error messages for IPv6 packets with hop-limit O

By default, an MLX Series and XMR Series series box does not respond to an IPv6 packet with hop-limit O, and drops it at the hardware.
You can enable or disable a device to respond to such packets with a proper ICMPV6 error message using the ipv6 icmp hop-limit-zero
command from the global config mode.

NOTE
This command is available only on MLX Series and XMR Series routers.

For example, to enable ICMPV6 error messages for IPv6 routed packets with hop-limit O, enter the following command:
device (config) #ipv6 icmp hop-limit-zero
Syntax: [no] ipv6 icmp hop-limit-zero

Use the show running-configuration command to see if this is enabled or disabled. Use the no parameter in front of theipvé icmp hop-
limit-zero command to disable the sending of ICMP error messages for IPv6 Routed packet with hop-limit O.

Enabling ICMP error messages for multicast Too Big packets

By default, the device will not send an ICMPv6 Packet Too Big error message for the multicast packets. You can enable or disable
(default behavior) a device to send the ICMPVv6 Packet Too Big error messages for the IPv6 packets sent to multicast address
destination using the ipv6 icmp packet-too-big-for-mul