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| INTRODUCTION:

This document provides specific information for version 08.61.01.0019 of firmware for the S155, S150 and S130
class of S-Series Modules and the S-Series Standalone (SSA) 1RU chassis. The S155/S150 and S130
modules may be installed in the S8, S6, S4 and S1 chassis. The S130 class I/0O modules may also be installed
in the S3 chassis. This version of firmware supports the following S-Series chassis and SSA switches:

S155 Class Modules

SK5208808F6 SBH206-0848F6 SG52010848F6
S150 Class Modules and SSAs
SK1208808F6 ST120680848F6 SG12010848F6 SK1008€816
ST12068)848 5G12040848 SSAT10680652 SSAG10180652
S130 Class Modules and SSAs
ST41068)248 | 5G41010248 ST4108)348F6 SSAT40680252
Option Modules
SOK1208®102 SOK1208104 SOK1208204 S0G120D112
SOT120®112 SOK2208102 SOK2208104 SOK2208204
SOK2209204 S0G2200112 SOT2200112 SOGK2218212
SOTK?2268212

Extreme Networks recommends that you thoroughly review this document prior to

installing or upgrading this product.

For the latest firmware versions, visit:

http://support.extremenetworks.com/

| PRODUCT FIRMWARE SUPPORT:

Status Firmware Product Type Release Date
Version

Current Version 8.61.01.0019 Customer Release May 2016

Previousversion 8.42.03.0007 Customer Release April 2016
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S-Series and S-Series Standalone Customer Release Notes

Status Firmware Product Type Release Date
Version
Previous Version 8.42.02.0013 Customer Release January 2016
Previousversion 8.42.01.0008 Customer Release October2015
Previousversion 8.41.01.0005 Customer Release September 2015
Previousversion 8.32.02.0009 Customer Release May 2015
Previousversion 8.3201.0022 Customer Release March 2015
Previousversion 8.31.03.0002 Customer Release January 2015
Previousversion 8.31.02.0015 Customer Release November 2014
Previousversion 8.31.01.0005 Customer Release September 2014
Previousversion 8.22.03.0007 Customer Release July 2014
Previousversion 8.22.02.0011 Customer Release June 2014
Previousversion 8.22.01.0023 Customer Release April 2014
Previousversion 8.21.03.0003 Customer Release February 2014
Previousversion 8.21.02.0002 Customer Release December 2013
Previousversion 8.11.(6.0007 Customer Release December 2013
Previousversion 8.11.04.0006 Customer Release October 2013
Previousversion 8.11.(8.0006 Customer Release August 2013
Previousversion 8.11.@.0002 Customer Release July 2013
Previousversion 8.11.01.0015 Customer Release June 2013
Previousversion 8.02.01.0012 Customer Release March2013
The current image does not support the S180/S140 and SSA180/SSA150A classes. An alternate image is
available for mixed class configurations that include the S140/S180 and S130/S150/S155 classes and
SSA180/SSA150A and SSA130/SSA150 classes.

HIGH AVAILABILITY UPGRADE (HAU) FW COMPATIBILITY:

This version will be HAU compatible with any future release whose HAU compatibility key is:

eb01a23b04b81¢318448cc12185b1c523c714aa8
(The HUA key is reported using the CLIcommand6di r J).mages o

In an effort to reduce out of service time as much as possible for customers, HAU key changes are kept at a
minimum. When HAU keys must change within a period of 18 months, maintenance releases will be available
for the previous release. A maintenance release for the 8.4X train will be posted shortly after 8.61.01 is posted.

HARDWARE COMPATIBILITY:

This version of firmware is supported on all hardware revisions.

BOOT PROM COMPATIBILITY:

This version of firmware is compatible with all boot prom versions.

| INSTALLATION INFORMATION:

Installing an 1/0 or 1/O Fabric Module
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S-Series and S-Series Standalone Customer Release Notes

Wheninstalinganew S130/S150/S155 type module to an existing sy
image needs to be compatible with the new module. It is recommended that the system be upgraded prior to
installation. I f t h ertoghg mdtadlation,ithe med modulengay reotdcentpletp initialzation

and join the rest of the chassis. It remains in a halted state until the running chassis is upgraded to a compatible

firmware version.

Modules Minimum FW Version Required:

S155 Class S150 Class S130 Class
SK5208808F6 SK1208808F6 ST41060348F6
ST5208848F6 07.21.02.0002| ST12060848F6 ST41060248 07.02.02.0002
SG52010848F6 SG12010848F6 SG41010248

SK1009816 07.01.01.000X
ST12060848
S5G12010848
Option Modules
Series 1 Series 2
OK12080102 SOK22089102
SOK12089104 SOK22089104
SOK12089204 07.01.01.000X SOK22089204
0G120310112 S0G220D112 07.72.01.0a1
SOT120®112 SOT220®€112
SOGK2218212
*Modules support MACsec *SOTK2268212 08.02.01.002
*SOK2209204 0842.02.0013

Multislot Chassis Minimum FW
Version Required:

Matrix S Standalone Series (SSA) Modules
Minimum FW Required:

Multislot Chassis SSA Class

S8Chassis

S8ChassiPOE4

S8ChassiPOES

S4Chassis

S4Chassi?OE4

S3Chassis

S3ChassiPOE4

07.01.01.000X

SSAT40680252

SSAT10680652

SSAG10180652

07.01.01.000X

Matrix S Power Supplies Series:

SAGPS

07.01.01.000X

SAGPS15A

07.42.02.0002

S3ChassiA
S3Chassi®?OEA
S6Chassis
S6Chassis?OE4
SXtChassis

SEChassiA

07.72.01.0@1

07.22.01.0002

07.73.01.00(8
08.11.010014

System Behavior
The S-Series I/O modules when combined in a chassis selects a master module to control the overall
management of the system. All information that the master module controls is distributed to all modules in the
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S-Series and S-Series Standalone Customer Release Notes

chassis. In the event that the master module is unable to continue the management task, another module
automatically assumes responsibility for answering management queries and distributing system information.

If a new module is inserted into the system, the new module inherits all system parameters and all firmware files
stored on each module in the system. Any firmware files stored on the new device, which are not common to

the system,areaut omati cal |y

removed.

| f t he

image, it is automatically upgraded, and then the module re-initializes and joins the system.

new modul e

does

NOTE: If the new module requires a newer firmware image than the image running in the chassis, the master

modul e

MUST be

upgraded

to the

newer fir mwar

e before

prior to the installation, the new module does not complete initialization and join the rest of the chassis. It
remains in a halted state until the running chassis is upgraded to a compatible firmware version.

The system treats the following conditions as if a new module (I/O or I/O fabric module) has been installed:
A Moving module from one slot to another
A Moving module to another chassis

If an Option Module is added or removed from a blade* (see Option Module Behavior table below)

A

Configuration may be cleared for other reasons including (but not limited to):

A
A
A

DIP switch 7
CLI command
MIB manipulation

If a module needs to be replaced, it inherits all the configuration settings of the previous module if the new
module is an exact replacement of model number, slot number, and Option Module (if one was previously
installed). Any configuration files that were stored in the file system of the newly inserted module are not deleted
and are available to reconfigure the system.

Option Module Behavior:

Original HW Configuration

New Hardware
Configuration

Resulting Action

No Option Module

Option Module

No configuration change

Option Module

No Option Module

No configuration change

Option Module Rev. X

Option Module Rev. Y

No configuration change

Option Module Type A

Option Module Type B

Option Module configration
cleared

If configuration exists for an Option Module (or its ports) that configuration remains after the Option Module is
removed until one of the preceding clearing events takes place. This means an Option Module could be

removed, RMA-ed, and then replaced with a like type and the configuration for those ports is restored, even if
the board is used without the Option Module in the interim.

MAC Address Capacity

128K MAC addresses are supported.

Multi-slot Chassis User Capacities

Each of the empty S-Series chassis (S1/S3/S4/S6/S8 and the POE variants) has a user capacity entitlement of
1024 users. The chassis combines its user capacity with the user capacity of the blades installed in the chassis
to derive the total user capacity for the populated chassis.
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S-Series and S-Series Standalone Customer Release Notes

Maximum User Capacity:

Chassis Type Mag;npuargi tl)J/ser
S8Chassis
S8Chassi?OE4 9,216 (9K)
S8Chasis-POES8
S6Chassis
S6Chassi?OE4 6,122 (6K)
S4Chassis
S4Chassi?OE4 5,120 (5K)
S3Chassis
S3Chassi?OE4 2,560 (2.5K)
S3ChassiA (S130 Class)
S3ChassiPOEA
S1Chassis 8,192 6K)
SIChassiA *Licensed

S150/S155 Class modules Multi-user Capacities
Each of the S150 modules contributes 1024 users to the overall chassis capacity. Each S150/S155 class
unrestricted access to the entire
user capacity to be consumed on a single port.

modul e has

S130 Class modules Multi-user Capacities
Each of the S130 modules contributes 512 users to the overall chassis capacity. Each S130 class module has

restricted access to the user capacity based on port type.

system

Each S130 high density 10/100/1000Mb copper port supports up to 8 authenticated users per port. This applies
to the ST4106-0248 module and SOT1206-0112 option module. Each S130 high density SFP port supports up
to 8 authenticated users per port. This applies to the SG4101-0248 module.

Uplink ports installed on the S130 modules, defined as modular SFP, 10 Gbps, and 100Mb FX ports, support up

to 128 authenticated users per port. This includes modules:

SSA User Capacities:

Series 1 Option Modules Series2 Option Modules
SOK1208102 SOK2208102
SOK1208104 SOK2208104
SOK1208204 SOK2208204
S0G120D112 S0G220D112

SOGK2218212

SOTK2268212

SOK2209204

Chassis Type Default User Licensed_User
Capacity Capacity

SSAT40680252 512 1K
SSAT10680652 2K 4K
SSAG10180652 2K 4K
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S-Series and S-Series Standalone Customer Release Notes

S130 Class SSA Multi-user Capabilities

The S130 SSA supports a total capacity of 512 users. The S130 SSA has restricted access to the user capacity
based on port type. The S130 high density 10/100/1000Mb copper port supports up to 8 authenticated users
per port. Uplink SFP+ ports on the S130 SSA support up to 128 authenticated users per port. 802.3 LAG ports
support 128 users. This applies to model number SSA-T4068-0252.

An -BEOS-PPCO6 1| i cense c anetheperpod edrictions, alfowing anrestricted access to the
total 512-user capacity.

S150 Class SSA Multi-user Capacities
Each of the S150 SSAs supports a total capacity of 2048 users. Each S150 SSA has unrestricted access to the

entire user capacity. Thi s all ows up to the entire systemddhisuser

applies to model numbers, SSA-T1068-0652 and SSA-G1018-0652.

SSA User Capacity Upgrade License
An optional user capacity upgrade license is available for the SSA. The SSA-EOS-2XUSER license doubles
the user capacity of the SSA itis installed on.

- Inthe S130 class, the default capacity is increased from 512 to 1,024 user per SSA.

- Inthe SSA150 class, the default is increased from 2,048 to 4,096 users per SSA.
The license, when applied to the SSAS130 class, also removes the per port user restrictions, allowing for the
entire capacity of the device to be authenticated on a single port.

Multi-user Capacities Licensing
An optional license for the S1-Chassis and S1-ChassisA is available. The S1-EOS-USER User Capacity license
can be applied to the S1 and allows the chassis to support up to 8K users in total.

An optional license for the S130 Class is available. The S-EOS-PPC license removes the per-port user capacity
restriction, allowing access to the entire system capacity. The S-EOS-PPC license is applied to a module and is
required if the default port user capacities on that module are to be exceeded.

S-EOS-PPC - Port Capacities License

A license is required for each S130 module requiring additional port user capacity.
The license removes the per-port restriction of 8 or 128 users per port for a specified module.
Users per port increases to the system capacity, with a default value of 256 users/port.

When present, the PPC license defaults the user capacity at 256 users per port. This value can be overridden

using the CLI command 6set mul titheunaximum allowablerbytheusgsem.s 6

Port Mirroring
The S-Series device provides support for 15 mirrors.
A mirror could be a:

- fDne-to-oneodport mirror

- fDne-to-manyoport mirror

- fMany-to-oneoport mirror

- |IDS mirror*

- Policy mirror**

- Remote Port Mirror

- Mirror N Packet mirror

For danéte-ma n )theere is no limit to the amount of destination ports.

F or mameto-dgne,othere is no limit to the amount of source ports.

For the port mirror case, the source ports(s) can be a physical port or VLAN.
The port and VLAN mirror function does not mirror error frames.

* Support for no more than 1 IDS mirror. An IDS mirror can have up to 10 destination ports in it. (Note the major
change from 6.X series FW on the N-Seriesd an IDS mirror now takes only one mirror resource.
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S-Series and S-Series Standalone Customer Release Notes

This allows support for an IDS mirror and 14 other active mirrors.)
** Destination ports of a policy mirror can be single or multiple (no limit) ports.

Note that the preceding examples show the number and types of mirrors we support, as well as how they can
be used concurrently. The mirror configurations are not limited to these examples.

Remote Port Mirrors are supported and provide the ability to send port mirror traffic to a remote destination
across the IP network. Traffic is encapsulated in a L2 GRE tunnel and can be routed across the network.
(Licensed Feature).

Class of Service
Class of Service (CoS) is supported with and without policy enabled. Policy provides access to classes 8i 255.
Without policy, classes 0i 7 are available.

Class of Service Support
Supports up to 256 Classes of Service
ToS rewrite
802.1D/P Priority
S150/S130 Class, 12 Transmit Queues per port (1 reserved for control-plane traffic)
S155 Class, 16 Transmit Queues per port (1 reserved for control-plane traffic)
0 Queues support Strict, WFQ, and Hybrid Arbitration
o All queues support rate-shaping
32 Inbound-Rate-Limiters per port (S130-class 10/100/1000 ports support 24)
16 Outbound-Rate-Limiters per port (S130-class 10/100/1000 ports support 4)
Support for Flood-Limiting controls for Broadcast, Multicast, and Unknown Unicast per port.
Management
0 Support for Enterasys CoS MIB

=A =4 =8 -8 -4

=A =4 =8 =9

Link Aggregation (LAG)
The S-Series chassis, S1/S3/S4/S8, supports a total of 190 LAGs per chassis with up to 64 ports per LAG.
The SSA products support up to 62 LAGs per SSA with up to 64 ports per LAG.

Multi-User 802.1X

Authentication of multiple 802.1X clients on a single port is supported. This feature only operates correctly when
the intermediate switch forwards EAP frames, regardless of destination MAC address (addressed to either
unicast or reserve multicast MAC addresses).

To be standards compliant, a switch is required to filter frames with the reserved multicast DA. To be fully multi-
user 802.1X compatible, the intermediary switch must either violate the standard by default or offer a
configuration option to enable the non-standard behavior. Some switches may require the Spanning Tree
Protocol to be disabled to activate pass-through.

Use of a non-compatible intermediary switch results in the 802.1X authenticator missing multicast destined
usersd |l ogoff and | ogin messages. Systems used by multip
original user until the re-authentication period has expired.

The multi-user 802.1X authenticator must respond to EAP frames with directed (unicast) responses. It must
also challenge new user MAC addresses discovered by the multi-user authentication/policy implementation.

Compatible supplicants include Microsoft Window XP/2000/Vista, Symantec Sygate Security Agent, and Check
Point Integrity Client. Other supplicants may be compatible.

The enterasys-8021x-extensions-mib and associated CLI are required to display and manage multiple users
(stations) on a single port.
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Power over Ethernet Controller Code Upgrade

Each release of S-Series firmware contains within it a copy of POE microcontroller code. This code is installed in

the microcontroll erds f | aSPeriemrooinand/dissoyess the installechopdetsinohe t he
the appropriate version. When up- or down-grading S-Series firmware, you may experience an additional delay

in PoE delivery of a few minutes while this upgrade step completes.

Features, Scale, and Capacity

Each release of S-Series firmware contains specific features and associated capacities or limits. The CLI

command fishow | imitso provides a detailed description of
specific hardware with its current licensing. Use this command for a complete list of capacities for this release.

Router Capacities (Brief)

ARP Entries (per router/per chassis) 32,000
Static ARP Entries 1,024
IPv4: Route Table EntrieRIB(S155) 1,600,000
IPv4: Route Table EntriesRIB(S130/S150, SSA130/SSA15C¢ 100,000
IPV4: Route Table EntrieEIB 800,000
IPv6: Route Table EntrieRIB(S155) 128,000
IPv6: Route Table EntrieRIB(S130/S150, SSA130/SSA15( 25,000
IPV6: Route Table EntrieEIB 100,000
IPv4: Router interfaces 1,024
IPv6: Router interfaces 256
OSPF Areas 16
OSPF LSA(s) 50,000
OSPF Neighbors 60
StaticRoutes 2,048
RIP Routes 3,000
Configured RIP Nets 300
VRRP Interfaces 1,024
Routed Interfaces 1,024
ACLs 1,000
-Access Rules 5,000
-Access RulesPer ACL 5,000
Policy Based Routing Entries 100
ECMP Paths 8
Static VRFs (S150/S155 Class) 128/256
Dynamic VRFs (S150/S155 Class) 64/128
Static VRFs (Licensed S130 Class) 128
Dynamic VRFs (Licensed S130 Class) 16
Router Links in Area 100
Secondaries per Interface 128
Secondary Interfaces per Router 2,048
IP Helper addresses (per router/ pgaterface) 5,120/20
Multicast Capacities
IGMP/MLD Static Entries 64
IGMP/MLD *,G and S,G Grolips 64K
IGMP/MLD Snooping Flow Capacity(SSAs/S130 Class) 8K
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IGMP/MLD Snooping Flow Capacity (S150/S155 Class) 16K
Multicast Routing (PIM/DVMRP floW§SAs/S130 Class) 8K
Multicast Routing (PIM/DVMRP flows) (S150/S155 Class) 16K
Multicast Routing (PIM/DVMRP flows) (S150/S155 Class) 8K
WhenVirtual SwitchBonded in a S4, S6 or S8 chassis

IGMP/MLD Clients 64K

1 Group entries may be consumed for each egress VLAN of a routed flow.
2 Aclient is defined as a reporter subscribing to a *, G or S, G group, or sourcing a multicast flow.

DHCP Capacities

DHCP Server Leases 5,000
DHCP Pools 100
TWCB Capacities
Bindings (SSA S150 Class) 131,072
Bindings (S138155 Class) 131,072
Caches 500
ServerFarms 50
WebCaches 50
LSNAT Capacities
LSNAT Bindings (SSA S150 Class) 131,072
LSNAT Bindings (S150/S155 Class) 131,072
SLB Real Server IP$150/S155) 500
SLB Real Server IPSSA150) 640
SLB Server Farms 320
VIP Addresses 1,000
SLB Virtual Servers 500
Sticky Entries (SSA S150 Class) 131,072
Sticky Entries (S150/S155 Class) 65,536
NAT Capacities
Bindings (SSA S150 Class) 131,072
Bindings (S150/S155 Class) 131,072
IP Addresses 2,000
SourcelistRules 10
AddressPools 10
DynamicPort Mapped Addresses 20
StaticTranslatiorRules 1,000
Translation Protocol Rules 50

Shortest Path Bridging

SPBv Up to 100 VLANs mappe( Up to 100 SPBv node
(constrained by 4094 VLANS) as base VIDs in SPB region
Tunneling Capacities
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Total Number of Tunnels (S155) 62
Total Number of Tunnels (S150/S130) 62
*Licensed
Total Number of Tunnels (SSA150(A)/ssA] 62
*Licensed
SDN Mode Capacities
OpenFlow Capacities S180 oiS155Fabric in arBECHASSIS, SSA18058A150A only
OpenFlow Tables 256 ¢ each for general purpose
Maximum Number of Flows 500,000
Changes to Scale of Traditional Forwarding Methods when Using SDN Mode
IPv4: Route Table Entries (RIB) 16K
IPv4: Route Table Entries (FIB) 16K
IPv6: Routd able Entries (RIB) 16K
IPv6: Route Table Entries (FIB) 16K
ARP Entries (per router / per chassis) 16K
LSNAT Bindings 1K
NAT Bindings 1K

Some of the limits listed in the tables above may not be enforced by the firmware and may cause unknown
results if exceeded.

License Features
The S-EOS-L3-S130 license adds VRF, BGP and tunneling features to the S130 class of hardware.
A single license is required per chassis or SSA. The license is applicable to:
1 S130class SSA
1 S3chassis (using S130 I/O modules)
1 The S1, S4, S6 and S8 chassis using the S130 Class fabrics or a combination of S150 and
S130 Class fabrics (The VRF functionality in the S150 class is included without the need for a
license.)

The S-EOS-L3-S150 license adds GRE tunnel support to the S150 Class of hardware. This license will be
extended in the future to add additional tunneling options. The S155 class supports these features without the
need for the license.

SSA-EOS-2XUSER license doubles the default user capacity of the SSA. In the S130 class, the default
capacity will be increased from 512 to 1024 users/SSA and the per port restrictions will be removed allowing for
the entire user capacity to be consumed on a single port. In an SSA150 class the default will be increased from
2,048 to 4,096 users per SSA.

S1-EOS-USER S1/S1A User Capacity License - User Capacity license allows support up to 8,000 users. Used
for single fabric systems installed in S1/S1A chassis.

S-EOS-Flow - Flow capacity license for SSA/Purview appliance 10G ports to allow 1M flows per CoreFlow?2
ASIC. Applicable to 10G ports only, see port to ASIC mapping.

! Flow installation times will vary. Please speak with your Extreme Networks
representative to set appropriate expectations for OpenFlow capacities based on your
application.
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The MACsec licenses are applied a on a per module basis (not per chassis) and require a unique license per
modulewhen usingMACsec.There is dardware dependency required to support MACsethe table below
describesthe capablehardware

Model Number Description Notes

S-Series Option Module (Type2) - 10 Ports 10/100/1000BASE-T via
SOTK2268-0212 | RJ45 with PoE and 2 ports 10GBASE-X via SFP+ (Compatible with 10Gb Ports only
Type2 option slots) SFP+ports are MACSec capable

) S-Series Option Module (Type2) - 4 Ports 10GBASE-T with PoE
SOK2209-0204 (802.3at) (Compatible with Type2 option slots), MACSec capable

MACsec License:
SEOSMACSEG MACsec license for 1GBSgries modules and modules with MACsec capable uplinks.

Virtual Switch Bonding Licenses

SSA-EOS-VSB  S-Series SSA Virtual Switch Bonding License Upgrade, (For use on SSA Only)

S-EOS-VSB S-Series Multi-slot chassis Virtual Switch Bonding License Upgrade, (For use on S130/S150
Class Modules and S140/S180 Class Modules without Hardware VSB ports)

S1-EOS-VSB S-Series S1 Chassis Virtual Switch Bonding License Upgrade, (For use on S1-Chassis Only)

| NETWORK MANAGEMENT SOFTWARE: |

NMS Version No.
NetSight Suite 6.1or greater

NOTE: If you install this image, you may not have control of all the latest features of this product until the next
version(s) of network management software. Review the software release notes for your specific network.

| PLUGGABLE PORTS SUPPORTED:

100Mb Optics:

SFP Optics Description
MGBIGN-LC04 100 Mb, 100Bas€& X, IEEE 802.3 MM, 1310 nm Long Wave Length, 2 Km, LC SFP
MGBICLC04 100 Mb, 100Bas€& X, IEEE 802.3 MM, 1310 nm Long Wave Length, 2 Km, LC SFP
MGBIGLCO5 100 Mb, 100Bas&X10, IEEE 802.3 SM, 1310 nm Long Wave Length, 10 Km, LC SF
MGBIC100BT 100 Mb, 100BASE Copper twisted pair, 100 m, RJ45 SFP
1Gb Optics:
MGBICs Description
MGBIGLCO1 1 Gb, 1000Basg&X, IEEE 802.3 MM, 850 nm Short Wasregth, 220/550 M, LC SFP
MGBIGCLCO3 1 Gb, 1000Bas8XLX/LH, MM, 1310 nm Long Wave Length, 2 Km, LC SFP
1 Gb, 1000BaseZX, IEEE 802.3 SM, 1550 nm Long Wave Length, 110 Km, LC SF
MGBIGL.COo7 (Extended Long Reach) ° °
MGBICLCO09 1 Gb, 1000BaskeX, IEE&02.3 SM, 1310 nm Long Wave Length, 10 Km, LC SFP
MGBIGMTO1 1 Gb, 1000Bas8X, IEEE 802.3 MM, 850 nm Short Wave Length, 220/550 M, MTRJ
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MGBICs Description
MGBI@02? 1 Gb, 1000Bas€, IEEE 802.3 Cat5, Copper Twisted Painn.GQJ 45 SFP
MGBI@8 1 Gb, 1000BaseX/LH, IEEE 802.3 SM, 1550 nm Long Wave Lendth, 8C SFP
MGBICBX16U 1_Gb, 1000BasBX106U Single_Fiber _SM, Bidirectional 1310nm Tx / 1490nm Ram 10
Simplex LC SFP (must be paired with MEXTOD)
MGBICBX16D 1_Gb, 1000BasBX16D Single_Fiber _SM, Bidirectional, 1490nm Tx / 1310nm Rxn 10
Simplex LC SFP (must be paired with MGEXTOU)
MGBICBX46U 1_Gb, 1000BasBX406U Siqgle Fiper SM, Bidirectional, 1310nm Tx / 1490nm Raxn40
Simplex LC SFP (mustgdagred with MGBI@BX40D)
MGBICBX46D 1_Gb, 1000BasBX46D Single_Fiber _SM, Bidirectional, 1490nm Tx / 1310nm Rxn 40
Simplex LC SFP (must be paired with MEXMU)
1 Gb, 1000BasBX120U Single Fiber SM, Bidirectional, 1490nnm IT90nm Rx, 128m,
MGBICBX126U Simplex LC SFP (must be p?aired with MEXT26D)
MGBICBX 128D 1_Gb, 1000BasBX126D Singlc_e Fiber SM, Bidirectional, 1590nm Tx / 1490nm RXniJ
Simplex LC SFP (must be paired with MGEXT20U)
0Gb Optics:
SFP+ Optics Description
10GBSRSFPP 10 Gb, 10GBASER, IEEE 802.3 MM, 850 nm Short Wave LeBgtB2 m, LC SFP+
10GBLRSFPP 10 Gb, 10GBASR, IEEE 802.3 SM, 1310 nm Long Wave Ld@dtm, LC SFP+
10GBERSFPP 10 Gb, 10GBASHER, IEEE 802.3 SM, 1550 nm Long Wave Ldodim, LC SFP+
10GBLRMSFPP |10 Gb, 10GBASHRM, IEEE 802.3 MM, 1310 nm Short Wave LeBgtm, LC SFP+
10GBZRSFPP 10 Gb, 10GBASHR, SM, 1550 nrB0km, LC SFP+
10GBUSRSFPP |10Gb,J0GBASEISR MM 850nm, LC SFP+
10GBSRSSFPP |10Gb / 1Gb DUAL RATE, MM 850nm 10GEASELOOOBASEX, LC SFP+
10GBLRLXSFPP |10Gb/1Gb DUAL RATE, SM 1310nm 10GBRSEOOOBASEX, 1&km LC SFP+
10GBBX16D 10Gh Single Fiber SM, Bidirectional, 1330nm Tx / 1270nm Rx, 10 km SFP+
10GBBX16U 10Gb, Single Fiber SM, Bidirectional, 1270nm Tx / 1330nm Rx, 10 km SFP+
10GBBX46D 10Gh, Single Fiber SM, Bidirectional, 1330nthIRZ0nm Rx, 40 km SFP+
10GBBX406U 10Gh, Single Fiber SM, Bidirectional, 1270nm Tx / 1330nm Rx, 40 km SFP+
SFP+ Copper Description
10GBCO1SFPP 10Gbpluggable copper cable assembly with integrated SFP+ transceivers,
10GBC®B-SFPP 10Gb pluggable copper cable assembly with integrated SFP+ transcgivers,
10GBC10-SFPP 10Gbpluggable copper cable assembly with integrated SFP+ transceii@ers,
SFP+ Laserwire Description
10GBLW-SFPP SFP+ Laserwire Transceiver Adapter
10GBLW-03 Laserwire Cabl& m
10GBLW-05 Laserwire Cablé m
10GBLW10 Laserwire Cabl&Om
10GBLW-20 Laserwire Cabl20m
10GBF10SFPP 10Gb, Active optical direct attach cable with 2 integrated SFP+ transceiQens,
10GBF20SFPP 10Gb, Active optical direct attach cable with 2 integrated SFP+ transcélQens,

2 100Mb speed is also supported for MGBIC-02 on S-Series & K-Series.
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SFP+ DWDM Optics Description
10GBERA-SFPP |10GBER, DWDM CHESFP+

10GBER23SFPP |10GBER, DWDM CH23 SFP+
10GBER2-SFPP |10GBER, DWDM CHEFP+

10GBER29SFPP |10GBERDWDM CH29 SFP+
10GBER31-SFPP |10GBER, DWDM C3 SFP+

10GBER33-SFPP |10GBER, DWDM 33 SFP+

10325 10 Gb, 10GBASER 102 channel DWDM tunable SFP+ Transceiver
SFP+ CWDM Optics Description
10GBLR271SFPP |10Gb, CWDM SM, 1271 nm, 10 km, LC SFP+
10GBLR291SFPP |10Ghb, CWDM SM, 1291 nm, 10 km, LC SFP+
10GBLR31iSFPP |10Gb, CWDM SM, 1311 nm, 10 km, LC SFP+
10GBLR331SFPP |10Gh, CWDM SM, 1331 nm, 10 km, LC SFP+

Dual speed operation:

The SFP+ ports support the use of SFP+ transceivers and SFP transceivers. (10Gb/1Gb)
The SFP ports support the use of SFP transceivers and 100Mb transceivers. (1Gb/100Mb)

For detailed specifications of supported transceivers, see the Pluggable Transceivers data sheet.

NOTE: Installing third party or unknown pluggable ports may cause the device to malfunction and display
MGBIC description, type, speed, and duplex setting errors.

SUPPORTED FUNCTIONALITY:

Features

Multiple Authentication Types Per Port
- 802.1X, PWA+, MAC

Layer 2 through 4 VLAN Classification

Entity MIB

Multiple Authenticated Users Per Port
- 802.1X, PWA+, MAC

Layer 2 through 4 Priority Classification

IP Routing

Dynamic VLAN/Port Egress

DVMRPV3 : - Static Routes
Configuration

SNTP Ingress VLAN Tag Re-write RIP v2

Web-based configuration (WebView) VLAN-to-Policy Mapping OSPF/OSPFv3

Multiple local user account RMON T Statistic, History, Alarms, Host, OSPE ECMP

management

HostTopN,

Denial of Service (DoS) Detection

RMON Matrix groups, Host, HostTopN,
Events, Capture and Filter

OSPF Alternate ABR

Passive OSPF support

SMON T VLAN and Priority Statistics

Graceful OSPF Restart (RFC 3623)

802.1X T Authentication

Distributed Chassis Management (Single
IP Address)

RIP ECMP, CIDR configuration

802.1D 1 1998

SNMP vi1/v2c/v3

Virtual Router Redundancy Protocol
(VRRP)

802.1Q 1 Virtual Bridged Local Area
Networking

Port Mirroring/Remote Port Mirror

ICMP

GARP VLAN Registration Protocol
(GVRP)

Flow Setup Throttling

Protocol Independent Multicast - Sparse
Mode (PIM-SM)

802.1p i Traffic Class Expediting

MAC locking (Static/Dynamic)

Proxy ARP

802.1w i Rapid Reconfiguration of
Spanning Tree

Node/Alias table

Basic Access Control Lists

802.1s 1 Multiple Spanning Trees

Policy-Based Routing

Extended ACLs
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Features

802.1t
I Path Cost Amendment to 802.1D

SSH v2

Auto MDI-X Media Dependent Interface
Crossover Detect (Enhanced for non
auto negotiating ports)

802.31 2002

OSPF NSSA, equal cost multi-path

DHCP Server

802.3ad
i Link Aggregation (128 users)

Audit trail logging

DHCP Relay w/option 82

802.3x 17 Flow Control

RADIUS Client

Jumbo Frame support

Load Share Network Address
Translation (LSNAT)

FTP/TFTP Client

Directed Broadcast

Static Multicast Configuration

Telnet i Inbound/Outbound

Cisco CDP v1/2

Broadcast Suppression

Configuration File Upload/Download

CLI Management

Inbound and Outbound Rate Limiting

Text-based Configuration Files

DFE CPU and task Debugging

Strict and Weighted Round Robin
Queuing

Syslog

RADIUS (Accounting, Snooping)

IGMP v1/v2/v3 and Querier support

Span Guard

Split RADIUS management and
authentication

SMON Port and VLAN Redirect

RAD (Remote Address Discovery)

Link Flap detection

Spanning Tree Loop Protection

Cabletron Discovery Protocol (CDP)

Daylight Savings Time

TACACS+

NetFlow v5/v9

RFC 3580 with Policy support

Type of Service (ToS) Re-write

LLDP and LLDP-MED

Flex-Edge

NAT(Network Address Translation)

TWCB (Transparent Web Cache
Balancing)

eBGP

iBGP

BGP Route Reflector

BGP 4 byte AS number

BGP Graceful Restart

BGP Route Refresh

BGP Extended Communities

Multi-VRF (IPv4/IPv6)

VRF-Aware NAT

VRF-Aware LSNAT

VRF-Aware TWCB

VRF-Aware Policy Based Routing

VRF-Aware DHCP Relay

VRF Static Route Leaking (IPv4/IPv6) IPv6 Static Routing IPv6 ACLs

IPv6 Policy Based Routing IPv6 DHCP Relay PIM-SSM

PIM-SSM v6 PIM-SM v6 RIPng

MLDv1/MLDv2 IPsec support for OSPFv3 IPv6 Node Alias Support

802.1Qaz ETS, (Data Center Bridging
i Enhanced Transmission Selection)

802.3-2008 Clause 57 (Ethernet OAM i

Link Layer OAM)

Virtual Switch Bonding
(Like Chassis)

High Availability FW Upgrades

Fabric routing/
Fabric Routing with Host Mobility

IP Service Level Agreements

Tracked Objects

L3VPN over GRE

User Tracking and Control

Zero Config - Proxy Web

IEEE 802.1ak MVRP
(Multiple VLAN Registration Protocol)

VLAN Provider Bridging (Q-in-Q)

Unidirectional Link Detection

Dynamic Arp Inspection (DAI)

IEEE 802.1Q-2011
(Connectivity Fault Management)

DHCP Snooping

IP Source Guard

RADIUS Server Load Balancing

Routing as a Service (RaaS)

802.1ag-2012
Shortest Path Bridging (SPBv)

MACsec
IEEEB02.1AE-2006 and 802.1X-2010

IEEE 802.1Qbb
Priority Flow Control

VXLAN (RFC 7348)

OpenFlow V1.3

FIRMWARE CHANGES AND ENHANCEMENTS:

NOTICE: Minimum Firmware Revision Support Change

TheSOK2209204 option module minimum firmware version hashangedo 8.42.02.0038. You should upgrade
to this level orater when using this module.
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Features Enhancements 8.61.01.0019

OpenFlow Enhancement in 8.61.01.0019

Support for OpenFlow 1.3 has been added to S150A and S180 clasasS@#lsas S1 chassis with an S180 o
S155 class fabric I/O module. OpenFlow is used as a southbound protocol in some Software Defined Net
(SDN) architectures.

Running OpenFlow requires theS8ries to run in a new operational mode which limiits scale of traditional
protocols and forwarding behavisr2 FNBS aLJ OS FT2NJ hLISycCctz2g¢g (2 NIz
Y2RS¢ F2NBIFINRAYI 0SKFEPBA2NI 6 KSNBE hlLISyctz2g GF1Sa
switchfirst looks for a match in the OpenFlow rule set, and if one is not present, traditional forwarding behg
is used.

Trasnceiver Enhancements in 8.61.01.0019

Added support fod 0Gtunable DWDM single ade SFP+ transceiv@rart number 10325).

VXLAN Overlay Enhancements in 8.61.01.0019

Extensons have been added to OSPF that akkaomatic discovery o/ XLAN/TEBand VNS.

Problems Corrected in 8.61.01.0019

ACL Problems Corrected in 8.61.01.0019 Introduced in

Version:
While restoring arip accesgjroup ACLwithin an interface in a noglobalVRFE the
restoration mayfail and displg a message similar to the following: 8.21.01
OFailed to restore the apply of ipwakcess list in non global VRF ifindex 38évr 7
The time required to apply A€Wwith append isinexpectedijlong. 8.32.01

Introduced in

Broadcast Problems Corrected in 8.61.01.0019 iy
Version:

If the router receives a subnet broadcast and the Layer 2 destination address is also

broadcast, the routedoesnot forward the frame. 7.63.01

Introduced in

LS-NAT Problems Corrected in 8.61.01.0019 o
Version:

Increased Reframer Databasesiopport NAT 128k bindings. 8.42.01

MACsec Problems Corrected in 8.61.01.0019 Introducedin

Version:

Executingshow port statuor show port operstatusn MACsec ports (*U.*.* or *C.*.*) may

. . . , 8.41.01
falsely report operational when the common port has no link or is admin down.
You carenable IEEE802.122010 Message Key Agreement (MKA) protocol on a MACsec
capable port andhen disable encryption by setting the IEEESGPEEMIB object
'leee8021XKayMacSecDesired' to FARERough MKA without MACsec encryption is a va 8.41.01
mode of operation per IEEE802-2810, the intended usage for the MacSecDesired objec T
to be readonly and always TRUEhis ensures that data protecti@ndintegrity cannot be
compromised by a misonfiguration.
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MACsec Problems Corrected in 8.61.01.0019

Introduced in

Version:
TheMACsecaset macsec secy window <nypackets> <porstring>command was limiting the
maximum window size to §536 packetsThe commandhow accept the entire window rangg 8.41.01
(0c4,294,967,295) as defined by 'secylfReplayProtectWindow' in IEEESEZN/IB.
The IEEE802IXAEMIB object 'ieee8021XPaeSysAnnouncements' was accepting SNMP,
TRUE operationfiowever, announcements are not supported, so SNMP writes to this obj 8.41.01
are now rejected with reason 'notWritable'.
The IEEE802IXAEMIB object 'ieee8021XPaeSysAccessControl' was accepting SNMP g
TRUE operationfiowever, global enabling and disablig MKA and MACsec is not 8.41.01

supported. MKA and MACsec can only be enabled and disabled orpampéasis. SNMP
writes to the SysAccessControl object are now rejected with reason 'notWritable'.

Management Problems Corrected in 8.61.01.0019

Introduced in
Version:

Over time there may be a loss of availabénet or SSH connections.

7.00.01

Scheduling a system reset more than 248 days in advenashes and resetbe system
immediately. Resets scheduledingthe CLI (feset at <hh:mm> [<mm/dd>] [reasqrgs well
as any delayed configuration management change operation configigsiadSNMP
(ENTERASY®ONFIGURATIONANAGEMENMIB's etsysConifgMgmtChangeDelayTime
object) are susceptible to thissue To resolvdhe issuethe systemdoesnot allow delays
longer than 248 days.

7.00.01

On the command line, if you enter '!" followed by some special character (not alpha or
YVdzYSNAOT F2NJ SEFYLXS a1 é0X dzy SELISOG SR

1.07.19

The SSH protocol allows an SSH client to specify an optional continaaisito be executed
on the remote host. For example:

ssh <username>@<hostname> [<camnul> <argl> <arg2> ...]

The SSH server on EOS switches never exsayesupplied command. However, a
requested command that contains 20 or more arguments catlseswitch tostop
responding This issueonly occurs if user authentication succegtierefore, unauthorized
users cannotause this issue omswitch.

7.00.01

NAT Problems Corrected in 8.61.01.0019

Introduced in
Version:

At times a NAT bindingag become 'stuck’ causing NAT to report "duplicate bindings" an
producing binding create failures, and causing high CPU utiliz&baadlow processing to
continue, when this issue is detectetbrce a delete of the 'stuck’ binding

7.03.06

OSPFv3 Problems Corrected in 8.61.01.0019

Introduced in
Version:

OSPFv3 may not originate a new InfteeaPrefixLSA if the set of addresses for an active
OSPF interfacis changed.

8.31.01

Tunneling Problems Corrected in 8.61.01.0019

Introduced in
Version:

The IPv6 tunnel codslooking for Traffic Class, when it nestd check for Traffic Class or
TOS to encapsulate the packet, causing malformed packets when tunneling |G8itRIBV6

GRE with TOS rewrite.

8.21.01
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Tunneling Problems Corrected in 8.61.01.0019

Introduced in

Version:
Tunneled packets looping through an encapsulating device may cause a crash. 8.21.01
A memory lealoccurs when displaying tunnel probe configuration. 8.32.01

Transceiver Problems Corrected in 8.61.01.0019

Introduced in

Version:
Thecommanddebug sfp show baseintlisplays the 10GBA%R as 10GBAHER. 8.32.01H1
TheMGBI@02 coppelrSFHalils tolink in 10G ports. 8.32.01

Problems Corrected in 8.42.03.0007

ACL Problems Corrected in 8.42.03.0007

Introduced in
Version:

If an L2 access list has 3 or more rules, any rule specifying a destination MAC midaress
matched correctly.

8.20.06

BFD Problems Corrected in 8.42.03.0007

Introduced in

Version:
BFD sessions using a LAG port are nefstablished after failover. 8.31.01
BFD removing a probe and-aelding the same probe does not always recover the sessio 8.31.02
BFD sessiaomansitionsto the DOWN state and causthe routing protocols to flap when thg
device modifies the clock for daylight savings time. The same situationsatgan modify 8.31.02

the clockusingthe set timecommand.

Host Services Problems Corrected in 8.42.03.0007

Introduced in

Version:
Running CLI commands displaying router configuration might cause the host managen 8.20.02
become unresponsive/locked. o
When transfering a new imagesingFTR CLI prompbecomes unresponsivand a"Waiting 8.42.02

F2NJ OKIFaaAra (2 RAAGNROdzGS AappeArS (2 O2Yl

ICMP Problems Corrected in 8.42.03.0007

Introduced in

Version:
ICMP redirects are offered to hosts with different subnets. ARPs withoilnees and 8.32.02
destinationon the same interfaceut with different subnetssend out ICMP redirects. T
ICMP redirects are sent tncorrectVLAMES destination. 8.31.01

LSNAT Problems Corrected in 8.42.03.0007

Introduced in
Version:

Occasionallywhen processing NAdontrolled FTRontrol packets, the systermmight
deadlock and create a watchdog timer event.

8.22.03

MultiAuth Problems Corrected in 8.42.03.0007

Introduced in
Version:

MultiAuth port mode changes mayauseauthenticationto stopworking on LAG port(s).

8.21.01
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Multicast Protocol Problems Corrected in 8.42.03.0007

Introduced in

Version:
When a downstream interface is deleted firahd then an upstream interface is deleted,
; 8.20.02
DVMRP may crash causing reset.
PIM-SM may build an incorre@in/prune message resulting in a source being pruned wh 8.11.01

it should be joined.

NLB Problems Corrected in 8.42.03.0007

Introduced in
Version:

NLB traffic is dropped by heatcess ACLs.

8.32.01

Tunneling Problems Corrected in 8.42.03.0007

Introduced in
Version:

When a GRE tunnel is enabléte blade that the tunnel port is on may reset.

8.20.02

VSB Problems Corrected in 8.42.03.0007

Introduced in

Version:
If software chassis bonding is enabled on an SFP+ pa®b30/350'S155SSeries chassis
blade assemblyand an SFP module is present in a neighboring SFRtheorone or more 8.42.01
of the SFP+ ports may fail to properly forward packets.
A blade may reset onsftware VSB chassis shortly after boot. 7.40.00
When softVSB bonding is used while receivimjMPLS flowandthe MPLS labé$ swapped 8.41.01

and sent out thesoftware bonding port, thesoftware bonded headeis notadded.

Features Enhancements 8.42.02.0013

Spanguard Enhancement in 8.42.02.0013

TheSpanguard feature is enhancbg the addition of aonfigurablesetting py CLI and SNNIEhat controkthe
locking behavior on link loss. When enabled, link loss stharlock. When disabled, link loeasno impact on

the lock status.

Problems Corrected in 8.42.02.0013

802.1D Filter Database Problems Corrected in 8.42.02.0013

Introduced in
Version:

MACaddresgsthat should be learned ithe filtering database are not learnexhd packets
destined tothose MACaddresses arlooded ratherthan forwarded using unicast

7.01.04

File Management Problems Corrected in 8.42.02.0013

Introduced in

Version:
On larger bonded systemgréaterthan 8bladeg image distribution to some of thelades
may fail, producing the followinlgg messages:
<164>Sep 1 08:05:43 100.10.10.22 FileMgr[16.timageSync]Data connection error (4)
(13::/images/03) 7.60.01

<163>Sep 1 08:05:42 100.10.10.22 FileMgr[7.timageSync]downloadimage: Failed che
<163>Sep 1 08:05:42 100.10.10.22 FileMgr[12.timagd@&ywnloadimage: Failed remote
open(12:/images/03); errno = 0x00380003 [S_dosFsLib_FILE_NOT_FOUND]
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MACsec Problems Corrected in 8.42.02.0013

Introduced in
Version:

If MACsec is configured and enabled on a 10GBgsert operating at 10Gbps, the secure
MACsec connection with the peer may go down if the port speed is reduced to 1T&bps.
use MACsec on such a port, the correspondilagieassembly must be initialized withe
port operating at 1Gbps.

8.4101

When MACsec mode is enabled, MKPDU protocol packets are occasionally lost. If two
more consecutive protocol packets are lost, the secure connection temporarily discenn
as indicated by the following messages:

<166>Aug 27 14:19:30 192.168.1.90 MACsec[4][tg.4.204] KaY: Rx MKPDU: MKA Pee
contains my Ml but wrong MN (Acutal:6675, Expected:6677)

<166>Aug 27 14:19:30 192.168.1.90 MACsec[4][tg.4.204] KaY: Discarding Rx MKPDU
peer did not include me itheir PEERIST

<166>Aug 27 14:19:32 192.168.1.90 Last message repeated 1 time

<165>Aug 27 14:19:34 192.168.1.90 MACsec[4][tg.4.204] KaY: Live peer removed (no
MKPDUs rcv'd in last 6.16 seconds)

<166>Aug 27 14:19:34 192.168.1.90 MACsec[4][tg.4 264hecting PENDING: auth(0)
secure(0) fail(0), unauthallowed(never) unsecuredallowed(mkaServer)

<165>Aug 27 14:19:34 192.168.1.90 LinkTrap[4]interface tgC.4.204 is Down.
<165>Aug 27 14:19:34 192.168.1.90 LinkTrap[4]interface tg.4.204 is Down.

8.4101

If MACsec is being used on a 10GBEg®rt and the port is subjected twntinual
reconfiguration (enabling/disabling MACsexYnessagén the form "KaY: Rx MKPDU: MKA
Peer List (2) contains my MI but wrong MN" nagypearand the secure camection with the
peer is dropped. You muststart of the port'shladeassembly to restore proper operation.

8.4101

Management Problems Corrected in 8.42.02.0013

Introduced in
Version:

Transceiver informatiomaynot be updated for up to 10 minutes after link up or link down
eventson the port.

8.31.01

SSHsessions occasionaliyop respondingAfter four sessionsinresponsive sessionge
switch rejecs all SSHind Telnet connection attempts. If this happengu canonly connect to
the switch through the console port. Resetting the swifigles this problemFrequent SSH
connections/disconnections by applications or usageasathe occurrenceof this problem

7.00.01

The followingblades:
ST12080848
SG12040848
ST12080848F6
SG12010848F6
when install@ with following option modules
SOK120®204
SOK220®204
SOK2209204
SOGK2218212
SOTK2268212
are vulnerable to running out of memory and resetting with a message similar to:

Message 10/267 EDR Record 08.42.01.0008 12/07/2015 16:59:13
Severity/Facility: FATAL/KERNEL

8.4201
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Management Problems Corrected in 8.42.02.0013

Introduced in
Version:

Task: tSshM1
Injection Point:  memPartLib.c28
Address: 0x00000000

memPartAlloc: block too big 65536 bytes (0x10 aligned) in partition 0x68b03c0
Traceback Stack:

0x006ca5cc

0x006c9048

0x00424ab0

Ox0lablilfc

0x01ab139c

0x01ab19a8

0x00f579a8

0x0la7c9a8

0x01a7c940

0x0078424c

0x00784cf8

0x005c5164

0x005¢c5930

0x027c1020
General Registers:
msr : 0x0000b032 Ir :0x0labl17c ctr : 0x00000000
pc :0x0labll7c cr :0x88008288 xer :(0x20000000
r[ O]:Oxffffffff r[ 1]:0x3df397f0 r[ 2]:0x0436f2b0 r[ 3]:0x3df39870
r[ 4]:0x01ab1d24 r[ 5]:0x00000000 r[ 6]:0x00000000 r[ 7]:0x00010000
r[ 8]:0x00000010 r[ 9]:0x00000000 r[10]:0x00000000 r[11]:0x3df3986¢
r[12]:0x03521580 r[13]:0x05e7545(14]:0x00000002 r[15]:0x1fd13ccO
r[16]:0x00000001 r[17]:0x035dbcf4 r[18]:0x00000000 r[19]:0x1labad010
r[20]:0x3dfof060 r[21]:0x1fd13ccO r[22]:0x00000000 r[23]:0x1cOb7ce0
r[24]:0x00110001 r[25]:0x00000000 r[26]:0x00000010 r[27]:0x00010000
r[28]:0x00000000 r[29]:0x00000000 r[30]:0x01labld24 r[31]:0x068b03c0

They are especially vulnerable to thier issuing the commandshow configand show
support

Multicast Problems Corrected in 8.42.02.0013

Introduced in

setting is not restored.

Version:
PIM-DM: After configuringoim densemodeand rebooting, the PIMperating mode is 8.41 01
restored as sparsmode. T
PIM-SM IPv4After configuringp pim gracefurestartand rebooting, the gracefukstart 8.4101

RADIUS Problems Corrected in 8.42.02.0013

Introduced in
Version:

Receivingorrupted RADIUS frames may cause improper processing of future RADIUS
requests.

7.00.01
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Introduced in

Routing Problems Corrected in 8.42.02.0013 o
Version:

BGPAfter configurindogp maxadimit and rebooting, the maxakmit setting is not

restored. 8.4101

Features Enhancements 8.42.01.0008

NAT/LSNAT/TWCB Bindings Enhancement in 8.42.01.0008

Thenumber of global NAT bindings available on aer&s, including LSNAT and TWi@&eased to 128K from
64K.

Port Speed Enhancement in 8.42.01.0008

100Mb operation is supported on MGBIZ transceivers purchased since January 1, 283 labeled Finisar.

Attemptingto set 100Mb speed on an older version of the MG&Gvhich does not support 100Micauses
the following messagt appear

S3A Chassis(sthset port spe ge.1.7 100
default speed 100 mbps not supported on port ge.1.7

Problems Corrected in 8.42.01.0008

Introduced in

File Management Problems Corrected in 8.42.01.0008 version:

On multimodulechassis or bonded systenremotemodulesmay boot in a state where
they do not respond to remote procedure calhis effects commands such as "dir" or 8.41.01
"show file" from remotemodules

Introduced in

Host Problems Corrected in 8.42.01.0008 o
Version:

On multimodulechassis or bonded systenremotemodulesmay boot in a state where
they do not respondo remote copy requestslhefollowingappearsn the log:

<165>Jul 23 02:34:13 1.1.1.1 System[1]Requesting a copy of theotatile store for slot 2. 8.41.01

<164>Jul 23 02:34:56 1.1.1.1 Default[2.tNvBulk]dfeNfsMountNonvol: Unable to
communicate with remote sldl); ip=127.0.3.1, exporting=/flash1l/nonvol,
path=/nvNfsRem.001; errno=3155732

entPhySensorValue corresponding to ambitathp-sensorl might not reflect current

ambient temperature. 7.60.L

MACsec Problems Corrected in 8.42.01.0008 [ Do e i

Version:
When MACsec is enabldtie chassis might experience coherency issuesearat messages 8.4101
may appearThese messages might initiate a system reboot. '
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Management Problems Corrected in 8.42.01.0008

Introduced in

Version:

MIBwalks of the ctAliasMacAddressTable and ctAliasProtocolAddressTable may not re
all present and active node and alias entridstSght Compass redson the 8.01.01
ctAliasMacAddressTable to display all node and alias entaeisingCompass$o not o
function properly.
When MIB walking ctAliasMIBAddress table, occasionally Heewith the invalid address

. 8.01.01
0.0.0.0 might be returned.
Node andalias entries that correctlgppearon portsthat they are received omlso
: : : 7.00.01
incorrectlyappearasbeingreceived on host port (host.0.1).
Occasionallywhen pors aredisabled fomode andalias processing, some entries still 20013

appear on that port.

OSPF Problems Corrected in 8.42.01.0008

Introduced in
Version:

An OSPF network that is an exact match for the range configured in the following comr
area <areaid> range <network> <mask>advertise,is still summarized into other areas.

7.00.01

PoE Problems Corrected in 8.42.01.0008

Introduced in
Version:

PoEcontrollers might become inaccessible and not recover until module reset.

7.00.01

Spanning Tree Problems Corrected in 8.42.01.0008

Introduced in
Version:

Bad BPDWmay be processeasinceis no check for CRC error on BRBDElivered to the
Spanning Tree process.

7.00.01

Tunneling Problems Corrected in 8.42.01.0008

Introduced in

Version:
Large RIP/RIPng packets do not cause a "too big" message to be sent to the source w 8.21.01
sent over L2GRE or VXLAN tunnels. o
You cannot configure more than 62 remote VXLAN VTEP IP addresses in aggregate ( 8.41.01

single switch.

VSB Problems Corrected in 8.42.01.0008

Introduced in

Version:
During initialization heartbeat transmit errors to remote bonded stahay occuysuch as:
"<3>FtmLi[5.tHBChk]heartBeatCheck: Transmit errors(10) to slot 12 are preventing 7.70.00
heartbeat checks.
If software VSB is enabled on either (1)-fB40 SSeries chassimoduleassemhkesthat
includes SFP+ portar (2) S140/S180 assenddthat includeoption modules with SFP+
ports, SFP modusgresent in one or more of the SFP+ ports prior to system initializatio 8.41.01

may fail to properly link up.

Workaround: Remowe, andthen reinsert, all such SFP modudafter the system boat
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Features Enhancements 8.41.01.0005

MACsec Enhancements in 8.41.01.0005

MACsec is defined by IEEE802.1AE-2006 and 802.1X-2010 and can be used to provide hardware-based point-
to-point link layer security using authentication and encryption with pre-shared key exchange between two
MACsec-capable devices. S-Series MACsec capability is hardware-dependent and requires a license; for details,
see the hardware support table.

New Licenses Enhancements in 8.41.01.0005

MACsec 1Gb module/SSA/uplinkcense Tosupport the MACsec feature s¢he SEOSMACSEC license is
required per module to enable MACsec for 1Gb modules, all capable uplink maghdesapable SSA portar
details e the MACsec license table.

VXLAN Encapsulation Enhancements in 8.41.01.0005

Support for VXLAN encapsulatisrincluded inthe IP tunneling feature se¥/XLAN encapsulation can be usec
asaLayer 2ata centerinterconnect solution or as a smaitale LZabric overlay.

Cryprography Enhancements in 8.41.01.0005

The switch now allows AES CTR Ciphers.

The allowed ciphers and allowed MACs lists used by the switch's SSH Client and S@irfefardended as
follows:

Ciphers:
aesl128cbc,aes19zbc,aes25&bc,3descbe,none,blowfiskcbc,
cast128cbc,rijndaelcbc@lysator.liu.se

MACs:
hmacshal96,hmaeshal,hmaand5,hmaemd5-96,hmaeripemd160, hmagipemd160@openssh.com

One (1) cipher has been removed from SSH:
none ("none™ cipher is used to bypass encryption)

Three (3) new ciphers have been added to SSH:

aes128ctr AES in Counter mode, with-di2&ey
aes192ctr AES in Counter mode, with-iifRey
ae56-ctr AES in Counter mode, with-Qi5&ey

Five (5) new Encrygihen-MAC (ETM) MACs have been added to SSH:
hmacshaletm@openssh.com:

SHA1 with 20byte digest and key length, encryfiten-mac
hmacmd5-etm@openssh.com:

MD5 with 16byte digest and key length, encryfiten-mac
hmacripemd160etm@openssh.com:

RIPEMEL60 algorithm with 2€byte digest length, encryghen-mac
hmacshal96-etm@openssh.com:

SHA1 with 20byte key length and 1-Pyte digest length, encryghen-mac
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Cryprography Enhancements in 8.41.01.0005

hmacmd5-96-etm@openssh.com:
MD5 with 16byte key length and 1Byte digest length, encryphen-mac

Additionally, both the allowed cipher list and allowed M€t used by the SStient and SSiserver are now
configurableusing theCLlI:

set ssh ciphers <ciphdist> (list is in order of precedence from high to low)
set ssh macs <madist>  (list is in order of precedence from high to low)
clear ssh ciphers that is, revert to default ciphers list)

clear ssh macs that is, revert to default MACs list)

The default values for these lists contain all possible ciphers or MACs.
Names with an asterisk indicate not supported in FIPS mode:

AllowedCiphers List (default):

aesl128ctr, aes192ctr, aes256ctr, aes128chc, aes19zbc,

aes256c¢cbc, 3descbe, blowfishcbc*, cast128&bc?,
rijindaelcbc@lysator.liu.se*

Allowed MACs List (default):

hmacshatetm@openssh.com, hmand5-etm@openssh.com?,
hmacripemd160etm@openssh.com*, hmashalt96-etm@openssh.com,
hmacmd5-96-etm@openssh.com*, hmashal, hmaand5*, hmacripemd160*,
hmacripemd160@openssh.com*, hmahat96, hmaemd5-96*

VRF Capacity Increase Enhancements in 8.41.01.0005

The number of static VRFs supportethcreased to 256 static VRFs from 12Be number of dynamic VRFs
supportedisalso increased to 128 dynamic VRFs fromltds increase is only applicable to mtstuwith 2GB
of RAM. (S155 an6ISA150A)

Netflow Enhancements in 8.41.01.0005

Additional supporhas beeradded for encapsulated traffic to include NetFlow support for Maltiel MPLS an
VXLAN encapsulated traffic

Route Table Capacity Increases Enhancements in 8.41.01.0005

IPv4 Route table Capacity:

The SSeries IPv4 FIB has been increased t&&@dn 523K The IPv4 RIB remains unchanged at 1.6M

IPv6 Route table Capacity:

The SSeries IPv6 RIB has been increased td&#@8n 50K, and the IPv6 FIB has also been increased t&100
from 5K.

SPB CLI Enhancements in 8.41.01.0005

CLI support has been added to configure hello interval and multiplier parameters per port:
set spb port <porstring> helleinterval
set spb port <porstring> hellemultiplier
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ishow supporto CLI 8BInOh.@GOASc e ment s i n

"show flowlimit stats", which shows flow stats per port, nappearsn "show support" output.

VLAN CLI Enhancements in 8.41.01.0005

Added support for "show vlan fid <fid>" command.

Problems Corrected in 8.41.01.0005

802.1D PriorityProblems Corrected in 8.41.01.0005

Introduced in
Version:

An unexpected reset may occur while configuring interfaces.

8.11.01

ACL Problems Corrected in 8.41.01.0005

Introduced in

Version:
If ACL logging is enabled on a policy ACL, it causes theAWGlicp be persisted as an
extended ACLAfter rebooting, the ACL is restored as an extended ACL and thalsegt' 8.32.01
action is missingl'o recover from this, remove the A@ndthenre-create it.
When ACL logging is enabled opaticy ACL, theolicy-ACLspecific field "setlscp <value>' 8.32.01

doesnot appearin the log message.

Auto NegotiationProblems Corrected in 8.41.01.0005

Introduced in

Version:
10GBASH ports sometimesdo not establish linkwith Intel Quad i340r4 systera. When
connecting/disconnecting cable repeatedly after a number of interactions (not always t
same from 2 to 15portsno longer linkThe linls can be recovered by disabling/enabling
negotiation on the system.

7.91.03

This problenis addressed by implementing tteommand
set port lowpower-mode <portstring> disable

Execute this command to prevent the problem from happeningndtbis command
disables auto powedown mode orthe port that is linked to the Intel Quad i34D4 system.

BGP Problems Corrected in 8.41.01.0005

Introduced in

Version:
BGP peey arenot immediately deleted causing updaseurce to fail. 8.11.01
Reset may occur after deleting an active BGP router with message log:
"Assert in ntlavll.c line 644", 8.01.01
Graceful restart may fail wheswitcheshave a second VRF provisioned, but not configure 8.31.01
DSlreset may occur after adding or changthg loopback address of active BGP rogter 8.01.01
BGRupdate messagecontaining duplicate MEDs méro are accepted by the router. 8.21.01
BGP may reject routes if aggregatédress is used. 8.22.01
With BGP gracefukstart configured, MPLS label table may not be synchronized on all 8.31.01

modulesin a chassis after failover.

5/16/2016 P/N: 9038874 Subject to Change Without Notice

Page: 250f 116

F0615-O




S-Series and S-Series Standalone Customer Release Notes

DHCP Problems Corrected in 8.41.01.0005

Introduced in

Version:
Whenever an IPv6 DHCP lease is releabedouter craskes 8.32.01
DHCP relay ageswio not work over L3VPN. 8.01.01

Distributed Services Problems Corrected in 8.41.01.0005

Introduced in

Version:

Module might reset with messages similar to:
" - : " 7.62.07
Chassis coherency timeout exceeded".
After a denial of service attack, in a mditot configuration, the 'dir' command only

. . . 8.20.02
produces a list of the files on a single slot.
Chassisnight experience stability/distribution issues during®LAN attack 8.20.02
Denial of service (@B) attack result in warning messages: 1.07.19

"this server has been invalidated"

EtheranetOAM Problems Corrected in 8.41.01.0005

Introduced in

Version:
OAM LoopBack sessioae not maintained for longer than three seconds. 8.31.01
OAM enable causean increase ilCPWsage butusagedoes not decrease when disabled 8.31.01

File Management Problems Corrected in 8.41.01.0005

Introduced in
Version:

Programmed boot image fails to load with commands "clear config 1" or "reset 1" with
standalone chassis.

4.05.08

Flow Limiting Management Problems Corrected in 8.41.01.0005

Introduced in
Version:

Flow limiting, limits, have actions applied when flow counts reawhless then configured
limits.

1.07.19

GVRP Problems Corrected in 8.41.01.0005

Introduced in
Version:

GVRP may fail to propagate dynamic VLANs on a LAG following a topology, cdeuityeg
in the switch on the remote side of the LAGifaglto add the LAG to the tagged VLAN egr
list. The only way to recover from this failure is to disabled then reenable the LAG.

7.00.01

Hardware Problems Corrected in 8.41.01.0005

Introduced in

Version:
Messages similar to the following migigppearcausingdroppedpackets:
-<163>Jan 29 13:06:59 100.10.10.22 Dune[l1.dTcmTask]Petra[0] Received Interrupt
PB IHB_INVALID_DESTINATION_VALID instance 0, count 3, value= 0x13deb
- <3>Dune[1l.dTcmTask]Petra[0] Received Interrupt PB_IHB_INVALID_DESTINATION
instance 0, count 2159, value= 0x1 8.11.01

-<165>Jurb 11:32:19 100.10.10.22 Dune[16.tDuneErrM]Petra[0] Interrupt
PB_IHB_INVALID_ DESTINATION_VALID instance 0 still active
-<165>Jurb 11:32:29 100.10.10.22 Dune[11.tDuneErrM]Petra[0] Interrupt
PB_IHB_INVALID_DESTINATION_VALID instance O is off
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HAU Problems Corrected in 8.41.01.0005

Introduced in
Version:

The followingSyslog message may appear when completing an HAU upgrade:
RtrVRRP[13.tVrrpRX]dispatchLib er@s

8.01.01

IGMP Problems Corrected in 8.41.01.0005

Introduced in
Version:

When running in provider bridge mode, IGMP quesssnot transmitted properly.

8.32.01

IPv6 Forwarding Problems Corrected in 8.41.01.0005

Introduced in

Version:
When using the router as an IPv6 DHCP (DHCP6) relay thgerttuter may generate a
response to a discovery packet even if DHCP6 has not been configured on the Thater.
response telthe host that the address rangs not valid (since it was not configured on t
router) and the host never assigan IP addres®ven if the valid packet from the DHCP
server pointel to by the relay agent returns a valid packet.
For Exmaple:
H1----- Rtrl----- Rtr2----DHCP6S
H1 =Host Number 1
Rtrl = Router Number 1 76210

Rtr2 = Router Number 2
DHCP6S = DHCP6 Server

In theprecedingexample Rrtrl is a relay agent for the DHCRéver.

Normally, when H1 sensgla discover packet to DHCRBHCP6 should respond with a valid
address and the normal operation DHCP operation should complete.

Currently Rtrl also processes the DHdiftover packet (even though it is not configured
do so) and responds to the DHCP packet with an eBecase of thisthe host does not
complete the DHCP process despite getting a valid packet from DHCP6S.

LLDP Problems Corrected in 8.41.01.0005

Introduced in
Version:

LLDP sergincorrect requested and allocated power values in the 8@@®er usingMDI
TLV.

Uknown

Management Problems Corrected in 8.41.01.0005

Introduced in

Version:
EDR memory in free list erroccurswhile setting snmpTargetAddrTDomaindealue other
than snmpUDPDomain without changing snmpTargetAddrTAddress to matdbrttean 4.11.17
type.
PressingfABkey functiorsas '?' wheneveacommand cannot be completed. 1.07.19

Multicast Problems Corrected in 8.41.01.0005

Introduced in
Version:

If amoduleresets, or if a newnoduleis inserted into a chassis, some egress ports on a
staticMACmulticastare removed.

1.07.19
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Multicast Problems Corrected in 8.41.01.0005

Introduced in
Version:

When amulticastrouter/querier port on a VLAN times out of the IGKtRIticastrouter
table, multicast flows on that VLAN may not be delivered correctly diratdware being
mis-programmed.

8.32.01

MVRP Problems Corrected in 8.41.01.0005

Introduced in

Version:
VLAN egress registered dynamically by MVRP may bounce when the system is in a st 7 91.01
state. T
The CPU utilization maeak atup to 99%indefinitely due to MVRPLhe system magtop 8.31.01
respondingor require manual intervention to force a reset. T
MVRP may fail to propagate SPB Base VLANS on ports that are forwarding in the CIS] 8.31.01

context after disabling SPB on a device.

NAT Problems Corrected in 8.41.01.0005

Introduced in

Version:
The reply of IPv6 ICMP NATTED packets may be dropped if the NAT outside interface
, s 7.91.01
configured as a NAT inside interface.
An existing IPv6 NAT binding may continue to be used after the NAT outside interface 7 91.01

beenunconfigured.

NetFlow Problems Corrected in 8.41.01.0005

Introduced in

Version:
The help string for the "netflow set exparate" command does nadpecify valid rate range 8.01.01
The "clear netflow all' command does not clear raafault netflow export rate settings. 8.01.01
When exporting Ndlow V9 records for switched flows that have a tunneled header 8.22 01
encappedfor example GRE), the recordse incorrectly exported as routed flows. T
For flows that have a tunneled header present, the L2, L3, and L4 fieldsHowekported 8.22 01
recordsare not valid. T
Non-P flows that the switch encapsulates with a tunnel header iNet&low records 8.22 01

generated with invalid fields.

PIM-SM IPv4rroblems Corrected in 8.41.01.0005

Introduced in

Version:
PIM may drop neighbor adjacencies when running &iérge number of PIM neighbors. 7.00.01
PIMbootstrap messages slightikceedthe MTU, requiring unnecessary IP fragmentation 7.00.01
When running PIM or DVMRP to route multicast traffic, errors similar to the following
appear 8.31.01

RtrMc[1.tRMcEvnt]Error deleting tmpFlow from TmpDb (2,723,1.1.1.1,225.1.1.1) =

notFound[1.tRMcPkt]Haslnd - flow vrflds don't match (0,2)

Platform Problems Corrected in 8.41.01.0005

Introduced in

Version:
Installing a newnodulemight cause network disruption. 7.00.01
Modules might reset with messages similar to: 6.11.01
"application Chassis Coheren@y failed to run". T
Themessaggd 6+ G OK52 3¢+ a160 FLIWLXAOFGAZ2Y [ KI &3

Unknown

might appearon the console.
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Platform Problems Corrected in 8.41.01.0005

Introduced in
Version:

When tunneled bridge ports are active, infrequentiyessages similar tine following may

appear

Messageb/241 Syslog Message 08.30.01.0033 08/02/2014 10:45:31
<3>PiMgr[16.tDispatch]piMgrBindSystemPortAndHwPort(0,0x3000):Port(s) are
already bound. phSystemPortToHwPort[0]=0x8000;pimHwPortToSystemPort[0x
3000]=0x580

08.30.01.0033 03/11/2014 05:22:38

Message 24/173 Syslog Message
<3>chassis[1l.tBcastStRthoteModulelnfoPowerUpdate(6,"""):Unsupported board
type found.

8.20.02

Module might fail to initialize with message similar to:
<163>Mar 13 20:14:57 0.0.0.0 MII[1.tusrApplInitiMdioBcastVerifyOnBus: invalid check

on phyAddr 89!

8.22.01

Port Status/ControlProblems Corrected in 8.41.01.0005

Introduced in

Version:

Setting port speed t0,000 on a SOK22d®04 module may reset the device. 8.32.01
Setting port speed on a SOK220204 modulswhile auto negotiation is enabled may

i 8.32.01
cause the link speed to change.
Transitioning from a port speed of 10G to 1G on SOKP209 module mayproducethe
followingmessage"IntrHand[5.tNimIntr]PCle Core Status Interrupt on NIM 0 inst 0 8.32.01
(sts=0%0300000)"
Traffic indication LEDs on SOK2P294 modules may natignal the correct information 8.32.02

when transitioning from 10G to 1G operation.

Qo0S/CoS Problems Corrected in 8.41.01.0005

Introduced in

Version:
When switch is ihayer 2 modelayer 3 multicast protocolsuch a3/RRP and OSPF are n 7 00.01
prioritized above user data. T
GoSflood control is applied to protocol packets. 7.00.01

Radius Problems Corrected in 8.41.01.0005

Introduced in
Version:

Enabling and/or disabling the RADIUS accounting state over timeanagterminated
network sessions (macauthentication, 802.1x, PWA, etc.) to continue toiaRADIUS
accounting requests after their termination.

4.00.50

Shortest Path Bridging Problems Corrected in 8.41.01.0005

Introduced in
Version:

Runningmulticast (IGMPnooping) over SRB may lead to miprogrammed hardwarge
leading to packet processing errors aBlog messages similar to the following:

<163>Apr 6 14:14:32 100.10.10.4 System[1]Switch Chip 1 (Slot 1 Mainboard) detected

excessive humber of reframer interrupts pointing to misprogrammed hardware (code
0x0C008142)

8.31.01

Traffic traversing aSPBV network does not egress out access ports. Filtepasgeentries

indicate traffic is not received on the correct internal ports. If the filter database is cleared

traffic correctly egresses out the access ports.

8.31.01
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Shortest Path Bridging Problems Corrected in 8.41.01.0005

Introduced in

Version:

Portsmay not become internal to the region even though ISIS adjacency is indicated. 8.31.01
MVRP may propagate SPBV B¥Ha registrations on ports within the SPBV domain. 8.31.01
In Shortest Path Bridgingn ®NMP query with a context of getNext on the
ieee8021SpbTopNodeTable table causes the devistofmrespondingThe system Ilihdex
passed into the getNext query actually exists in the topology, which is the underlying prolf  8.31.01
This effect may alsoccurwhen issuing SPB commands to show topology information, sucl
"show spb neighbors."
Configuring multiple bridgewith different SPBV SPVID allocation modes can lead to high ( 8.32.01
utilization. T
There is no useevident notification that SPB ports go operationally down when setting tha 8.32.02
port's spantree adminPathCost to a value greater than 16777213. T
After clearing and recreating a static multich4AC addresdraffic destined through a Shortes

. 8.32.01
Path Bridging networls dropped.
When backuproot is enabled for the CIST on a device that is part of an SPB region and t
directly connected roobridge is external to the region, and backuproot is triggered for that
device due to failure of the root bridge, the new topology resulting from the change in brig 8.32.01

priority is not effected. This results in a loss of connectivity. Spanning tree mddg#i€dST
bridge priority, but fails to convey the change to ISSBB, which is responsible for calculating

the topology within the SPB region.

SNTP Problems Corrected in 8.41.01.0005

Introduced in
Version:

With SNTP unicast client configured, after 497 days, SNTP time requests may stop be
sent.

4.05.08

Spanning Tree Problems Corrected in 8.41.01.0005

Introduced in
Version:

Module might reset with messages similar to:
"serverWatchDog.3 clierit8(MstpCint) not ready in 3365".

6.11.01

When a switctihat has backup root activated relinquishes root status, the bridge priority
does not automatically revert to the configured bridge priority. This has no effective imn
but it does producean unexgcted value. Once the switch is no longjes root bridge for

the given SID, there is no reason to maintain the temporary bridge priority value. It shg
return to the configured value.

7.00.01

Spanning tree consumes all packets with the destination address for the IEEE Bridge
Address/Nearest Customer Bridge group address. This has two effects. First, other
applications for which the PDU is intendéadlnot receive it. Second, a PDlhich B not a
BPDUis processed by spanning tree and marked as an invalid BPDU.

7.30.01

Spanning tree debug counters are incorrect for RSTP.

8.20.02

Connecting an SPB device in customer bridge mode to a bridge running in provider mq
can result in malformeddjacencies with other devices, leading to network instability an
SanningTree ports in "listening" state.

8.31.01

On boot up, in a device with multiple connections to root, there may be an initial delay
to 10 seconds for the root port to reathe forwarding state and pass traffic.

7.63.01
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Introduced in

Syslog Problems Corrected in 8.41.01.0005 Version:
ersion:

Logging server list identifiers are translated incorrectly between releases causing logg

messages to be directed to the incorrect loggsegver, console, filor secure file. 7.40.00

Introduced in

Tunnel ManageProblems Corrected in 8.41.01.0005 Version:

When loading a configuration from a fikhe tunnel configuration may fail with the error
message: 7.41.03
Error: Incompatible ip versiowith source endpoint or tunnel mode.

Host sourced IPv6 paclsantering an L2 tunnel may nbe forwarded if the resulting

packesaretoo big. This causes router protocols to fail over tunnels. 8.31.01
NonIP packets entering an L2 tunnel nrayt be properly encapsulated. 7.40.01
Traffic may not be flooded to local ports if a tunnel bridge port is configured on the san

VLANR egress lisand there is no route to the remote IP address of the associated L2 8.31.01
tunnel.

VLAN Problems Corrected in 8.41.01.0005 Introduced in

Version:
When a large amount (thousands) of dynaMIcANsre deletedtogether (created by 791.03
GVRPMVRB, a core may be taketiollowed by a reset. T
ClearingVLANscreated through "set vlanreate" occasionally caustraffic destined to
GVRPor MVRPconfigured porsto be lost on the cleareLAN in a multimodulesystem. 7.91.01
DHCP relay agent does not work over L3VPN. 8.01.01

VRRP Problems Corrected in 8.41.01.0005 Introduced in

Version:

Some routing protocol traffic received through a Shortest Path Bridging nefamndt

: , : 8.31.01
correctly reflected in the protocol's operations.
When Host Mobility is enabled, OSPF routes redistributed within an NSSA area are nd 8.31.01
translated into the backbondue tothe propagate bit nobeingset. T
The router maystop respondingvhen addingVRRP IP addressto the existing 8.31.02
configuration. T
It is possible to enter an IPv6 address as a VRRP address when the VRID is &¥RRPV 8.01.01
VRIDThe address entered becomaseemingly random IPv4 address in the configuratio T
When a host route created by host mobility is removed, theesponding ARP is not 8.32.01

removed.

VSB Problems Corrected in 8.41.01.0005 [rireeEEs i

Version:

A module added to a bonded system infrequeméynainsin a reboot loop enablingand

: . . 8.11.01
then disabling bonding.
VSB can cause watchdgpneout when slots are added or removed from extremely busy 7 62.00
systems. T
In abondedchassisthe reframer DB may remove entries in use by a connection. 7.11.01
In software VSB chassis thesShortest Path Bridging dunnels active, very 8.11.01
infrequentlymodulesmay reset with a message similar to: T
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Introduced in

VSB Problems Corrected in 8.41.01.0005 S
Version:

<0>Fuiji[12.tNimIntr]Switch Chip 3 (Slot 12 Mainboard) detected fatal con
dition. ( 0x00ebfdb0 0x01827aa8 0x01821394 0x00443130 0x00470ead 0x00472
498 0x01b2de24 Oxeeeeeeee )

or

<1>MCNXMGR[7.tfAge]ASIC failed to write callback, transaction = 0, ch
ip =1 ( 0x00ec0078 0x019e8acc 0x0184b054 0x0184b3f0 0x01b2f3e4 Oxeeeeee
ee)

or

<0>mazama[12.interrupt]Host buffer manager error. rxinterrupt error:0x8739

if:1 buffNum:1849 bufferUselLog:0x888&®availCnt:0x35e2 actChain:0xal2
fgData:0x7090400 fqHead:0x522 fqTail:0x3dcb btRdata:0 bmgrintf:0x2136b9
getBuf:0x84b4a9ca linkOBuf:0xa9c6a9c6 link1Buf:0x84b084b0 walkOBuf:0
walk1Buf:0 freeBuf:0 freeChainPkt 0:0xd743d743 1:0xdeeldeel 2:0x6e406e4

0 (0x00ec0078 0x01858574 0x01856bbc 0x00470058 0x00000518 0x00000004 Ox
01b1a9f0 0x007116d0 0x0070096¢ 0x007009cc 0x03369dd4 0x006f1bb8 0x0070c9
4c 0x0070c8c4 0x0070d018 0x018611dc 0x018557d486ed24 0x01b2f424 Oxe
eeeeeee )

The following norreset levelmessages may also be logged:
<3>mazamal8.tDispatch]Host buffer already free. freeBuffer:10897

If that message is logged, there is vulnerability to the resets mentioned above."

System instability mighaccurwith messages similar to "Interhost 4 no rx space in Net

Pool". 6.00.02

Features Enhancements 8.32.02.0009

CLI Enhancements in 8.32.02.0009

A CLI command has been addeshdw flowlimit stats".The commad shows flow stats per port and is inchdl
in "show support" output.

Problems Corrected in 8.32.02.0009

ACL Problems Corrected in 8.32.02.0009 Introduced in
Version:

When ACL logging is enabled on a Policy ACL, the Policy ACL specificisich'setlue>" 8.32.01

doesnot appearin the log message. T

If ACL logging enabled on a policy ACL, it causes the policy ACL to be persisted as an

extended ACLON reboot, the ACL is restored as an extended ACL and thdsggt action 8.32.01

IS missing.
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Host Problems Corrected in 8.32.02.0009

Introduced in

Version:
When a chassis is booting ande or moremodulesin the chassis continually reset or halt
at initialization (usually, but not limited to, hardware failure reasons), this may cause ot
modulesto reset before fully bootingA message similar tppears
<0>Rdy2swch[5.tRdy2Swtch]Initializatiaid¢d to complete(388 seconddatted, 413 7 00.01

seconds elapsed). DistServ:[13], incomplete. ( 0x00e8a334 0x00990d8c 0x0laf23e4
Oxeeeeeeee)

It is possible that the chassiannotfully boot until the originallyeseting modulegs) are
removed.

IGMP Problems Corrected in 8.32.02.0009

Introduced in
Version:

When running in provider bridge mode, IGMP quedssnot be transmitted properly.

8.32.01

MPLS Problems Corrected in 8.32.02.0009

Introduced in

Version:
When running BGP in multiple VRs on a rmakidulesystem, module reset may occur wit
the following message logged: 8.31.01
"SMS assert in asejoifm.c at line 2370ulljnNVALID BRANCH 0 (null) 0"
On failover, MPLS labels remairfanwarding plane leading to connectivity issues. 8.31.01

Multicast Problems Corrected in 8.32.02.0009

Introduced in
Version:

After clearing and reesating a static multicast MA@affic destined through a Shortest Pal
Bridging networks dropped.

8.32.01

Port Status/ControlProblems Corrected in 8.32.02.0009

Introduced in

Version:
Setting port speed t0,000 on a SOK22d®04 module may reset the device. 8.32.01
Setting port speed on a SOK22B04 module while auto negotiation is enabled ntayise
i 8.32.01
the link speed to change.
Transitioning from a port speed of 10G to 1G on a SOkQ209 module may display the
following: "IntrHand[5.tNimIntr]PCle Core Status Interrupt on NIM 0 inst O 8.32.01

(sts=0x00300000)"

Spanning Tree Problems Corrected in 8.32.02.0009

Introduced in
Version:

On boot up, in a device with multiple connections to root, there may be an initial delay
to 10 seconds for the root port to reach the forwarding state and pass traffic.

7.63.01

VRF Tree Problems Corrected in 8.32.02.0009

Introduced in
Version:

DHCP relay agent does not work over L3VPN.

8.01.01

Features Enhancements 8.32.01.0022

Additional Module Supported in 8.32.01.0022

SOK2209204
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Additional Module Supported in 8.32.01.0022
SSeries Option Module (Type23 Pors 10GBASI with PoE (802.3at)

Slip Horizon L2 Tunneling Support in 8.32.01.0022

Split Horizon L2 Tunneling.2 Tunnel Enhancement providing for a loop free mesh topology without requi
a loop prevention protocol such as Spanning Tree. With Splizéh configured on the switch, the switdioes
not forward packets between tunnel bridge ports if the associated tunnels bound to these tunnel bridge
belong to the same Split Horizon group.

Layer 3 Policy ACL Supportin 8.32.01.0022

Layer 3Policy ACLPolicy ACLs allothie administrator to specify an IPv4 packet signature and set the DSC
value for matching packets to prioritize relatively short duration connections between specific end pointg
as VOIP trafficPolicy ACLs are intendéulbe used by an application capable of dynamically configuring th
ACL to prioritize relatively short duration connections between specific end puiitis.external integration,
entries in the policy AGire updated rapidly with an entry created for dacew connection (VolP call) and
deleted when the connection terminates. The creation and application of policy A€tralersist after a
system reset due to the transient nature of the connections to which they are applied.

IP Host Mobility and Fabric Routing Support in 8.32.01.0022

IP Host Mobility/Fabric RoutingThe following behavioral enhancements have been made to Fabric Routi
and IP Host Mobility feature3here are no specific configuration requirements related to these behaviora
enhancements.
Virtual Subnet Support This removes the 8.31 requirement for a layer 2 connection between site
(virtual or otherwise) for IP host mobility.

Foreign Subnet Support i Support has been added to allow devices with foreign IP addresses (not
belonging to the subnet) to utilize Fabric Routing infrastructure as well as become reachable with the IP
Host Mobility feature with Proxy-arp enabled.

Routing Capacity Change Support in 8.32.01.0022

FIB Capdty Increase Capacityisincreased from 52Kto 60K.

Problems Corrected in 8.32.01.0022

BGP Problems Corrected in 8.32.01.0022

Introduced in

Version:
BGP may reject routes if aggregateédress is used. 8.22.01
When entire internet route table is loaded the following messagey appear
"FwdMgr[1.tRtrPtcls]FIB entry pool exhaustedhe IPv4 FIB can now support 8.32.01
approximately 600,000 routes.
Graceful restart may fail wheswitchhas a second VRF provisioned, but not configured. 8.31.01
With BGP gracefukstart configured, MPL&bel table may not be synchronized on all 8.31.01

modulesin a chassis after failover.

Distributed Services Problems Corrected in 8.32.01.0022

Introduced in
Version:

Module might reset with messages similar to: "Chassis coherency timeout exceeded".

7.62.07
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Distributed Services Problems Corrected in 8.32.01.0022

Introduced in

Version:
Installing a newnodulemight cause network disruption. 7.00.01
Denial of service (@5) attackcausesvarning messages "this server has been invalidated 1.07.19

appear

Ethernet OAM Services Problems Corrected in 8.32.01.0022

Introduced in
Version:

A CPU under heavy load may prevent transmission of OAMRDId$ can lead to a
discovery timeout on an OAM peer.

8.31.01

Hardware Problems Corrected in 8.32.01.0022

Introduced in

Version:
Infrequently, messages similar tihe following may appear
<163>Jan 29 13:06:59 100.10.10.22 Dune[1.dTcmTask]Petra[0] Received Interrupt
PB_IHB_INVALID DESTINATION_VALID instance 0, count 3, value= 0x13deb
or
<3>Dune[1.dTcmTask]Petra[0] Received Interrupt PB_IHB_INVALID DESTINATION_
instance 0, count 2159, value= 0x1
or
<165>Jurb 11:32:19 100.10.10.22 Dune[16.tDuneErrM]Petra]0] Interrupt 8.11.01
PB_IHB_INVALID_DESTINATION_VALID instance O still active
<165>Jurb 11:32:29 100.10.10.22 Dune[11.tDuneErrM]Petra[0] Interrupt
PB_IHB_INVALID_®HNATION_VALID instance 0 is off
Whenever one of these messaggspears a packet that should have been forwardesd
dropped.
It is possible that during initializatipnY 2 Rdzf S YA 3IKG KIFfd 6AGK
device has encounterea hardware failureFabric chips SPI4.2 initialization failBtease
contact Support for a possible repair/replacementNE & & f Np (G2 NBaS( 8.01.01

If you do not see this message on subsequent board initializatigmare this error.

Host Mobility Problems Corrected in 8.32.01.0022

Introduced in

Version:
The hostmobility aging feature has been removed to support hosthbility in a segmented 8.11.01
network design whereby the routers' VRRP interfaces are not connected. o
Hostmobility isnow supported in a segmented VRRP network design where the @uter 8.31.01

VRRP interfaces are not connected.
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Host Services Problems Corrected in 8.32.01.0022

Introduced in

Version:
When tunneled bridge ports are active, infrequentiyessages similar tile following
appeat
Messageb/241 Syslog Message 08.30.01.0033 08/02/2014 10:45:31
<3>PiMgr[16.tDispatch]piMgrBindSystemPortAndHwWP®@%8000):Port(s) are
already bound. pimSystemPortToHwPort[0]=0x8000; pimHwPortToSystemPort[0x 8.20.02

3000]=0x580
and/or

Message 24/173 Syslog Message
<3>chassis[1.tBcastStRx]remoteModuleinfoPowerUpdate(6,""):Unsupported board ty

08.30.010B3338/2014 05:22:38

found.

IGMP Problems Corrected in 8.32.01.0022

Introduced in

Version:
If a configuration is enabled for IGMP on a VLAN that becomes an SPVéangotdelete 8.31.01
the configuration. T
When using a BaseVid witho8PVI@allocation due to an insufficier@PVIbool or a lack of 8.31.01

boundary egress, IGMP may not forwaralffic.

IPStack Problems Corrected in 8.32.01.0022

Introduced in
Version:

Within a network environment where DHCP clients are active, over tieseurcesanay be
exhaustedpreventing IP host communication and loss of device management.

7.91.01

IPv4 Forwarding Problems Corrected in 8.32.01.0022

Introduced in
Version:

After router failover, any nextopsthat areno longer reachable remain in the route table

8.31.01

IPv6 Forwarding Problems Corrected in 8.32.01.0022

Introduced in
Version:

Traffic from server to client might not be forwarded by the hardware over SPB due to
incorrect VID being used.

8.31.01

LSNAT Problems Corrected in 8.32.01.0022

Introduced in
Version:

Using LSNAT or NAT an FTP bindingt deleted immediately when thETP connection is
removed with a "FIN".

7.31.02

Management Problems Corrected in 8.32.01.0022

Introduced in
Version:

SFP entity MIB sensor does not support VSB ports. "Show port transceiver" CLI outpy
indicates that sensor data is not available tloese ports.

8.31.01
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Management Problems Corrected in 8.32.01.0022

Introduced in
Version:

WhenSyslog servers are configured, if any of the following cli commands are issued:

9 show support
1 show config
1 show config logging

the switch lose(leaks) 144 bytes of memory. If commands are issued frequently enoug
the switchresets, logging a message similar to:

Message 3/30

EDR Record 07.62.05.0001H 07/27/2014 19:55:11
Severity/Facility: FATAL/KERNEL

Task: tCLIO

Injection Point: memPartLib.c:2498

Address: 0x00000000

memPartAlloc: block too big 84624 bytes (0xligned) in partition 0x2234548

7.11.01

MPLS Problems Corrected in 8.32.01.0022

Introduced in

Version:
Cutting/pasting a large configuration from a text file irtocouter maycause anessage
similar tothe following to appear"<0>sms[2.tRtrPtcls]SMSsert in ahlij.c at line 737 : == 8.31.01
mj_cb>desired_state 1 AHL_MJI_DEL_JOIN 2".
The output of 'show mpls forwardinAgble' cannot be stopped witktrl-C or by entering 'q’ 8.31.01
during pagination. e
The results from the 'show ipinding' command ray appear in random order. 8.31.01
When setting the Idpgabelretention mode this messagappears "Err setting LDP entity 8.31.02

admin up."

MSDP Problems Corrected in 8.32.01.0022

Introduced in

Version:
MSDP can't be removed when only msifginatorid exists. 8.20.02
Exceeding MSDP multicast flow limit may result in a SMS assert similar to
"sms[3.tRtrPtcls]SMS assert in nbbpd.c at line 691 : != proc_type 0x0x
0 NULL 0x0x0 ( 0x00e86580 0x01e9d714 0x004c54ac 0x004c556¢ 0x004ccfec BRO2¢ 8.11.01

0x02629938 0x0263e9fc 0x0263f380 0x0260dfb0 0x004b4cc8 0x004b5184 0x004b54
0x004bad08 0x004e64b4 0x01ea7674 0x0leabced 0x0lad56e4 Oxeeeeeeee )"

Multicast Problems Corrected in 8.32.01.0022

Introduced in

Version:
When running S130/S150/S155/SSA130/SSA150 only software it is possible to see th
following message at the CLI when exceeding the limits of the number of hardware
: . ) 8.31.01
resources for reframing when using IGMP:
"Invalid MCF1, for asic "x", where "x" can be anymber"
Multicast cache entries show up in the router even without a multicast routing protocol 8.31.01

enabled on an interface.
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Multicast Problems Corrected in 8.32.01.0022

Introduced in

Version:
Toggling LACP interfaces may result in module reset with message similar to:
"<0>sms[1.tRtrPtcls]SMS assertisnmcfsm.c at line 1023 : (null) INVALID BRANCH 0
0 ( Ox00ea7d44 0x0led54a0 0x004c8034 0x004c835c 0x027a9¢80 0x0252e2b4 0x02 8.11.01
0x0278ae04 0x027889a8 0x02788dd8 0x004b6648 0x004b6cOc 0x004b6f40 0x004bd
0x004e903c 0x01edf31c Ox01ledd974 0x01BdcOxeeeeeeee')
Multicast frames that are buffered and forwarded do not have TTL decremented. 8.31.01
IP Multicast is not forwarded correctly to local or remote ports after a port goes down t 8.31.01

has a Router or Querier attached.

MVRP Problems Corrected in 8.32.01.0022

Introduced in

Version:
VLANS that are either forbidden or mapped to the SPBV MST at bootup will not allow
dynamic registration via MVRP or GVRP after the VLAN forbidden egress status or M§ 8.31.01
mapping is cleared.
The CPU utilization may spike up to 99% indefinitely due to MM#Psystem may crash o 8.31.01

require manual intervention to force a reset.

NAT Problems Corrected in 8.32.01.0022

Introduced in

Version:

An existing IPv6 NAT binding may continue taibed after the NAT outside interface has 7 91.01
been deconfigured. o
The reply of an IPv6 ICMP NATTED packets may be dropped if the NAT outside interf

, L 7.91.01
also configured as a NAT inside interface.
An FTP transfer of data may fail while onirgide interface and using NAT. 8.31.01
If Tunneled Bridge Ports or Network Address Translation are active, traffic may not be 8.31.01

forwarded correctly.

OSPF Problems Corrected in 8.32.01.0021

Introduced in
Version:

If an OSPFv2 virtual linkdsnfigured with an invalid timer value of 0, the router will crash
with the following syslog mesage, "sms_get timeout: 0id=3e000001, tRtrPtcls state: ru
last wakeup: 1 tics, IPS in use cnt: 1968, Bytes: 6527728"

7.00.01

PIM-DM Problems Corrected in 8.32.01.0022

Introduced in

Version:
Negating PIM DM incoming interface may result in an assert similar to "SMS assert in
gptukrecv.c at line 819 : == group_mode 5 QPTM_RPM_PIM_MODE_UNROUTABLE 1
(0x00e84f50 0x01e9c158 0x004c54ac 0x004cHx@216f6c8 0x02170958 0x02168a04 8.21.01
0x0211c948 0x004b4cc8 0x004b5184 0x004b54b8 0x004bad08 0x004e64b4 0x01eaf
0x0lead728 0x0lad4124 Oxeeeeeeee )"
"show ip mcache" shows a corrupted/incorrect Source/Destination IP in the display out 8.31.01

PIM-SM Problems Corrected in 8.32.01.0022

Introduced in
Version:

Non-DR may forward first multicast packets.

8.31.02
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PIM-SM Problems Corrected in 8.32.01.0022

Introduced in
Version:

PIM-SM nonDesignated Router (DR) may forward Register packets to the Rendezvous
(RP).

8.31.01

Platform Problems Corrected in 8.32.01.0022

Introduced in
Version:

System logs the message "bcmStrat[1.tNimIntr]MEM_FAIL_INT_STAT=0x00000000,
IPO_INTR_STATUS=0x00000000, IP1_INTR_STATUS=0x00000000,
IP2_INTR_STATUS=0x00000000, IP3_INTR_STATUS=0x00000000,
IP3_INTR_STATUS_1=0x00000R),INTR_STATUS_2=0x00000000,
EP_INTRO_STATUS=0x20000000, EP_INTR1_STATUS=0x00000000,
GPORT_INTR_STATUS0=0x00000000, GPORT_INTR_STATUS1=0x00000000,
XPORT_INTR_STATUS0=0x00000000, XPORT_INTR_STATUS1=0x00000000,
XPORT_INTR_STATUS2=0x00000000, XPORT_INUR3SIJD000000,
XQPORT_INTR_STATUS0=0x00000000, XQPORT_INTR_STATUS1=0x00000000,
XQPORT_INTR_STATUS2=0x00000000, XQPORT_INTR_STATUS3=0x00000000,
XQPORT_INTR_STATUS4=0x00000000, XQPORT_INTR_STATUS5=0x00000000,
SPORT_INTR_STATUS=0x00000000" and resets.

8.31.02

When uploading new image to chassis, errors noticed when distributing image to comp
slots in the chassis.

4.21.19

"Unable to delete a file/image from the users directory if it has the same name as the
current running imageYou will get thdollowing error return.

(su}>delete slotl/mylmage

The active image cannot be removed.

Failed to remove /slotl/mylmage"

7.30.01

Message similar to the following might be seen when bonding is disatilé@>Feb 12
10:42:00 100.10.10.22
dot3Mgt[4.tEmanat&0]dot3MgtDist::ifJackEntryGet():sendMessage(ackReq)!=kDs_goo
dMask=0x10000

7.70.00

{eaidsSy t23a (GKS YSaal3aS a5STFl dAf GdomdibA)
file /firmware/common/bcmStrataDrv/04_12 50/sdk/src/soc/common/./reg.c, liB&97 (
0x00dcd2dc 0x004108f8 0x010a9d80 0x010ad244 0x00ea94b4 0x00e9e82c 0x00444t

nEnnncSnS0 nEnnncS8Snn nEnmdpSSOcn nESSSY

8.11.01

SFP sensors information may not present for some option module ports when multiple
option modules areristalled."Show port transceiver" CLI output may incorrectly indicate
that sensor data is not available on these ports.

8.31.01

RMON Problems Corrected in 8.32.01.0021

Introduced in
Version:

"show rmon stats" report might fail to include a bond padrhis problem is intermittent (all
of the bond ports might show up on some reboots), and the omitted bond port could
change from reboot to reboot.

7.91.01

Shortest Path Bridging Problems Corrected in 8.32.01.0021

Introduced in

Version:
Changes to the Shortest Path topology may take longer than expected time to converge on a 8.31.01
new topology. T
SPB devices may not agree topology agreement digest after changing master role. 8.31.01
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Shortest Path Bridging Problems Corrected in 8.32.01.0021 ITEGMEEE! [

Version:
Traffic may not recover after disable/re-enable SPB. 8.31.01
In aShortest Path Bridging domain, when a device becomes the new regional root,
designated ports on this new regional root go into listening state. Consequently, CIST 8.31.01

using this path is blocked. The issue is resolved by forcing a BPDU to be sentoloy post
on the peer device.

In a Shortest Path Bridging_AN domain, when a device becomes the new regional root
customer traffic that ingresses the network on a base VID does not reach the intended
destination endpoint(s). The associated $PMEks egress on some bridges throughout t 8.31.01
SPBV network, and there is no clear indication of why this is so. The issue is resolved
forcing a BPDU to be sent by the root port on the peer device.

Occasionally on bootypgtatic layer 2 multicadraffic that runs through shortest path

bridging will not recover. 8.31.01

In a Shortest Path Bridging VLAN (SPBV) domain, ports are incorrectly set to backup 1
a state of blocking. The only ports affected are internal to the region anddhsequence ig
limited network connectivity. Toggling the SPB configuration on the port may fix the
problem, but not always.

8.31.01

For Software Bonded flows, from SPB ports, the first 4 bytes of the Software Bond He:

not getting removed properlycausing loss of L2 multicast traffic. 8.31.01

The agreement protocol for Spanning Tree internal to the SPB region requires an exch
of BPDUs greater in number than what is required for rapid failover in RSTP or MSTP.
Spanning Tree software ralieniters may cause a BPDU drop during this exchange caus
the protocol to be interrupted for a HELLO period, two seconds by default, until the ne
periodic transmit of a BPDU. This will delay convergence when SPB has the digest
convention configured foloopFreeBoth.

8.31.01

System crashes when reboot one blade in a rhifide system with message similar to:
"<161>0ct 30 08:40:27 0.0.0.0 System[7]Chassis coherency timeout exceeded, resett
delta:222000 curr:335186 nts:113186 nto:30000 hw:0x370000K00Mx37000000 8.31.01
nv:0x37000000 img:0x37000000 max:0x37000000 ( 0x00e8535c 0x0071b18c 0x0lad
Oxeeeeeeee )".

Port state may be listening for SPB internal port due to neighbor transmitting BPDUs w

the agreeDigestValid flag persistently false. 8.31.01

Traffic traversing a SPBV network does not egress out access ports. Filter database e
indicate traffic is not received on the correct internal ports. If the filter database is clear 8.31.01
traffic correctly egresses out the access ports.

Routed traffic will fail on a helper router when RoutiAgA-Service is configured and the

SPB domain fails over to Cist. 8.31.01
Occasionally when a port's operational state is changed, layer 2 static multicast traffic 8.31.01
Shortest Path Bridging is tasn that port. T
Ports may become blocked when adding a BVLAN or SPVID and then immediately rer

it. Spanning tree reinitializes the port topology information calculated bySBE; but the 8.31.01
information is not refreshed because the topologyceegdited by ISESPB has not actually T
changed.

When Shortest Path Bridging is globally disabled, Layer 2 multicast traffic will not be

forwarded across a Virtual Switch Bond when using a configured Shortest Path Bridgir| 8.31.02
BaseVLAN.
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Introduced in

Shortest Path Bridging Problems Corrected in 8.32.01.0021 S
Version:

When anSPB regional port becomes a boundary port and then reenters the regicisR8I
and Spanning Tree may become out of sync with respect to the value the port is using
agreement digest. The value transmitted in an SPT BPDU may differ from the value 8.31.03
transmitted in the SPWigest subTLV of the SPB Hello PDU. This may result in traffic lo
due to agreement not being reached between the connected ports.

CIST root port may become stuck in the listening state when disabling and reenabling

globalSPB status for all the nodes in an SPB region. 8.31.03

In a shortestpath-bridging network, hardware connections for routed traffic may not be

removed when the routes affecting the traffic change. 8.31.01

If Shortest Path Bridging is enabled, or enalthezh disabled, a "show mac addr ..."
command could take minutes or tens of minutes to complétmatching Filter Database 8.31.01
entries should still be returned.

SPB configurations using manual SPVID allocation mode without manually configured

SPVIDsan lead to high CPU utilization and network instability. 8.31.01

Introduced in

Spanning Tree Problems Corrected in 8.32.01.0021 Version:
ersion:

A root or alternate port may get stuck in a state where it will not respond to a proposal
BPDU with an agreemeBPDU. This will cause port forwarding for the connected

designated port to use timers rather than the rapid forwarding mechanism. Additionally 7.60.01
the designated port is configured for Ip (Loop Protect), it will detect a loop protect even
and remain in tle listening state.

The Multisource function detects multiple BPDU sources received on atpeatint link
and sets the pointo-point operational status to false. The poittt-point operational status
is an input into the rapid transition to fvarding capability for rapid spanning tree. It is al
a factor in the Loop Protection mechanism and in Shortest Path Bridging. 8.31.01
A port that receives BPDUs from multiple sources where those sources are exclusively
different ports on the same transmittingridge will not be triggered for multisource and w
reman operationally pointo-point.

FDB entry not removed for IST port in an SPB region during a topology change. This G
cause traffic assigned to VLANS mapped to SID 0 to be directedeowtang port until the 8.31.01
FDB entry times out.

A port on the root bridge may select a backup role instead of a designated role if it rec
a BPDU from another bridge where the role in the flags field indicates a designated rol
root identifier is thelD of the receiving bridge and the transmiitg portIDis lower than the
receiving portD.

7.00.01

A temporary loop may be created when the root bridge relinquishes its root status and
direction of root in the network reverses, i.e. designated ports become root/alternate p 7.00.01
androot/alternate ports become designated.
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Tunnel Manager Problems Corrected in 8.32.01.0021

Introduced in

Version:
LLC packets might not be received at destinatidien sent across an L2 tunnel due to IPX
) ) oo 8.11.01
being filtered inside tunnel flows.
Downgrading from a future version thegquiresonly a source tunnel endpoint to be
! 7.41.02
configured on a tunnel, causes the tunnel to be deleted.
The switch may crash when changing the VLAN membership of a tunnel bridge port. 8.21.01

VLAN Problems Corrected in 8.32.01.0021

Introduced in
Version:

VLAN egress registered dynamically by MVRP may bounce when the system is in a st
state.

7.91.01

Problems Corrected in 8.31.03.0002

Shortest Path Bridging Corrected in 8.31.03.0002

Introduced in

Version:
In a large Shortest Path Bridging network, running the command "show spb path” will ¢ 8.31.02
the Shortest Path network traffic to stop forwarding. R
SPB Port configuration will be lost if hello parameters are configured and lower port 8.31.02

numbers do not have hello parameters configured.

Spanning Tree Corrected in 8.31.03.0002

Introduced in
Version:

A temporary loop may be created when the root bridge relinquishes its root status and
direction of root in the network reverses, i@esignated ports become root/alternate portg
and root/alternate ports become designated.

7.00.01

Problems Corrected in 8.31.02.0015

802.1d Filter Database Problems Corrected in 8.31.02.0015

Introduced in
Version:

If Tunneled Bridge Ports or Netwotkldress Translation are active, traffic may not be
forwarded correctly.

8.31.01

802.1q Relayroblems Corrected in 8.31.02.0015

Introduced in
Version:

The switch may crash when changing the VLAN membership of a tunnel bridge port.

8.21.01

BFDProblems Corrected in 8.31.02.0015

Introduced in

Version:
Not all of the BFD sessions recofrem a failure of master bladén the event there are
unrecoverable BFD sessions, the user should completely remove the BFD configuratiq 8.31.01
both sides and thereconfigure.
Module might reset with message indicating DSI Exception in Thread Name: tTrackBfg 8.31.01

BGP Problems Corrected in 8.31.02.0015

Introduced in
Version:

BGP update message containing duplicate MED's of zero are acceptedroyttre

8.21.01
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Chassis Problems Corrected in 8.31.02.0015

Introduced in
Version:

Module might reset with messages similar to: "application Chassis Coherency (2) faile

run-.

6.11.01

CoS Problems Corrected in 8.31.02.0015

Introduced in
Version:

When switch is in layer 2 rde, layer 3 multicast protoco[such as/RRP and OSPF), whe
switched, are not prioritized above user data.

7.00.01

Distributed Services Problems Corrected in 8.31.02.0015

Introduced in

tDSrecvd @

Version:
Bonded Chassis module miajrequently reset after a message similar to the following is
logged: "DistServ[4.tDsBrdOk]serverWatchDog.6(Portinfo) client 106(Bonding) not rea 8.12.01
18399".
az2RdzZ S YAIKG NBaASG 6AGK YSaal3aSa aAYAf 70001

Ethernet OAM Problems Corrected in 8.31.02.0015

Introduced in
Version:

A CPU under heavy load may prevent transmission of OAMPDUSs which can lead to a
discovery timeout on an OAM peer.

8.31.01

Hardware Problems Corrected in 8.31.02.0015

Introduced in
Version:

USB drives formatted as FAT may not show up as "inserted" or show up when issuing
CLicommand.

8.21.01

Ablademayreset with a messages similar to:
<1>MCNXMGR[12.tFujiAge]ASIC failed to write callback, transactiorhip@; 2
or

<3>Fuji[1.tNimIntr]Fuji LU RAM 2 MAIN intr: Fuji=0, Adr=0, Reg=0x00000100
or

<3>mazamal8.tDispatch]Host buffer already free. freeBuffer:8715

These resets will occur more frequently if the switch has Tunnels or Shortest Path Brid
enabled

8.21.01

It is possible that during initialization module might halt with the following message:
G¢CKAA RSOAOS KI a Sy OFany cHpdlEPRE.2 nitiakzatindadd N
Please contact Support for a possible repair/replacemeress NJh (2 NI &S

If you do not see this message on subsequent board initializations you have hit this ca
the error can be ignored.

8.01.01

HAU Problems Corrected in 8.31.02.0015

Introduced in
Version:

Highavailability upgrade groups may no¢ displayed correctly in the show config output

7.60.01

5/16/2016 P/N: 9038874 Subject to Change Without Notice

Page: 430f 116

F0615-O




S-Series and S-Series Standalone Customer Release Notes

Host Services Problems Corrected in 8.31.02.0015

Introduced in
Version:

"show neighbor" CLI command may generate the syslog message
"DistServ[4.tCLI1]sendMsg.1(Config) msg (21474836600mgg1405) from client 37(NDS
and some neighbor info may be missing.

8.21.02

IGMP Problems Corrected in 8.31.02.0015

Introduced in

has a Router or Querier attached.

Version:
It is possible for IGMP to have a non general query refresh the other querier present ti
: . 7.30.01
Causes néunctional issues.
User is unable to disable or delede IGMP configuration for a XNif the Vid becomes
: i 8.31.01
configured as &pvid.
CLI Syslog may indicate that a failed IGMP configuration succeeded, when it did not. 7.00.01
If adding arSPB basei, before enabling IGMPGMP may not recognize the basiel V 8.31.01
resulting in traffic issues. R
A user is able to enable IGMP query on an SPBYV Spvid. 8.31.01
IP Multicast is not forwarded correctly to local or remote ports after a port glosen that 8.31.01

IPv6 Forwarding Problems Corrected in 8.31.02.0015

Introduced in

instead of from the Forwaing Attributes for the flow.

Version:
IPv6 traceroute ignores thea source IPv6 address option. 7.00.01
The SPBilf value wasricorrect due to retrieving the il from the packet transformation 8.31.01

LSNAT Problems Corrected in 8.31.02.0015

Introduced in

Thread Name: tRtrASvcMain

Message 20/302 Exception PPC750 Info
Exc Vector: DSI exception
Thread Name: tDSrecvb

08.31.02.0003 10/02/2014 15:56:57
(0x00000300)

Version:
While running SLB traffic and creating bindings the module might reset with messages
similar to:
Message 5/302 Exception PPC750 Info  08.31.02.0003 10/02/2014 16:49:03
Exc Vector: DSI exception (0Ox00000300) 8.31.01

Management Problems Corrected in 8.31.02.0015

Introduced in
Version:

SFP entity MIB sensdoes not support VSB ports. "Show port transcei@itl’ output
indicates that sensor data it available for these ports.

8.31.01

MPLS Problems Corrected in 8.31.02.0015

Introduced in

Version:
The CLI command 'show mpls propagtitedoes not display the current system settings. 8.31.01
Toggling MPLS admin state causes 'bgp no enable' command to be removed from con 8.31.01
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Multicast Problems Corrected in 8.31.02.0015

Introduced in

resources for reframing when using IGMP:
"Invalid MCF1, for asic ""X""where ""x"" can be any number"

Version:

mgmdStdMib InverseRouterCacheTable may not SNP walk properly. 7.60.01
IGMP/MLD snooping crashes with message simitar to 8.31.01
"Recv base index out of range baseidx:3679 flowldx:3679". o
Static layer 2 multicast traffis not forwarded through a hardware VSB device that is usi

idai 8.31.01
Shortest Path Bridging.
When running S130/S150/S155/SSA130/SSA150 only software it is possible to see th
following message at the CLI when exceeding the limits of the number of hardware 8.31.01

MVRP Problems Corrected in 8.31.02.0015

Introduced in
Version:

VLANS that are either forbidden or mapped to the SPBV MST at bootuiallow
dynamic registration via MVRP or GVRP after the VLAN forbidden egress status or M
mapping is cleared.

8.31.01

NAT Problems Corrected in 8.31.02.0015

Introduced in
Version:

‘overloadedbption of a NAT list rule nyanot be allowed ih A Y & A R Soffigunel.£

8.31.01

OSPF Problems Corrected in 8.31.02.0015

Introduced in
Version:

If an OSPFv2 virtual link is configured with an invalid timer value of O, the router will cr
with the following syslog meage: "sms_get timeoubid=3e000001, tRtrPtcls state:
running, last wakeup: 1 tics, IPS in use cnt: 1968, Bytes: 6527728"

7.00.01

PIM-DM Problems Corrected in 8.31.02.0015

Introduced in
Version:

Multicast frames that are buffered and forwarded do not have dddremented.

8.31.01

PIM-SM Problems Corrected in 8.31.02.0015

Introduced in

0x0278ae04 0x027889a8 0x02788dd8 0x004b6648 0x004b6c0c 0x004b6f40 0x004hbd
0x004e903c 0x01edf31c Ox01&¥d 0x01b0c064 Oxeeeeeeee )".

Version:
IP Multicast flows may revert to a "register state" after PIM events such as neighbor lo 8.31.01
loss, etc. T
Multicast cache entries show up in the router ewgithout a multicast routing protocol 8.31.01
enabled on an interface. o
Toggling LACP interfaces may result in module reset with message similar to:
"<0>sms[1.tRtrPtcls]SMS assert in msnmcfsm.c at line 1023 : (null) INVALID BRANCH
0 ( Ox00ea7d48x01ed54a0 0x004c8034 0x004c835¢ 0x027a9¢80 0x0252e2b4 0x027 8.11.01

Platform Problems Corrected in 8.31.02.0015

Introduced in
Version:

System instability might be expericed with messages similartmterhost Unt 1 no rx
space in Net Pool".

6.00.02
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Platform Problems Corrected in 8.31.02.0015

Introduced in
Version:

When writing to a file on a remote blade, if the connection becomes unresponsive, the
blade could resetAnexample would be running the following command from the maste
slot to a slot across a bond link:

"show config albutfile slot13/showCfgAll.out"

The log should have something similar to the following:

Message 83/263 Exception PPC750 Info  08.8084. 08/13/2014 08:54:27
Exc Vector: DSI exception (0x00000300)
Thread Name: tCLIO"

7.00.01

Underlying transport errors will cause the messages "TIPC discarding incoming Etherr|
message with destinationnsac_address>" to be displayed resulting in internal network
buffer loss and a segmentation of a slot in a chassis to stand alone mode.

8.31.01

When displaying debug CLI base information for some copper SFP cable assemblies,
output may incorrectly diday the interface type as "40G Act Cbl" instead of "1000BASH
CX".

8.22.02

SFP sensors information may mti$playfor some option module ports when multiple
option modules are installedShow port transceiver" CLI output may incorrectly indicate
that sersor data is not available on these ports.

8.31.01

System logs the message:

G5SFlLdzf GOMPOGDAYLYGNB! aaSNIA2Y Tl AfSRY
ffirmware/common/bcmStrataDrv/04_12_50/sdk/src/soc/common/./reg.c, line 2897 (
0x00dcd2dc 0x004108f8 0x0MHB0 0x010ad244 0x00ea94b4 0x00e9e82¢ 0x00444hc/

0x0046edec 0x0046ee40 0x0&cn nESSSSSSSS 0¢ FyR NB

8.11.01

A performance reduction causes the throughput of new traffic processing to be reduce
with default configuration.

8.31.01

PoE Problems Corrected in 8.31.02.0015

Introduced in
Version:

PoE might occasionally stop delivering power to PDs.

7.00.01

RaaS Problems Corrected in 8.31.02.0015

Introduced in

Version:
The command 'show raas' on a RaaS helper router may display more than guotais
; : 8.31.01
even though only 8 are used in forwarding packets.
On a Raghelp router, when a main router leaves the forwarding list, connections for flg 8.31.01

forwarded to that main router may not be deleted.

RMON Problems Corrected in 8.31.02.0015

Introduced in
Version:

"show rmon stats'teport might fail to include a bond porthis problem is intermittent (all
of the bond ports might show up on some reboots), and the omitted bond port could
change from reboot to reboot.

7.91.01

Routing Problems Corrected in 8.31.02.0015

Introduced in
Version:

TLV with no irservice bit set is generated after router failover.

8.31.01
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Shortest Path Bridging Problems Corrected in 8.31.02.0015

Introduced in

Version:
SPB convergence times may take lorthan expected when region topology changes. 8.31.01
In a multislot or bonded chassis, LAG port egress may not be set properly for an SPVI
non-switch master blade. There is a small timing window where the distributed spannn 8.31.01
tree port stateinformation is missed.
Insertion or removal of a module in a bonded system can cause poor network converg 8.31.01
times as well as a temporary loss of traffic. o
SPB devices may not agne@htopology agreement digest after changing master role 8.31.01
Occasionally when a chassis blade is removed, Shortest Path Bridging traffic is tempo

8.31.01
lost even when no shortest paths pass through the blade.
When running spanning tree in SPB mode, traffic is lost when connected portsliffaviag
configuration for SPB port status. One side sees the port as internal to the region whilg 8.31.01
other sees it as external. This results in a disputed BPDU status causing the port to re o
the listening state.
Changes in the topology ah SPB region result in convergence times above expectatior
This is due to the number of BPDU transmit requests exceeding the txHoldCount valug
including when that value is set to the maximum of 10. TxHoldCount is the number of 8.31.01
BPDUs which may be santmediately after which the transmit rate becomes one BPDU
per second for the given port.
Traffic may not recover after disablebenable SPB. 8.31.01
SPBISIS packets are flooded when SPB is globally disabled. 8.31.01
IP directed broadcastsansmitted to their destination subnet are not broadcast across S 8.31.01
domain. R
Anew root port for an SPT may forward before the old root port on a remote blade disg 8.31.01
forwarding opening a transient loop. o
When there is a change in thegology of the SPB region, ports might get stuck in the 8.31.01
listening state. T
Port may not become internal to the region even though ISIS adjacency is indicated. 8.31.01
In a Shortest Path Bridging-AN domain, when a device becomes the new regiamd)
customer traffic that ingresses the network on a base VID does not reach the intended
destination endpoint(s). The associated SPVID lacks egress on some bridges through 8.31.01
SPBV network, and there is no clear indication of why this is so. Tledss®solved by
forcing a BPDU to be sent by the root port on the peer device.
Occasionally on bootup static layer 2 multicast traffic that runs through shortest path 8.31.01
bridging will not recover. o
In a Shortest Path Bridging VLAN (SPBVpdugrports are incorrectly set to backup role a
a state of blocking. The only ports affected are internal to the region and the conseque 8.31.01
limited network connectivity. Toggling the SPB configuration on the port may fix the T
problem, but not always.
For Software Bonded flows, from SPB ports, the first 4 bytes of the Software Bond Hez:

) ) . . 8.31.01

not getting removed properly, caugjioss of L2 multicast traffic.
MVRP may propagate SPBV B¥He registrations on ports within the SPBV domain. 8.31.01
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Shortest Path Bridging Problems Corrected in 8.31.02.0015

Introduced in
Version:

The agreement protocol for Spanning Tree internal to the SPB region requires an exch
of BPDUs greater in number than what is required for rapid failover in RSTP or MSTP.
Spanning Tree software rate limiters may cause a BPDU drop durirgthiange causing
the protocol to be interrupted for a HELLO period, two seconds by default, until the ne
periodic transmit of a BPDU. This will delay convergence when SPB has the digest
convention configured for loopFreeBoth.

8.31.01

System crashes whearboot one blade in a muHilade system with message similar to:
"<161>0ct 30 08:40:27 0.0.0.0 System[7]Chassis coherency timeout exceeded, resett
delta:222000 curr:335186 nts:113186 nto:30000 hw:0x37000000 Ink:0x37000000
nv:0x37000000 img:0x370000&fax:0x37000000 ( 0x00e8535c 0x0071b18c 0x01lad45¢
Oxeeeeeeee )".

8.31.01

Port state may be listening for SPB internal port due to neighbor transmitting BPDUs w
the agreeDigestValid flag persistently false.

8.31.01

Spanning Tree Problems Corrected in 8.31.02.0015

Introduced in
Version:

Module might reset with messages similar to: "serverWatchDog.3 client 18(MstpCint)
ready in 3365".

6.11.01

A root or alternate port may get stuck in a state where it will not respond to a proposal
BPDU with amgreement BPDU. This will cause port forwarding for the connected

designated port to use timers rather than the rapid forwarding mechanism. Additionally
the designated port is configured for Ip (Loop Protect), it will detect a loop protect even
and ranain in the listening state.

7.60.01

The Multisource function detects multiple BPDU sources received on atpeiatint link

and sets the pointo-point operational status to false. The poitat-point operational status
is an input into the rapid transition to forwarding capability for ragganning tree. It is alsq
a factor in the Loop Protection mechanism and in Shortest Path Bridging.

A port that receives BPDUs from multiple sources where those sources are exclusively
different ports on the same transmitting bridge will not be triggefedmultisource and will
reman operationally pointo-point.

8.31.01

FDB entry not removed for IST port in an SPB region during a topology change. This g
cause traffic assigned to VLANS mapped to SID O to be directed out the wrong port un
FDBentry times out.

8.31.01

A port on the root bridge may select a backup role instead of a designated role if it recs
a BPDU from another bridge where the role in the flags field indicates a designated rol
root identifier is thelD of the receivirg bridge and the transmitting potDis lower than the
receiving port id.

7.00.01

VSB Problems Corrected in 8.31.02.0015

Introduced in

forward packets received on the chassis the blade resé¢biports on the remote chassis.

Version:
In a software VSB chassis, Precision Time Protocol frames (PTP), will not be forwarde
. . 8.11.05
any ports that aren the chassis remote from one that packet was received on.
In asoftware VSB chassis, if a blade with active VSB ports resets, thefgenaaiailure to 7 40.01
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Features Enhancements 8.31.01.0005

Enhancements in 8.31.01.0005

Shortest Path Bridging|EEE 802.1aq Shortest Path Bridging (SPB) is a protocol that provides data traffi
shortest cost path between any pair of switches in the SPB network. SPB features dynamic route calcul
I £22LIMFNBS [ F@SNituw ySGg2NInLy®R FKEG{ Op FRIESA S¥|
VLAN (SPBV).
Routing as a Service (RaaRouting as a Service (RaaS), also known as Virtual Fabric Routing, is an intg
routing service providing a simple, scalable and efficient virtualizedmguiver any L2 network infrastructure
that eliminates all routing protocols within the SPB domain of the netwbike. RaaS Fabric can scale from g
single or pair of chassis to a collection of devices where all of the devices in the SPB domaiet¥dinie
work as a single and collective layer 3 forwarding mechanism.

SFP/SFP+ Extended InformatieBiagnosticnformation for supported transceivers is providéd.addition to
serial number and model details, digital diagnostic information is disglayeh as Temperature, Voltage,
Transmit Current, Receive Power, Alarm State as well as High/Low thresholds.

Bi-Directional Forwarding Detection (BFD) Enhancements:

Shared Fate With Shared Fate, all routing protocols can be notified within a singlesB§4on, previous
releases supported OSPF protocol only.

Graceful Restart ¢ Support has been added to simultaneously use the routing protocol GracefiaRevith
BFD, in previous releases these features were mutually exclusive.

Local and Remote Echdzcho functionality allows the BFD feature set to test a neighboring routers forwa
plane.

IP Tunneling Enhancements:

NAT Services SuppefNAT /LSNAT/TWCB functionality is now supported for IP tunnel interfaces.

Layer Tunnel Switchinrgsupport tas been added to allow traffic to be switched directly from a tunnel
interface to another tunnel interfacd?revious releases supported switching to/from Aonmnel to tunnel
interfaces.

L3VPN Enhancements:

L3VPN over SPB Cefupport has been added support L3VPN over BGP/Shortest Path Bridging Core
network. This feature allows the use of a SPB transport for L3VPN functionality.

L3VPN over an IPv6 BGP/MPLS C8upport has been added to support L3VPN over IPv6 BGP/MPLS Cq
network. Previous releasesupported L3VPN over IPv4 BGP/MPLS Cores only.

L3VPN Graceful Rart - Gracefulre-start is supported with GRE / L3VPN implementations allowing
forwarding of existing L3VPN traffic during protocol restart events.

NAT Services EnhancemerBasicStateful Firewall like functionality utilizing the embedded NAT services
SyaiayS (2 LINBOARS O2yySOGA2Y AYAGAFGAZ2Y 2yfiTisT¥
feature can help secure internal resources from being directly compeahiiem devices entering the networ
FTNRY G2dziaARSeé AYyGSNFIFIOSad ¢KAa FSIGdz2NB dzaSa
Multicast Buffering EnhancementEnhancement to support buffering of the initial packets of an IP Muslticg
flow that arrives prior to the Multicast Routing Protocol determining the proper roBtevious releases woul
drop the initial IP Multicast packets to be routed prior to the Multicast Routing Protocol determining the 1
ISIS Graceful R8tart- Graceful Re&Start for the 19S protocol has been adde@raceful Restart provides for
'y L{mL{ NRdziSNJ (2 O2yildAydzsS (G2 F2NBINR SEA&GAY
L{nmL{ a2Fdadsl NB LINROSaao®

IP Service Level Agreementaiancements

This release adds two new types of UDP timing probes to the (IPSLA) feature suite.
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Enhancements in 8.31.01.0005

UDP Timing ProbdJses a variation of the UDP echo paradigm to contact a destination device to determ
the roundtrip-delay as well as packet delay vaati(jitter). Packet delay variation requires both endpoints
support the IPSLA feature and have their clocks synchronized.

DNS Timing ProbdJses the DNS protocol to transmit a DNS query a destination device to determine the
round-trip-delay of the DNS answer.
UDP/DNS State Prob@rovides the ability to verify data in a DNS resource record in the answer section (¢
DNS response packet.

VRF Capacity Increasé¢ KS ydzYo6SNJ 2F Reyl YAO *wCQa adzlJL}2 NI S
This increase is only applicable to modules with 2GB of RAM. (S180/S140/S155, SSA180/SSA150A)
New FeatureLicenses:

S1/S1A Policy User Capacity LieeB&E OSUSER Policy User Capacity license to allow support up to 8k us¢
Used for single fabric systems installed in S1/S1A chassis.

Flow Capacity LicenseEOS-low- Flow capacity license for SSA /Purview appliance 10G ports to allow 1
flows per @reFlow2 ASI@\pplicable to 10G ports only, see port to ASIC mapping.

Problems Corrected in 8.31.01.0005

802.1d Filter Database Problems Corrected in 8.31.01.0005 Introduced in

Version:
In customer bridge mode, packets destined for the provider britgfevork group address 8.21.01
are forwarded. o
MAC addresses that should age out form filter database will fail to dorsofrequency of 107.19

this will increase with lower mac age times.

Introduced in

802.1x Problems Corrected in 8.31.01.0005 S
Version:

When using EAP Authentication Methods that require passing certificates, if the packe
those certificates are greater then 1760 bytes, a portion of those packets may be 8.20.02
transmitted with invalid data.

Introduced in

ACL Problems Corrected in 8.31.01.0005 L
Version:

When a packet with a protocol other than IPv4 or IPv6 matches an L2 ACL, the L2 soy
destination addresses will be displayed in place of the IPv4 and IPv6 addresses and th 8.11.01
ethertype will be displayed as a hex value.

When an L2 ACL is applied to an interface, removed from an interface or when an L2 4
currently in use is modified, connections may not be removidts can cause traffic to flow
as it did before the change was madeggling the interface dowtmen up will clear all
connections and allow the L2 ACL to be correctly applied to traffic.

8.11.01

ARP Problems Corrected in 8.31.01.0005 Introduced in

Version:

Packets sent from a VRF host may be delayed while the ARP is resalgiidnally the 7 60.01

destination host may see 10 or more ARP requests to the destination IP address. T

If the ARP table contains an entry for 0.0.0.0 or 255.255.255.255 then an SNMP MIB V 7.00.01

will result in a loop. T

The router configured on a service prpvjder§witch may respor)dAto ARPs receive,dAon 791.01

customer VLAN whenthe VLADY I U OKSa | NP dzu ©ONIerdversely, th& N, T
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ARP Problems Corrected in 8.31.01.0005

Introduced in

immediately after it is deleted.

Version:
router configured on a customer switch may respond to ARPs received on a servicepr
VLAN when the VLABmatchesr NER dzi SN & Iy G SNF I OS +[ ! &
Using the command "clear arp <ipAddress>" may not function properly when clearing
ARP or ND entry in the stale statithe host is still up a new ARP or ND entry will be adg 7.00.01

BGP Problems Corrected in 8.31.01.0005

Introduced in

configured.

Version:

The 'show ipv6 bgp dampenedutes' command does not support a ‘'wide' option in whic 8.01.01
all output appears on one line. T
There is no CLI commatmldisplay all of the parameters associated with a BGP rape 8.20.02
dampening configuration table. T
The BGP peering session between two BGP peers may bounce if BGP is running ovet
tunnel interface, BGP is advertising a large number of routesjuanido packets are 8.21.01
disabled on ports in which the BGP packets are transmitted.
A system reset may occur if BGP peering sessions bounce while loading the full Intern 7 20.01
routing table.The follaving error message will appea8MS asert in gbnmutil.cat line 478’ T
BGP does not provide a CLI command to allow thetasgwecify a per peer local AS 7 20.01
number. T
BGP prefidists referenced from a BGP routeap may not function in cases where the 7 20.01
prefix-list has been configured, removed, aretonfigured in a short time period. T
If a BGP Update message is received with no NLRI path attribute the peering session 7 20.01
down. T
The "orfassociation" setting for BGP rodteaps matching the mplsgp-vpn sub address
family will notbe internally programmed after the vpnv4 or vpnv6 addrtsmily is disabled 8.01.01
and then reenabled.
The BGP nestiop for ipv6 L3VPN routes will not change to the local ipv6 address after
negating the vpnv4 addregamily. The mapped ipv6 address basen the local ipv4 8.01.01
address is still used in this case.
The 'show ipv6 bgp' command does not support a 'wide' option in which all output apps 730,01
on one line. T
The 'show runningonfig' and 'show config' outputs may display extra whitacgpbetween

: , 8.22.01
options for the BGRggregate address' command.
Configuring OSPFv2/v3 administrative distance can cause a DSI in tRtrPtcls if BGP is 8.22 01

CFM Problems Corrected in 8.31.01.0005

Introduced in

will notinteroperate with CFM MPs residing on bridges running in provider mode.

Version:

CFM PDUshat contain the SenderID TLV will be improperly discarded as invalid frameg 8.21.01
Remote MEP states may be incorrect on CFM MEPSs that are configured on LAG ports 8.02.01
span more than one module. T
Remote MEP states may be incorrect on CFM MiERdave no VLAN configuration ("Por

" 8.21.01
MEPS").
The “verbose" modifier for the "show cfm ... linktrace” CLI command has been remove 7.91.01
Sending CFM Linktrace messages from MEPSs residing on a bridge running in customeg 8.01.01

5/16/2016 P/N: 9038874 Subject to Change Without Notice

Page: 510f 116

F0615-O




S-Series and S-Series Standalone Customer Release Notes

DHCP Problems Corrected in 8.31.01.0005

Introduced in
Version:

When using an ielper and the option 82 dhcp relay information option for VPNs, DH(
packets may not beroperly relayed.

7.40.01

DNS Problems Corrected in 8.31.01.0005

Introduced in
Version:

When a VLAN interface is removed from the configuration the associatedNBMS8s are
also removed but the DNISames count is not decrementetihis makes it appedhat

more DNSNames are configured than actually are and may cause an error when new I
Names are configured.he count will be correct if the router is rebooted.

7.91.01

Graceful Restarfroblems Corrected in 8.31.01.0005

Introduced in

Version:
Graceful restart for BGP/OSPF is not working with VPN routes. 8.01.01
Graceful restart in an L3VPN environment may fail if the OSIE pption is enabled. 8.22.01

HostDos Problems Corrected in 8.31.01.0005

Introduced in

Version:
Enabling the HostDg#rtScan feature mistakenly filters inbound packets on port 22 wh
SSH is enable#lostDoS should only filter these packets when SSH is disdhlisdnay
render the switches SSH server inoperable, and the DoS attack detectiomimg produce
false podives.A workaround is to not enable HostDos portScan, or to enable it but with 7.30.01

relatively high portScan rate limiBnother workaround is to disable and theneaable SSH
(via a Telnet or console connectiorjowever, the problem will return following system
reboot.

IGMP Problems Corrected in 8.31.01.0005

Introduced in

Version:
IGMP may lose track of where a flow entérthe system. It may cause fldwterruption due
: : 7.79.00
to badinternal hardware programming.
It is possible for IGMP to lose track of whigrt a flow comes in, and caus@e IGMP verify 7900
failed, status:0x00020000 message. o
When the command "set igmp flowait" has bothoper-state and time set on theame 8.11.01

line, only the opesstate is set.

IP Interface Manager Problems Corrected in 8.31.01.0005

Introduced in
Version:

When removing a Lay&} interface using the "no <interfaceName>" command you may
receive a difficult to decipher error message if the interface does not exist.

7.41.02

IPSLA Problems Corrected in 8.31.01.0005

Introduced in
Version:

The SLA scheduler sulmde command 'reset' cannot be entered while the SLA entry is
scheduledIn order to reset the attributes for the entry, the user must stop the SLA entn

the 'stop’' command in the SLA scheduler-sabde.

8.01.01
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IPSLA Problems Corrected in 8.31.01.0005

Introduced in

The user wileither have to remove the SLA entry from VRF in which it is configured, or
choose a different SLA entry to configure.

Version:
The user will see the following CLI error when attempting to configure an SLA entry thg
been previously configured in another VRF:
" Error: Command failedcreate IpSla Entry ' 8.11.01

IP Stack Problems Corrected in 8.31.01.0005

Introduced in
Version:

ICMP echo requests to IP interface addresses exceedinget@&cond will not all be
answered.

8.20.02

IPv4 Forwarding Problems Corrected in 8.31.01.0005

Introduced in
Version:

Host routes advertised from the hestobility routers are installed in other hestobility
peers that direct frames to the coiiastead of the directly connected networks.

8.21.01

IPV6 Forwarding Problems Corrected in 8.31.01.0005

Introduced in

prefix length.

Version:
Given overlapping IPv6 routes with different prefix lengths, the 'show ipv6 route
<prefix/prefix length>' CLI command will oslyccessfully display the route with the 7.00.01
shortest prefix length.
When overlapping prefixes exist in the IPv6 route table, the CLI command 'show ipv6 1
<ipv6address>' will return the route with the shortest prefix length instead of the longe 8.01.01

IPv6 Neighbor Discovery Problems Corrected in 8.31.01.0005

Introduced in

response for the solicitation may contain a destination MAC address of 00:00:00:00:00

Version:
ARP/ND entries may expire early if the host does not respond to periodic ARP/ND refr 8.21.01
attempts. o
It is possible to configure a Static ND entry which uses the same IP address as an inte 7 00.01
address or VRRP address if the static ND entry is created before the other address. T
The configuration commands "arp" and "ipv6 neighbor" allow inval®iN/interfaces such

7.00.01
as vlan.0.4095.
The router will ignore IPv6 Neighbor Advertisements if the Neighbor Advertisement do
not contain a Target LiAlyer addressThis is true even if the neighbor solicitation was a 7.41.02
unicast request.
If arouter receives a Neighbor Solicitation without a Source-Laker address then the 7 01.02

ISIS Problems Corrected in 8.31.01.0005

Introduced in

defined, the systemiDmay be displayed instead.

Version:
CLicommands 'ip router isis' and 'ipv6 router isis' are not provided under loopback 730,01
interfaces. T
ISIS Hostnames exceeding 10 characters cannot be displayed with the 'isis database' 8.21.01
command. T
Processing very high rates of unknown traffic rnayse ISIS routes to be lost. 7.91.01
When displaying complete ISIS database information for a router that has a hostname 8.12.01
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Jumbo Problems Corrected in 8.31.01.0005

Introduced in
Version:

PortJumbo MTU settings allowed for values below 1519.

8.01.01

LSNAT Problems Corrected in 8.31.01.0005

Introduced in

Version:
Fragmented packets are not allowed to traverse across an LSNAT6/4 or LSNAT46 vse
: 7.91.01
the packets will be dropped.
Notranslation of ICMPV6 Packet Too Big to ICMPv4 across an LSNAT64 router. 7.91.01
It is possible for the command "show ip slb statistics" to display '0' deleted Sticky Entri
) : 7.11.01
regardless of how many sticky entries have been deleted.
The inner UDHCP hdr checksum on an "ICMP Error" may be incorrect. 6.00.02
The serverfarm must be removed before modifying the vserver serverfarm configuratia 7.20.01
When issuing an ICMP request to a VIP that is accessed using MPLS the ICMP Requg 79900
not reply. .99.
LSNAT66/MPLS reverse translation has malformed IPv6 header (and bad TCP chksur 8.20.02
The cli command 'show ipv6 route <address>' does not work for LSNAT virtual IP add 7.00.01

Management Problems Corrected in 8.31.01.0005

Introduced in

Version:
Message "masterTrapSem time out, dropping trap"” may appear in message log indica
: 7.62.06
SNMP trap being dropped.
Entity mib "modelNumber" data corruption. 7.00.01
Entity MIB is missing entries for fan tray modules presetiie SSA180 class. 8.01.01
WebView Chassis display is limited to only 13 slots. 1.07.19

MLD Problems Corrected in 8.31.01.0005

Introduced in
Version:

When MLD includes sources different from the real multicast source, the following errg
message wilhppear: 'qptuaapi.c at line 1324'.

8.21.01

MPLS Problems Corrected in 8.31.01.0005

Introduced in

Version:
Ingress MPLS Labeled packets on a Service Provider port contains unexpected data 3
8.22.02
MPLS header.
After router failover, somédilter connections may not be removed in MPLS networks. 8.11.01
If IPv6 MPLS is deleted from the configuration and then restored, MPLS labels are not
. ) 8.21.01
assigned to FECs for routes learned in the core.
The CLI command 'show mpls forwardtagle' cansumes a large amount of available CP
. . ) 8.20.02
to generate its output with large route tables in place.
The CLI command 'show mpls forwardtagle' operates very slowly with large routes 8.20.02
tables in place. T
The L2 MAC address were not being updatetthe Soft Forwarding path for MPLS flow. 8.20.02
The 'prefix' suboption to the 'show mpls forwarditale' command is not functional. 8.20.02
Transformation was using MPLS label TTL instead of Inner IP' TTL. 8.20.02
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MPLS Problems Corrected in 8.31.01.0005

Introduced in

Version:
When MPLS is enabled after systboot, MPLS FECs are unnecessarily created for eact 8.20.02
connected subnet. T
When there is more than one nexthop for a given route via ECMP, only one nexthop
) ) . \ 8.20.02
appears in output of 'show mpls forwarditgble'.
Wrong MTU value set in ICMP Fragnadinin Needed/ICMPVv6 Packet Too Big packet ser 8.20.02

when MPLS/L3VPN labels added to packet making it too big for egress.

Multicast Problems Corrected in 8.31.01.0005

Introduced in

Version:
If a VLAN has an egressing tunnel port, and IGMP/Méiaisied on that VLAN, multicast 8.20.02
may not follow proper forwarding rules. T
It is possible for modules to reset with the following messadlyiachine Check exception 8.11.01

Thread Nametlgmplnp", at boot time, and may also get stuck in a constant rebogt.loo

MVRP Problems Corrected in 8.31.01.0005

Introduced in

Version:
A dynamic MVRP vlan will not be deregistered on a port when the "set mvrp vlan restr 7 91.01
enable” command is entered. R
Dynamic VLANSs that were registered by MVRP magtsti up in "show vlan" when there
are no longer any egress porighis can happen if the egress was registered on a modulg 7.91.01
port that has since joined a LAG.
The "show vlan" command may show that egress on a port unexpectedly continues to
seenon a VLAN that once was dynamically registered by MVRP if the VLAN is configu 7.91.01

statically on that port and then subsequently removed.

NAT Problems Corrected in 8.31.01.0005

Introduced in

Version:

Configuring a NAT static rule with thelow_frag" option would not result in the
" " : . . 8.11.01
allow_frag" set on the configuration line.
For MPLS Soft Forwarding Path flows using NAT the ether offset was incorrect so the 8.20.02
TCP/UDP checksum was not being updated. o
If ACLs configured imultiple list rules configured on different VRF's yield the same 7 20.01
permissions, a NAT binding may be created on the wrong VRF's. T
It is possible to create a hairpin connection when an inside address is destined to a NA 7 91.01
global address used in anothRAT binding. R
MTU discovery packets may not be transmitted if the ingress is a jumbo and the packe

, 8.21.01
NAT'd.
Router does not respond to neighbor solicitations for NAT addresses. 8.11.01
When a "nat inside" and a "nat outside" is configt on the same interface it is possible 7 91.01
that the return NAT'd packet will be dropped and the nat translation will not work. T
When accessing NAT over MPLS the packet will not be NAT'd. 7.99.00
When using NAT route leak with an inside_vrf over rtipgsNAT translation will be 79900
dropped. T
While Processing many LSNAT TFTP packets it is possible that some TFTP data pack 7 91.01
be dropped. T
Ingress MPLS labeled packets Soft path Forwarding offset was incorrect by 4 bytes. 8.20.02
When ruming NAT over MPLS the NAT packets will not be processed. 7.99.00
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Neighbor Discovery Problems Corrected in 8.31.01.0005

Introduced in
Version:

The "age" column for the command "show ipv6 neighbors" displays the last time the N
entry was updated insteadf the entry's age.

7.40.01

NETFLOW Problems Corrected in 8.31.01.0005

Introduced in

valid Next Hop Router field.

Version:
When clearing config (clear linecard X), for a linecard that is not inserted and active,
NetHow port enabled settings will not be cleardfisame, or new linecard is-ieserted, 7.03.01
NetHow will still be enabled on those ports.
When running in Netflow Version 5 mode, records exported for routed flows may not h 7 20.01

Node Alias Problems Corrected in 8.31.01.0005

Introduced in
Version:

If nodealias is disabled on a given port and the maxentries value is set to default, after
upgrading to firmware version 8.11.01 or newer will cause the maxentries value to be §
the previous default value.

8.11.01

OSPF Problems Corrected in 8.31.01.0005

Introduced in

65535 instead of 1.

Version:
If a config file saved prior to version 7.60 contains an OSPF passive interface, it will cg
box to hang if &onfigurgls executed on an upgrade. The config file can be edited to 8.22.02
format vlan.0.# instead of vlan # to allow upgrade.
If a saved config file contains an invalid OSPF area range command, it will log an erro
: . . 8.22.02
configure. The invalid command had no effect.
The "debug ip ospf packet” display for virtual interfaces reads "Interface not found for
- " 8.11.01
ifindex 0.
When changing an OSPF network's area id then failing over, the original area id is run
- > . B , : 7.00.01
seen in "show ip ospf interface", though the config reflects the new area id.
With the removal of passivmterface default, the no passivaterface comnands are 8.11.01
removed, but they return on reboot of the routeéFhey have no adverse effect. T
OSPFv2 defauibformation originate metric command incorrectly shows a range-65835 8.22 01
instead of 1. T
An assert in thread tRtrPtcls may occur vtk following message "SMS assert in
godmbld3.c at line 377 : || (Is_id == NULL) O (\NBB_MEMCMP (&return_cb 8.11.01
>|sa_header.Is_id, Is_id, QOPM_ID_LEN" if OSPF AS external Isa's exist that fall undg o
rfc2328 appendix E.
If OSPF is configured to use anvexistent track object for cost, it does not calculate the 8.21.01
cost based on the configured reference bandwidth but leaves it at default. T
When running OSPFv3 with shdimks configured, an assert in tRtrPtcls can occur with tf
following log "SM@&ssert in goamack.c at line 753 : != (if->atelayed_ack_list).prev 0x0xQ 8.01.01
NULL 0x0x0"
The OSPFv3 defadiitformation originate metric command incorrectly shows a range-of 8.22 01
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Perisitence/NonVol Problems Corrected in 8.31.01.0005

Introduced in
Version:

Blade may reset with the following log message after a configuration change:
<1>NonVol[5.tNVolCUp]cleanup:Remove() of first file on store=0, fileIndex=0 majorld5
failed retval=3

8.20.02

Platform Problems Corrected in 8.31.01.0005

Introduced in

Version:
"show system utilization slot <slot>" allows invalid slot numbers such as 0. 6.00.02
Module mightreset with message similar to
<1>DistServ[4.tDsBrdOK]serverWatchDog.1(Config), client 63(PEME) in recv for 6007
o = - A = N = = = 4.21.09
W nEnnRan¥TdSn neEnnctonHn nEnncTtntl O nEn
being updated.
Replacement of a chassis line card in a Bonded chassis with the same hardware and
, : S : 7.00.01
firmware failed, resulting in a rolling DSI reset.
After dot removal and rdanstall, board present status is sometimes incorrect. 8.21.02
Setting the MAC age time to 10 seconds may cause the tNtpTmr task to use high amo
o 8.21.01
CPU processing time.
MAC addresses were not learned before settingcapnection. Once addresses are resoly 8.20.02
the reframe RIB programs and CNX is established, message is removed. T
An incomplete core file will be left after a reset for the following error message:
<0>System[4]watchDogTask() application Ch&slierency (2) failed to run in 300 secon 1.07.19
( 0x00c77d1c 0x0045fcb0 0x01830eal Oxeeeeeeee )
Chassis may reset without any indication if too many boards are inserted causing the
) ) R 7.00.01
consumed power to exceed the chassis power supply avaitaller confguration limit.
The CLI command 'show system' continues to display stale vievhGPS after blade swap 7.00.01
For Schassis (S1/S4/S6/S8) which contains S150/S130 class modules, a backplane fa
: : . 7.00.01
may rarely get into a bad state anduse packets dropped in fabric.
For Schassis which contains S150/S130 class modules, a bad backplane fabric link ms
: 7.42.02
prevent the blade from booting up.
Very infrequently, when flooding frames that are larger then 10,000 bytes, a message
similar to logged: 8.21.01
Fuji[3.tNimIntr]Fuji TXQ MAIN intr: Fuji=7, Adr=0, Reg=0x00000004 o
There are no negative effects, other then the message being logged.
When an SSeries system is initialized with SFP modules (operating at 1Gbps) inserted
multiple ports of a SOK2268104 or SOK2208204 option module or 10G ports of S130, 8.21.01

S150 or S155 class module, one or more of these ports may fail to successfully link wi
respective peer.

POE Problems Corrected in 8.31.01.0005

Introduced in
Version:

t29 O2yFAIdzNI GA2Yy YAIKEG 6S t2ad0 6KSy LI
Controller is being updated.

7.70.00

Policy Problems Corrected in 8.31.01.0005

Introduced in
Version:

Policy MAC address rules may not be immediaplyiied to flows on Tunneled Bridge

Ports.

8.21.01
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Port Interface Manager Problems Corrected in 8.31.01.0005

Introduced in
Version:

Debug syslog message generated when an attempt to create a layer 3 interface is ma
an out of range value:
PiMgr[1.tConsole]generatelfindex():retval=0;owner(0);mediaType(7);mediaPos(4096)

7.00.01

Port Status/ControlProblems Corrected in 8.31.01.0005

Introduced in
Version:

A message similar to: "Fuji MAC MAIN intr: Fuji=4, Adr=0, Reg=0x00080000" lmggduk
if a tagged packet between 10244 and 10247 bytes (inclusive) in length is received on
jumbo-enabled port.

7.00.01

RIPng Problems Corrected in 8.31.01.0005

Introduced in

not displayed in show running.

Version:
If RIP is configured with passive interfaces and RIPng is configured, the {iatesiaees
. ) ) 7.30.01
will function correctly but be displayed under RIPng.
When a RIPng interface is configured to be passive, the passive setting takes effect by 73001

RMON Problems Corrected in 8.31.01.0005

Introduced in
Version:

Changing the owner string within an RMON command will result in a small memory leg

5.01.58

Spanning Tree Problems Corrected in 8.31.01.0005

Introduced in

value.

Version:
BPDUs are not processed when marked for discard by Policy. The port role and state
designated forwarding. When the port is an in@witch link and the attached port is 4.00.50
designated forwarding, a loop will form if there is redundancy.
The "set spantree backuproot" command completes successfully but will not modify th 8.20.02

SYSLOG Problems Corrected in 8.31.01.0005

Introduced in

messages indicating it wasessed.

Version:
Failed to set101" error is seen during logging configuration. 3.11.04
"showsupport" or "debug messagelLog message" result in an exhaustion of memory ai
y _ o 1.07.19
error message'memPartAlloc: block too big".
Pushing the "Offline/Reset" button dhe SSerieamain board modules will not display any 8.01.01

Tracked Objects Problems Corrected in 8.31.01.0005

Introduced in
Version:

"Failed to set101" error is seen during logging configuration.

3.11.04

Tunneling Problems Corrected in 8.31.01.0005

Introduced in

Version:
After routerfailover, some filter connections may not be removed in L3VPN networks. 7.91.01
ICMP need fragmentation messages sent to a L2 tunnel source were not properly dec

8.21.02
and forwarded.
LSNAT is incompatible with tunnels. 7.22.01
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Tunneling Problems Corrected in 8.31.01.0005

Introduced in

are sent to forwarding plane.

Version:
NAT commands anmeote available on tunnel interfaces. 7.31.05
The TOS or TrafficClass value_ is not prc_)perly prqpagated from the inner IP header to t 7 41.02
outer IP header when performing L2, 4 in 6, or 6 in 4 encapsulations.
When using the command "show port counte&tsors nonzero", error counters for Virtual
Private Ethernet ports (tbp.0.*) may incorrectly show remro values when no errors have 8.21.03
actually occurred.
The description command was missing from the tunnel interface CLI. 7.41.02
The description 0 command is unavailable on a tunnel interface. 7.42.01
Layer 3 VPN filter connections created on router failover are not removed when new |3 7 91.01

VLAN Problems Corrected in 8.31.01.0005

Introduced in

supported.

Version:
If the Ingress Priority and VLAN were both 0, the packet was being treated as untagge 8.01.01
Ingress Service Provider tagged packets with Customéegi@nd MPLS Labels are now 7 91.01

VRRP Problems Corrected in 8.31.01.0005

Introduced in

should become master after skew_time but waits 3 * ADV_INTERVAL + skew_time ing

Version:
When using VRRP fabric route mode, if a packet is sent to a host that is connected to
router that is in fabriccoute mode (through the master router), the ARP response for thg 7 60.01
host will not make it back to the master routdrhis is becausie ARP response will be T
consumed by the router in fabric rovtmode.
A Neighbor Advertisement or Router Advertisement may be sent from an IPv6 interfac
using the hardware MAC address instead of the Virtual MAC address when VRRP is 7.20.02
configured.
A VRRP critical IP address that is configured on a local interface may be reported as " 7 73.01
when it is really up. e
Adding or removing IP or IPv6 addresses to VRRP VRIDs may cause the Master IP ag 741.02
be blank until the VRRP interfaisedisabled and renabled. T
After a highavailability upgradethe router will not respond to pings to the VRRP Virtual ~.00.01
address. T
Cannot use an ACL Name that is 64 characters long for the "vrrprioslity-acl” 7.00.01
configuration command. T
IPv4 VRRP advertisements may be transmitted with a TTL of 64. 8.20.02
The Master advertisement interval is reported for VRRPv2 when using the "show ip vri 8.21.01
verbose" command. T
The master down timer for VRRPv3 incorrectly uses the VRR&2girvalues. 7.00.01
The router may generate "Unable to bind to address” syslog messages when an IPv6

8.02.01
VRID becomes master.
The router may not respond to echo requests on the backup router after enabling VRR 7.00.01
"acceptmode”. T
Thetask tVrrpEvt may cause a core dump and result in a module reset. 7.00.01
When a VRRP VRID in backup mode receives an advertisement with a priority of zero 8.21.01
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VRRP Problems Corrected in 8.31.01.0005

Introduced in

running VRRP vipv4.

Version:
When a VRRP VRID is the master the "show ip vrrp" command will show the default "N
Advertisement Interval” when the correct value should match "Advertisement Interval” 8.22.01
the VRID (since it is the master).
When using the "prob&ame" option forthe "vrrp criticalip" command the "remote"
option is required but the CLI allows users to enter the command without the option 7.21.03
causing the command to fail.
When removing a VRRP VRID from configuration the VIP may not be available to use
subsejuent VRIDs if the command for the VIP address is negated just before the VRID 8.21.01
disabled.
VRRP drops packets from routers that use an IP pseudo header for IPv4 packets whe 7 00.01

VSB Problems Corrected in 8.31.01.0005

Introduced in

currently too busy to validate bonding port xx.yy.zz enable.

Version:
When bonding is disabled on a VSB port, a message similar to:
'mazamal[4.tDispatch]txPacket Ini A R G E. £ 2 O Ymayhe loggedTheze dre { 8.11.01
no negative effects, othahanthe logging of the message.
When the sebonding port enable command is given a list of ports, ports may fail to be
enabled. This error will be accompanied by the syslog message "'Bonding[7]The syste 8.21.01

Problems Corrected in 8.22.03.0007

802.1x Problems Corrected in 8.22.03.0007

Introduced in
Version:

When using EAP Authentication Methods that require passing certificates, if the packe
those certificates are greater én 1760 bytes, a portion of those packets may be
transmitted with invalid data.

8.20.02

Host Problems Corrected in 8.22.03.0007

Introduced in
Version:

ICMP echo requests to IP interface addresses exceeding 100 per second will not all bg
answered.

8.20.02

VRRP Problems Corrected in 8.22.03.0007

Introduced in
Version:

IPv4 VRRP advertisements may be transmitted with a TTL of 64.

8.20.02

Problems Corrected in 8.22.02.0011

ARP/ND Problems Corrected in 8.22.02.0011

Introduced in
Version:

The number ARP/ND packets dropped due to existingliraiters is not accessible.

8.02.02

ARP Problems Corrected in 8.22.02.0011

Introduced in
Version:

When the router receives a broadcast IP packet it may generate an ARP request to res
255.255.255.255.

8.21.01
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BGP Problems Corrected in 8.22.02.0011

Introduced in
Version:

MDS5 Authentication over IPV6 BGP peering sessions will not allow peering sessions t(
establish with third party devices.

7.30.01

Hardware Problems Corrected in 8.22.02.0011

Introduced in

Version:
System may log the message:
"Default[4.tNimIntr]Assertion failed: SOC_REG_IS_VALID(unit, reg), file
ffirmware/common/bcmStrataDrv/04_09_22/sdk/src/soc/common/./reg.c, line 2884 8.02.01

(0x00c77d1c 0x00414b2c 0x00f421f4 0x00f45d90 0x00d4beOc 0x00d43b9c 0x00447
0x0046f450 0x01830edIxeeeeeeee )" and reset.

IPv6 Problems Corrected in 8.22.02.0011

Introduced in
Version:

A deferred IPv6 packet destined to subnet via aladal nexthop address and deferred to
neighbor discovery for MAC resolution may not be successfully transmitted when neig
discovery completes.

8.22.01

LLDP Problems Corrected in 8.22.02.0011

Introduced in
Version:

"set lldp port txtlv poe" and "set lldp port ttiv medpoe" commands may be missing in &
chassis that contains ngpoe blades.

8.01.01

LSNAT Problems Corrected in 8.22.02.0011

Introduced in
Version:

When packets ar&ragmentedonly the first packet should change the L4 Header r§lte
have been added to accomplish this.

7.00.01

Management Problems Corrected in 8.22.02.0011

Introduced in

Version:
Console session or telnet session gets stuck after login. 4.11.18
A message similar to "serverWatchDog.1(Config), client 75(ifMIB) in recv for 6058 tics]
be logged (followed by a system reset) when a card with SFP+ ports is booted and ong¢ 8.21.01

more of these ports contain SFP modules.

MPLS Problems Corrected in 8.22.02.0011

Introduced in

Version:
A reset occurs when the MPLS/L3VPN data structures are exhausted. 8.21.01
In MPLS with minimum of two P routers in network, ICMP errors generated by all but |3
router are not successfully transmitted to tiseurce of the packet causing the error. For 8.20.02
example, traceroute will report loss of packets.
'mpls ip propagatetl' and 'mpls Idplabelallocate’ settings are not cleared when the 8.22 01

command ‘clear router vrf global' is executed.

Multicast Problems Corrected in 8.22.02.0011

Introduced in
Version:

Changing remote route to connected route may result in an assert similar to

"sms[1.tRtrPtcIs]SMS assert in gptufsms.c at line 1259"

8.20.02
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OSPF Problems Corrected in 8.22.02.0011

Introduced in
Version:

When OSPF routes are filtered from the RTM using a distHisttéf a route that matches
the filtered route but does not match the distributéist route-map, is introduced into the
RTM, it becomes stale and can never be removed.

7.00.01

OSPFv3 Problems Corrected in 8.22.02.0011

Introduced in
Version:

If running OSPFv3 and attempting to aggregate a range with more than the first six byt
containing a noreero value will cut off bytes and neither aggregate correctly nor display
range correctly.

7.30.01

Persistence/NonvoProblems Corrected in 8.22.02.0011

Introduced in

Message 8/346 Fatal Error 08.22.01.0020 04/07/2014 14:39:35

ERROR: file system check

Version:
When seeing the following error:
<3>Default[1.tusrApplnitimodulelsinSameLocation():Unable to open "/flash
2/moduleRecords/bassisSlotinfo.rec” for reading 8.21.01
isusually dudo a chkdsk repair of the DOS file system, any lost configuration is not recoy
from other blades in the chassis.
Modules with corrupt file systems could get caught in a reboot loop if the parent and
subdirectory structure are bad. A messajmilar to below would be seen in the log: 82101

Spanning Tree Problems Corrected in 8.22.02.0011

Introduced in

process a type 2 BPDU (RSTP or higher) or due to not receiving an STP BPDU in a tin
manner. It takes approximately 3 seconds for the Port Protocol State Machine tgnizeca
legacy device and switch to transmitting type 0 BPDUs.

Version:
When the spanning treeersion is set to stpCompatible, it is possible for a rhiétde or
stacked device to reset due to a watchdog timeout. The workaround is to set the versiq
any other value, which are all backwards compatible. The only configuration that requi
the setting of stpCompatible is when an attached device will malfunction due to trying t 8.21.01

Tunneling Problems Corrected in 8.22.02.0011

Introduced in
Version:

When a tunnel becomes operationally up, proper forwarding to some tunnel destinatio
may not start or resume.

8.21.03

VSB Problems Corrected in 8.22.02.0011

Introduced in

Version:

A blade introduced into a bonded system may not be able to get a copy of the running 7 00.01

image and get stuck in a reboot loop. T

VSB enabled module stuck in a reboot Ipdigabling then reenabling VSBvhen added to

VSB disabled chassis. This failure will occur when the module is installed in the same 8.21.01

location it last occupied. A workaround is to first move the module to a different locatio T

By doing this the module's pvious VSB configuration will be deleted.

The ‘clear bonding chassis' command does not clear an ‘inactive’ chassis after a syste 7.62.00

reset. T
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Feature Enhancements in 8.22.01.0023

Hardware Support Enhancements in 8.22.01.0023

Support for additional 10Géctive optical direct attach cable transceivers:

10GBF16SFPROGD, Active optical direct attach cable with 2 integrated SFP+ transceivers, 10m
10GBF26SFPROGD, Active optical direct attach cable with 2 integrated Sfsceivers, 20m

Captive Portal Re-direct Feature Enhancements in 8.22.01.0023

[ T LIADGS t2NIlFf dzaSa 1¢¢t NBRANBOUGAZ2Y (G2 F2NDOY
administrative web pageA network administrator can use this featuigr authentication purposes (a user
login and password), payment (i.e., at an airport hotspot), or ugadiey enforcementThis feature is an
extension of the Policy infrastructure, where Policy Roles may be configured to force redirection of H
traffic.

OSPF Default Route Injection Feature Enhancements in 8.22.01.0023

{ dzLILI2 NI F2NJ RANBOGfe@ I ROSNIA&aAY3I | RSrornuioti NJ
2 NA 3 Ay ( SEher©aeviwdlopgfibhdavailable, advertise the default rante the OSPF domain,
provided the advertising router already has a default rodtkkernatively, advertise the default route
regardless of whether the advertising router already has a default route. Option 2 is chosen by addin
Gt gledaéd | SIREFNRAARBY IGKS2yYy 2NAIAYIFGSE O2YYlI yRd

B G P Pas%s Throug h Route Feature Target Support Enhancements in 8.22.01.0023

This enhancement provides the ability to adjust the route targets applied to routes exported from a V
the BGP backbone in &3VPN network-unctionality includes the ability to merge existing rotdegets
with export route targets configured on a VRF or to replace export route targets configured on a VRF
the existing (pass through) routargets.

Problems Corrected in 8.22.01.0023

Introduced in

802.1x Problems Corrected in 8.22.01.0023 S
Version:

802.1x may not require an 802.1x supplicant to wait the configured quiet period (set dg
auth-config quietperiod <period> <pe#tring>) to start a new authentication aftarfailed 8.21.01
authentication.

Introduced in

ARP Problems Corrected in 8.22.01.0023 o
Version:

If system sends packet to a remote IP address, an ARP request for the remote IP addf

may be transmitted on a configured interface. 8.21.01

Introduced in

Auto-Negotiation Problems Corrected in 8.22.01.0023 Version:
ersion:

If "clear port advertise *.*.*" is executed on a system on which not all ports support aut
negotiation, the message "failed to set ifMauAutoNegCapAdvertisedBits on port x.y.z" 7.00.01
be displayed for each port that does not support antegotiation.

"Setting ifMauAutoNegRemoteFaultAdvertised (6.3.2.1.26.5.1.1.12) MIB valte
offline(2) for a port brings thport down until reset, even if 5.11.21
ifMauAutoNegRemoteFaultAdvertisedlue is changed to noError (1)."
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Auto-Tracking Problems Corrected in 8.22.01.0023

Introduced in

switched by the system

Version:

Auto-tracking radiugimeout-profile and radiugeject-profile per port configuration may

) . : ) 8.01.01
allow profilelD configuration that is greater than allowed by the system.
Outputted log event from autdracking and quarantin@agent "Unable to set policy rule" 8.01.01
port string is not user friendly. T
If auto-tracking multiauth sessions are configuredo® allowed on authentication required
ports then unauthenticated traffic matching the aut@cking multiauth session will be 8.01.01

BGP Problems Corrected in 8.22.01.0023

Introduced in

Path heading if the actual patch contains approximately 70 or more AS numbers.

Version:
When MPLS is disablesktablished state with BGP peers are lost. 8.02.01
The SSeries router currently does not have a mechanism to replace the export route tg 8.01.01
defined on a VRF with the existing route targets on an L3VPN route. T
The 'show ip protocols' commamalitput does not display the BGP mas limit. 8.21.01
The "show ip bgp" output of the AZath will display incorrect AS numbers if thePegh is

7.20.01
longer than 30 AS numbers.
The BGP Autonomous system number of O is accepted at the CLI even theumgp
indicates the minimum value is 1. In this case, "show configuration" output will not disp 7.20.01
the "router bgp <AS>" command.
The "show ip bgp <prefix> detail' command will display repeated instances of the sam 791.01
community and extendedommunity values in some cases. T
The 'show ip bgp peer <ip> advertisealites <prefix/length> detail' command does not
always display the correct communities and extendedhmunities associated with the 7.20.01
route.
Negating the BGP pegroup softreconfiguration command does not take effethe show
running-config output will indicate the command is negated, however the setting is not 7.20.01
negated internally.
Redistribution of 18S into BGP under nenf addressfamily mode will result in show
running-config output that is inconsistent with the required command syntax for the 7.30.01
"match" path type options.
The following error message may occur if deleting an instance of a routing protocol wh
contains redistribution entries with multipleeferences to the same routmap: "Error 7.20.01
decrementing route map <name>
The output of the "show ip bgp" command does not display any information under the 79201

Chassis Bonding Problems Corrected in 8.22.01.0023

Introduced in
Version:

During a time of chassis instability, a module in a Bonded chassis may reset after logg
error with format similar to'<0>Default[12.tBondProto]Assertion failed:
hdr>reqGeneration == generation, file

ffirmware/common/chassisBond/01_06_16/src/chassis_bond_protoco l.cxx, line 599"

7.72.01
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Chassis Bonding Problems Corrected in 8.22.01.0023

Introduced in
Version:

A module in a Bonded chassis may reset soon after power up. When this failure occur
message with format similar to:

"Default[14tBondProto]Assertion failed: hefreqGeneration == generation, file
ffirmware/common/chassisBond/01_05_15/src/chassis_bond_protocol.cxx, line 899"
logged.

7.72.01

Configure from fe fails when enablingonding.When this error occurs a messagjailar to
"<2>System[12]Detected missing or reset module, aborting configure” is logged.

8.21.03

Bonding mode may be changed from softwassist to hardware at boot with mix of 8.12
and older firmware images in the chassis. When this occurs modules will reset and a

message with following format will be logged: "Received Bonding mode = hardware frqg
master. Rebooting ..."

8.11.01

Module in a software bonded system may reset while bonding ports are being enabled
message similar to "1>DistServ[2.tDsBrdOk]serverWatchDog.6(Portinfo), client
106(Bonding) in recv for 6300 tics" is logged on this faildreorkaround is to wait 1
minute between bonding port enables.

8.21.01

CiscoDP Problems Corrected in 8.22.01.0023

Introduced in
Version:

Cisco VTP packets are not forward when Cisco CDP is enabled.

7.91.01

ECMP Problems Corrected in 8.22.01.0023

Introduced in
Version:

If an interface that is part of an equal cost multipath route goes down, host originated t
to destinations in the route's subnet may temporarily fail.

8.21.01

Host Services Problems Corrected in 8.22.01.0023

Introduced in

greater than 2G.

Version:
Some devices may reset after logging a message similar to the one listed bhiswnay
occur intermittently on S140 modules during initialization of the onboard power control
Message 6/213 Exception PPC750 Info  08.11.04.000#0/2014 11:14:31
Exc Vector: DSI exception (0x00000300)
Thread Name: tRootTask
Exc Addr: 0x0168ba70 8.11.03
Thread Stack: 0x7dfffd10..0x7dfec7cO
Stack Pointer: Ox7dfff4f0
Traceback Stack:
GENERAL EXCEBN INFO.......
Messages like the following can be seen dgrslot resets in busy systemgansmit
. 7.72.01
errors(8) to slot # are preventing heartbeat checks.
No eligible master messages are misleading because slotfpéemistaken for servdD. 7.03.05
"show system utilization storage” will report inaccurate size and available size for USB 7 60.01
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Host Services Problems Corrected in 8.22.01.0023

Introduced in
Version:

When updating to a new image that has microcode updates there are error messages
displayed aboutthe DOSFS/DOS volume. Example:
kkkkkkkkkkkkkkkkkkkkkkkkkkkk kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkk
This board is pdating its hardware microcode.

This process may ke up to 3 minutes to complete.

Please do not reset or disepect power during this update.
The boad will be resetvhen this process is complete.
*hkkkkkkkkkhkkhkkkhkkhkhkkhkkkhkhhkkhhkhhkhhkkhkhkhkhhhkhkhhkhhhhrhixkx
Writing primary host ontroller : bank 1 block 0
Progamming flash. Complete: 100%

Verify succeeded.

Writing alternate hostontroller : bank 0 block 0
Progamming flashComplete: 100%

Verify succeeded.

/flashO Not a DOSFS Device

/flashl Not a DOSFS Device

/flash2 Not a DOSFS Device

<163>Dec 18 08:27:57 0.0.0.0 System[1]Resetting aft&rdumtroller microcode update.
<163>Dec 18 08:27:57 0.0.0.0 System[1]DOS Volume /flash0 cannot be set-nigad
unmount.

<163>Dec 18 08:27:57 0.0.0.0 System[1]DOS Volume /flashl danset to reaebnly on
unmount.

<163>Dec 18 08:27:57 0.0.0.0 System[1]DOS Volume /flash2 canset toereadonly on
unmount.

8.21.01

Usually on a reboot after an uncontrolled reset (pov@ss, board pull, exception, DSI,
watchdog reset) you may see the following file system error during initialization:
Iflash2/ - disk check in progress ...

"[flash2/usrroot/someFileName" too many clusters in file, adjusted.

Errors detected. All corrections stored to disk and lost chains recovered.

7.30.01

Continuous poll of TCP or UD#Bs may result in the exhaustion of memory resulting in g
out of memoryreset action on a specific slot.

7.40.00

The "show runningonfig" command may not display all static ARP/ND entries that are
configured.

7.00.01

Performing the "show vlan portinfo" CLI command under configurations where there af
many VLANS in use magatl to the CLI becoming inoperable, or the system to reset.

8.21.01

In the unexpected event where resources needed to transmit a routed L3 Multicast pag
failed to be obtained, a blade will reset, and leave a message in log similar to:
Message 9/33Fxception PPC750 Info  08.21.02.0002 12/21/2013 23:22:53

Exc Vector: DSI exception (0x00000300)

Thread Name: tDispatch

Exc Addr: 0x0191e77c

Thread Stack: 0x06921000..0x06914000

Stack Pointer: 0x06920f40

Traceback Stack......

7.00.01
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Host Services Problems Corrected in 8.22.01.0023

Introduced in
Version:

Doing a set on a large rangedz#ta could cause a board resdixample: cfm viatable
primary 99 selector-B8,1004094 The syslog wiBhow an error similar to below:
<1>NonVol[1.tNVolCUp]cleanup:Remove(stare=0, fileIndex=2863311530ajorld=140
failed retval=8, write_file_num=50 ( 0x00d12590 0x00a79af4 &%0504 0x01686324
0x00000000 A core file will be generated.

8.21.01

Infrequently, when switch is adding (encaping) tunnel headers, a message simila
<163>Dec 5 15:11:28 100.10.10.22
PiMgr[16.tDispatch]piMgrBindSystemPortAndHwPort(0,0):Port(s) are already bound.
pimSystemPortToHwPort[0]=0x8000;pimHwPortToSystemPort[0]=0x100

<163>Dec 515:11:28 100.10.10.22
PiMgr[16.tDispatch]piMgrBindSystemPArdHwPort(0,0):Port(s) are already bound.
pimSystemPortToHwPort[0]=0x8000;pimHwPortToSystemPort[0]=0x100

<165>Dec 5 15:11:28 100.10.10.22 PiMgr[16.tDispatch]piMgrHwPortRxlcpu
(131072,2,63,0,0x7eb82188,1052):piMgrBindSystemPortAndHwPort(0,0)
failed;hwPort0;portCount=43;tmpBufLen=700ay be logged.

7.40.00

IGMP Snooping Problems Corrected in 8.22.01.0023

Introduced in

Version:
IGMP/MLD database entries (primarily, but not limited to IGMPv3/MLDv2 reporter stats 73001
not age out correctly. e
LegacysSeries modules (S130/S150) with IGMP/MLD snooping enabled loggasss
similar to the following<188>Jan 6 07:26:20 172.20.1.20 RfrmrHw[3¢D&]Invalid MGl
1, for asic 6x188>Jan 6 07:26:20 172.20.1.20 RfrmrApp[3.tDSrecv2]addPortReframing 8.21.01

Error: @uld not convert mcilndex 8 B1to UNTAGGED error stati®sthen reset with a DSI
exception in thread tDispatch.

IPV6 Forwarding Problems Corrected in 8.22.01.0023

Introduced in

Version:
IPv6 packets destined to a remote subnet whose route Haskdocal nexthop address and
deferred to neighbor discovery for MAC address resolution may be transmitted with a 7.40.00
destination MAC address of 00:00:00:00:00:00.
Some IPv6 addresses may remain in the tentative state when the master blade changg 73001
from one slot to another. e
The IPv6 /128 host address of tunnel interfaces appears in output of 'show ipv6 route'. 8.21.01

IPv6 Neighbor Discovery Problems Corrected in 8.22.01.0023

Introduced in
Version:

The router may not accept routedvertisements to generate IPv6 addresses when the
"ipv6 address autoconfig" command in applied to an interface.

8.21.01

LSNAT Forwarding Problems Corrected in 8.22.01.0023

Introduced in
Version:

It is possible that while processing using sticky entries on a multiple blade system, that
sticky entry may not be deleted from all blades and subsequent sticky creations will fai

causing a failure of processing LSNAT packets.

6.12.01
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LSNAT Forwarding Problems Corrected in 8.22.01.0023

Introduced in

Version:
LSNAT FIN/R8meout may not be properly set while running with multiple blades. 8.11.01
During debug session the command "/* rtr Isnat show dakane bindings detail <ID>" 6.00.02

caused a reset.

Mirroring Problems Corrected in 8.22.01.0023

Introduced in

Version:
When the device acts as a Pseudowire tunneled endpoint theaghsulated

8.21.01
packet would not egress out a software bond port.
The blade may be reset (and continuously reset) with the following messages if the LA
used by IDS mirror has more thapa@rts:
<3>Dune[5.tSlac]Err_id=0x16ald3af: error in fap21lv_sch_is_subflow_valid() ExitPlace 8.11.01

Params(0,0,0,0,0)
<0>Dune[5.tSlac]Err_id=0x16ald3af: error in fap21lv_sch_is_subflow_valid() ExitPlace
Params(0,0,0,0,0)

MPLS Problems Corrected in 8.22.01.0023

Introduced in

Version:
The command 'no mpls ip propagaté[local]’ did not affect packets originated by the loc 8.21.01
host. The packet's TTL was propagated to the MPLS label. o
Learning the internet route table from B@#th LDP configured will exhaust system 8.21.01
memory and cause a reset. e
First hop may not respond when issuing traceroute from PE router across MPLS netw 8.21.01
The wrong MTU is specified in an ICMP Fragmentation Needed packet sent by an MP 8.12.01
provider edge router for packets egressing an LSP and exceeding MTU of egress port. T
Configuring LDP with the internet route table present in the system will exhaust memo 8.21.01
and cause a system reset. T
'mpls ip propagatetl’ settings not storedn persistent storage. 8.21.01
Given MPLS/LDP enabled in the system, if it is disabled and enabled again, additional 8.21.01
are unnecessarily created for connected subnets. T
When both IPv4 and IPv6 prefixes were in use with label switched phsipbay commands
showing the mpls forwarding table contained invalid characters when trying ¢opirdgt the 8.21.01

next hop addresses.

Multi-Auth Problems Corrected in 8.22.01.0023

Introduced in

Version:
When multiauth sessiorsnique-per-port isdisabled and multiple multiauth agents are
enabled a failure of one agent may cause additional agents to fail outputting the error 8.01.01
message "Unable to set policy rule for maeX&XXXXXXXX on system port 443",
Standardized mukauthenticationsession and idle timeout maximum values to be 1728( 8.01.01
seconds. T
With sessionainique-per-port disabled and multiple authentication agents enabled and
active when a session moves from one slot to anotliemay not session or idle timeout 8.01.01
approprigely.
Multiauth Quarantine Agent sessions to not correctly apply policy if the policy maptablé 8.01.01

response is set to tunnel.
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NAT Problems Corrected in 8.22.01.0023

Introduced in
Version:

It is possible to for NAT to stop working duertmning out of local buffers.

8.11.01

OSPF Problems Corrected in 8.22.01.0023

Introduced in
Version:

If an OSPF area id is changed while an interface is transitioning to the DOWN state, a
may occur in thread tRtrPtcls with the following log

"SMS assert in gopmmim2.c at line 1958 : is one of ifrelpl.row_data.oper_status 4
gopm_mib_if product_data.oper_states.down or

gopm_mib_if product_data.oper_states.act_failed"

8.11.01

If multiple OSPF processes learn the same route, metrics arentpared between them,
both routes are installed in the route table as the administrative distance is the same &
cannot be changed for an individual process.

7.00.01

An OSPF NSSA ABR configured as "transrole always" may not always be the translatg

8.01.01

OSPF logdjacency cannot be removed with a no4adjacency under router ospf <pid>.

8.01.01

If OSPF is configured to run BFD on aexistent interface, the interface will not be
displayed in show running. When the interface is created, teplay will show, and BFD w
run on that interface.

8.21.01

The display of an OSPF external LSA metric has the first byte truncated so the largest
number displayed is 4095, though the real value may be up to 65535.

7.00.01

Using OSPF with a routeapfor redistribution that sets the metric to a number greater
than 65535 will result in an assert in thread tRtrPtcls with the following log in OSPFv2
"SMS assert in godmbld3.c at line 471 : == (NBB_INT ((route_entmpatin_cost) >> 24)
255 nbb_zero 0and log "SMS assert in qod3bld2.c at line 214 : ==
(NBB_INT)((route_entry_ptrpath_cost) >> 24) 255 nbb_zero 0" for OSPFv3.

7.00.01

If the display of OSPF passiaterfaces in show running exceeded 80 characters, no
interfaces are displayed.

8.21.01

OSPFv3 Problems Corrected in 8.22.01.0023

Introduced in

Version:
If debug logging is turned on for OSPF, and filter ronégps are in use, the rowsrc is seen

8.01.01
as 0.0.0.0 for local routes from our routié.
When an OSPFv3 NSSA translator is configured to always be translating, it will not alv 8.01.01

translate if a higher routeiDis also eligible.

PIM-DM Problems Corrected in 8.22.01.0023

Introduced in

Version:
Enabling a PINDM upstream interfacenay result in an assert similar to
"sms[1.tRtrPtcIs]SMS assert in gptuftmat line 1134 : (null) NTL_ TOM_IN_LIS&S ¢ 8.21.01
>sg_join_timer) O (null)"0
Changing the route to sources may result in an assert similar to "<0>sms[2.tRtrPtcls]S 8.21.01
assertin gptuwsn2.c at line 669 : (null) QPTMSM_S G_GET_JDES(s_g) 0 (Aull) O T
The use of IGMP V3 to PIM DM may cause crash. 8.21.01
The use of excludaode in igmpv3 may result inRIM DM assert. 8.21.01
Rebooting PIM DM source router may resalan assert similar to sms[1.tRtrPtcls]SMS 8.21.01

assert in @tuwapi.c at line 602 : == 0(6_g_4>sgi_flags & QPTM_DSM_SGI_WP_ALL) 4
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PIM-SM Problems Corrected in 8.22.01.0023

Introduced in

Version:
IGMPV3/MLDvV2 souresgpecific reporter state imissing from layer3/router. 7.30.01
The internal IGMP/MLD database may be inconsistent across all modules after a bond
system is segmented, then-eined. This can lead to incorrect multicast operation and/of 7.30.01

inconsistent aging of entries.

Platform Problems Corrected in 8.22.01.0023

Introduced in
Version:

Infrequently a board will not boot up and will end up in a halted state after a failure to r
chassis type. The following message is output to the console when this error occurs:

"A device within this chassis has encountered a hardware faiCoeld not read chassis
type. Please contact Support for the troubleshooting procedure to determine which dey
will possibly need to be repaired/replacdeltess <r> to reset board."

This maynot be a real hardware failure and a module reset will result in successful mog
initialization.

8.01.01

A watchdog timeout exception message may be logged (followed by a system reset) W
card with SFP+ ports is booted and one or more of thpests contain SFP modules.

8.21.01

If a macsource policy is applied, packet statistics from the following apps may not be v
Smon stats

Rmon Host/Matrix

Router ACL

Policy Routing

Tunneling

Policy

In addition, if any SMON stats are enabled, messaigatas to:
SMONI[6.tSmonCnt]getHwPrioStats(ge.6.3,0): packet count < previous 2/172401; dete
times, may be logged.

8.21.01

On a bonded system, a file may be left in an improper state which is identified and
corrected by the file system verificatiom@ recovery tool that is run at each boot upa

file in this state is detected, a set of messages like the following will be displayed durin
boot up.

fflash2/ - disk check in progress ...
"Iflash2/usrroot/foobar672" too many clusters in file, adjuste
Errors detected. All corrections stored tskl and lost chains recovered.

This state is recoverable and should have no effect on the normal operation of the file
system.

7.60.01

10G port with 1G SFP doesn't propagate its advertised speed tpditrher.

8.11.04

If a 1G SFP is inserted into one of the 10G ports on a SOTB2PB&r SOGK224®12
option module, the system will reset.

7.91.01

Doing a "dir"* on a remote directory with a large number of files has adelay before the
output starts.Ex: A directory with 1000 files may take around 34 seconds before being

displayed.

7.91.01
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Platform Problems Corrected in 8.22.01.0023

Introduced in

Version:
When doing a "dir" from CLI, if the directory is currently being modified (file being 7 91.01
added/deleted)an incomplete listing can baueed. T
During a system reset or a module reset, removal or insertion, it is possible to receive
SEOSLIiAz2y O2y il AyAy3a G4KS GSEG a5dzyS/ .Y 8.11.01

the system completes normal initialization.

PoE Problems Corrected in 8.22.01.0023

Introduced in
Version:

POE redundancy shown as Not Supported after POE blade is reset and boots up.

7.60.01

Policy Problems Corrected in 8.22.01.0023

Introduced in

Version:
Unable to clear all policy profiles withsangle CLI command. 1.07.19
VLANauthorization commands allow for configuration and display of tunnel bridge ports 8.21.01
although they are not supported port types fgL. ANauthorization. T
Policy "macsource" rules configured with a mask less than 48arapplied to traffic 8.21.01

immediately upon configuration.

PWA Problems Corrected in 8.22.01.0023

Introduced in

Version:
The "set pwa ipaddress <gmldress>" CLI command allows invalid values for the <ip
. 4.00.50
address> field.
PWA occasionallyecomes unresponsive under heavy loBevice resets with this messag 4.00.50

in the log:<0>PWA[1.tPwaHtWD]pwaHttpReadWatchDog expired!

QOS Problems Corrected in 8.22.01.0023

Introduced in
Version:

Default port group COS txq settings are appliechtodware VSB portdlo COS settings,
default group or not, should ever be applied to hardware VSB ports.

8.11.01

RADIUS Problems Corrected in 8.22.01.0023

Introduced in

Version:
RADIUS Server sticky sessions count may be inaccurate after segsimations. 8.11.01
If the radius algorithm is changed while multiauth sessions are active incorrect sticky s
; 8.11.01
counters may be both displayed and used by the system.
RADIUS Dynamic Authorization responses cannot be sent in respatisedonect or
change of authorization RADIUS Dynamic Authorization requests resulting in the error 8.21.01

message "Unable to transmit the RADIUS frame" and retransmissions from the RADIU
server.

RMON Problems Corrected in 8.22.01.0023

Introduced in
Version:

In rare instances, upon a blade reset in a rblilide system with a large number of RMOI
alarms configured DSI exceptigrsets may occur.

5.01.58

Security Problems Corrected in 8.22.01.0023

Introduced in
Version:

PWA will discard HTTP QEguests with HTTP headers that exceed 2048 bytes.

4.00.50
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Spanning Tree Problems Corrected in 8.22.01.0023

Introduced in
Version:

When the root port of a bridge receives a value for remainingHops greater than 63, the
will be overflow when storing thealue. For example, if the remainingHops value is 100,
will be stored as 36. This is because the field width is six bits. This is enough to hold th
standard defined maximum value of 40. This is true for both cistRemainingHops and
remainingHops for anWISTI. This only has a practical effect within an MST region. Theg
values are not used external to the region. Note that values greater than 40 are non
conformant as of 802.1Q005 so are not likely to be seen.

8.21.01

In a multiblade chassis or stackhen setting Spanning Tree stpmode to the value _nong
the nonmaster blades will still operate as if the mode were _ieee8021_ until those blag
are reset.

8.21.01

When a device in a mulilade chassis or a bonded setup fails, and that device containg
the spanning tree root port for the bridge, the new root port, if there is one, may not tak
on its root role and therefore be stuck in a discarding state. If this does occur then a
workaround for this is to disable the new root port (which will showla aj alternate port)
and then reenable the port.

8.21.01

Static Routes Problems Corrected in 8.22.01.0023

Introduced in

displayed in the router configuration if the LSNAT virtual server is up.

Version:
Static route leaking between neglobal VRFs does not work. The routes are not promotg

8.21.01
to the FIB.
A static hostoute whose address matches an LSNAT virtual server address will not be 7 00.01

Tunneling Problems Corrected in 8.22.01.0023

Introduced in

number OxOQdetected in remote info tablemay be logged

Version:
Host generated IPv6 packets trat encapsulated into an IP or GRE tunnel could have ;
incorrect DIP 7.60.01
The software forwarding path was retrieving the GRE header when it was not part
of the flow. This would sometimes cause tharR®P to be translated as a L2itRIP flow. 7.62.02
When the device acts as a Pseudowire tunneled endptiietde-capsulated
packet would not egress out a software bond port. 8.21.01
For pseudewire tunnels, the soft forwarding path was not adding the Chassis
Bond header when going across dtsare bond. 8.21.01
The egress point of a Tagged F&BE(with GRE Keyword) tunnel would not decrement
the inner IPv4 TTL or change the TOS due to hardware limitations. 8.21.01
L2 Tunnels across a Software Bond was not updating the L2 IP's tothl fietdyvhen 8.21.01
adding the GRE header and ChassizdBeader to the egress packet. T
If tunnels are configured and at least one is up, then the connection database is no lor

8.21.01
flushed when a route changes.
The ifMib returns a valid ifindew with no other valid leaves for internal ports that shoy

. 8.21.01

be hidden.
Traceroute does not work from layer 3 VPN when configured over IP tunnels. 8.21.01
Infrequently, when switch is adding (encaping) turimehders, a message similar to:
<0>classis[9.tBcastStRx]powerSupplyComputeModuleConsumedPower :Invalid uplink 7.40.00
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Tunneling Problems Corrected in 8.22.01.0023

Introduced in
Version:

Infrequently, when switch is adding (encaping) tunimehders, a message similar to:
<3>chassis[1.tBcastStRx]remoteModulelnfoPowerUpdate(&Jisupported board type
found.,may be logged.

7.40.00

VLAN Problems Corrected in 8.22.01.0023

Introduced in
Version:

Performing the "show vlan portinfo" CLI command under configurations where trere
many VLANS in use may lead to the CLI becoming inoperable, or the system to reset.

8.21.01

VRF Problems Corrected in 8.22.01.0023

Introduced in

<VRFNAME> disable".

Version:
When clearing a vrf router config, "clear router vif <NAME>" the error message "Error
destroyingBFD process 22185496: AMB_RC_NO_SUCH_OBJECT" is displayed, but 8.21.01
adverse effect.
It is possible for show running to erroneously display "set router vsinaiagement 8.21.01

Problems Corrected in 8.21.03.0003

IGMP Snooping Problems Corrected in 8.21.03.0003

Introduced in

(<188>Jan 6 07:26:20 172.20.1.20 RfrmrApp[3.tDSrecv2]addPortReframing, Error: C
not convert mcilndex 813to UNTAGGED error status ¢hen reset with a DSI exception i
thread tDispatch.

Version:
Legacy Series modules (S130/S150) with IGMP/MLD snooping enabled log message
similar to the following:
(<188>Jan 6 07:26:20 172.20.1.20 RfrmrHw[3.tDSrecv2]Invaliell\MfGt ast € 8.21.01

Feature Enhancements in 8.21.02.0002

Virtual Private Ethernet Service Enhancements in 8.21.02.0002

out of the encapsulated tunnel to be transmitted across the network.

L2VPN capability to connect Layer 2 networks transparently over a Switched or Routed IP core netw
using GRE or IP tunnels. With this feature, Layeaffic within the switch (VLAY can beswitched into and

MPLS/BGP L3VPN over Native MPLS - RFC4364 Enhancements in 8.21.02.0002

transparently over a native MPLS infrastructure.

Layer 3 VPNapability over MPLS transpowith this feature Layer 3 VPN traffic cantb@nsported

Bi-directional Forwarding Detection (BFD) Enhancements in 8.21.01.0002

forwarding planeThis vesion of BFD probe supports monitoring OSPF neighbors.

Support for BFD probe as a mechanism to detect a communications failure with an adjacent system

BGP Route-Flap Dampening Enhancements in 8.21.02.0001

Support for BGP Rouftap dampeningo suppress routes that are being repeatedly advertised and
withdrawn (flapping) due to misonfigurationor a badly behaving (i.e. rebooting or a link flapping) route
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PIM Dense Mode Enhancements in 8.21.02.0001

Support for PIMDM to allow dense mode multicast distribution utilizing FIM flood and prune
mechanism to build source distribution trees foulticast flows.

LAG Enhancements in 8.21.02.0002
TheLAG capacity has been increased to LBGSN multislot SSeries chassis

Tunnel Enhancements in 8.21.02.0002
The SSeries IP tunnel capacity has been increased to 62 tunnels.

Remote Port Mirroring Enhancements in 8.21.02.0001

Remote port mirroring is now included in the base firmware and does not need a feature license.
wSY20S LI2NI YANNRNAY3I Aad y26 adZIRNISR 6KSYy ¢
Previously hardware VSB ports were required to bond chassis together AND use the remote port mir|
feature.

CLI Enhancements in 8.21.02.0002

Show vlan portinfo CkICLI command has been added to display VLAN information regardless of
forwardingstate.

Added configuration to allow the UDP broadcast helper address to be configured to accept a classful
network addressDf 2 6 | £ 02 y T Aigfoztdldipratécy alldidOR $ & AW dzf Q

Whow ipv6 interface’ list all multicast groups teANhas joired.

A command to disable DHCP server logging has been added.

'show support’, now includes 'show linkflap' status.
Wa K2 g NXzifag ady akeyavard d@only display modal configuration.

Webview Enhancements in 8.21.02.0002
The lefthand WebView menu has been changed for better brovesenpatibility.

HOST Enhancements in 8.21.02.0002
Improved rate limiting and prioritization for Host traffic.

VLAN Enhancements in 8.21.02.0002
Support for 2 secondary VLANSs per primé@hAN has been added.

Problems Corrected in 8.21.02.0002

802.1x Problems Corrected in 8.21.02.0002 Introdu_ceq in
Version:
EAPOL frames may be switched when multiauth is in either femo#d authoptional, or ~.00.01
auth-required port mode. T
802.1xglobal enable status may become enabled during a single board reset irtaalk 8.11.01
system. T
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Anti-Spoofing Problems Corrected in 8.21.02.0002

Introduced in

make_error_pdu"The setting will not takeffectas only the IPv4 Threshold Type is
currently supported.

Version:
'show config antispoof' may not display class hames correctly. 8.01.01
IPv6forwarding can be disabled on an interface that has IPv6 checkspoof configured. 7.31.02
Setting the antispoof notification interval to 0 and antispoof to enabled will consume al 8.01.01
resources and cause the switch to be unresponsive. T
Modifying theetsysAntiSpoofThresholdType MIB leaf to a value other than 1 (IPv4) will
result in the following syslog: "Internal error: unknown remapping case (3) in 8.01.01

ARP Problems Corrected in 8.21.02.0002

Introduced in

when the MAC address for the ARP/ND entry is a static multicast MAC address.

Version:
In very rare instances a module may complete it's boot process with ARP/ND entries tl 7 00.01
are present on all other blades bmtissing from the blade that just booted. T
Occasionally syslog messages may appear indicating that a MAC address for an exist
or ND entry has changed from:-et-e5-eccl-e5 to a different MAC addresghe MAC in 8.11.01
question is a special purpo$#AC address and the message does noicaite anything has o
gone wrong.
The commands "show arp" and "show ipv6 neighbors" will print "(null)" in the port colu 7 00.01

ARP/ND Problems Corrected in 8.21.02.0002

Introduced in

of the ARP/ND entry.

Version:
When populating the ARP/ND static ARP table (either via configuration or during the b
cycle) the router will display a message indicating the chassis is 50¥hé&uthessage Unknown
implies thad the dynamic ARP/ND entries are triggering the messages but the message
actually refers to the static ARP/ND limit.
Stale ARP/ND entries are not removed if a filter database entry exists for the MAC add 7 71.02

Auto-Tracking Problems Corrected in 8.21.02.0002

Introduced in
Version:

Help string for autetracking port radiugeject-profile command is incorrect.

8.01.01

BGP Problems Corrected in 8.21.02.0002

Introduced in

Version:

The BGP network command for tHefault route (0.0.0.0/0) will not inject the route if a
redistribution command exists which uses a roatap/accesdist combination and this 7 20.01
accesdist does not permit the default routéel.o ensure that the route is injected the acce o
list must permitthe default route.
BGP peering sessions may time out due to the deletion of internal connections when A 720.01
are deleted. T
When redistributing loopbacks from one VRF to another on the same PE the loopback

o 7.91.01
not be redistributed.
A BGP ORF routefresh message is not sent in a LagerPN network if the neighboring 8.01.01
router reboots and the peering session supports graceful restart. T
Filtering of BGP routes based on the length of thd?PATH is not supported. 7.20.01
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BGP Problems Corrected in 8.21.02.0002

Introduced in

Version:
BGP ORF capability for multicast routes is not supported. However the CLI allows the
enable this capabilityAttempts to disable the capability will result in the following error 7.20.01
message:"Error:Command Failed:No such object: Setting orf admistatus'"
The 'show ip bgp groups' command always displays the BGRypmgy addresgamily as
: 7.30.01
IPV4/Unicast.
The "show ip protocols" command output is missing the following BGP related informa
1. The default values of peer baseahdir related variables are missing. 7.20.01
2. Redistribution of ISIS into BGP is not shown.
The 'debug ip bgp notification' log messages do not display text descriptions of the 7 20.01
numerical error code and subcode for sent and received BGP notificatgaages. T
The BGP "neighbor <IP address> etaamters" command resets the counters the first tin
o . 7.20.01
the command is issued for a given pesubsequent attempts do not clear the counters.
The output of the 'show ip bgp neighbors' commatisplays the established time in
. " N i ; 7.20.01
seconds instead of the "day,hours:minutes:seconds" format.
The BGP routenap match and set parameters will appear in the show runaimgfig
. . 7.20.01
output with their default values after they are negated.
The BGPoute-map "set extendeecommunity ospfroute-type" command error message
indicates the range of valid values i§ IThe valid routaype values are actually 1,2,3,5, 7.20.01
and 7.
Negating the "set community" or "set extendedmmunity" clause from a®P routemap
yields two copies of the error message if the "action” keyword is incomplete. For exam 7.20.01
the abbreviation for "remove" is entered for the action.
BGP prefix lists configured with sequence number 65535 are stored with sequamdzr 72001
n IyR OlyQli 6S RStSGSR® o
The 'show ip bgp' command output does not display the value of the weight attribute. 7.20.01
The output of the 'show ip bgp neighbors' command displays the established time in
) " . ; 7.20.01
seconds instead of the "day,hours:miestseconds” format.
A system reset may occur if an IPV6 BGP peer is disabled and BGP route aggregatior
configured.The following error message will appear when the system resets: 7.30.01
SMS assert in gbpmreca.c at line 233 : I= *old_route OxOx0 Nt@ixi0 0
The BGP neighbor activate command will not appear unde¥ ¥4 orVPN6 address 8.01.01
family configuration if the addredamily has not been enabled. T
The 'show ip | ipv6 bgp summary' output display of the time in established staté¢irmed
\ . g ) . 7.20.01
since last message received is in seconds instead of days,hours:minutes:seconds forn
The 'show runningonfig' and 'show config' output displays extra exclamation points in { 7 20.01

BGP section.

Bonding Problems Corrected in 8.21.02.0002

Introduced in

Version:
Under heavy traffic conditionstbonded system may see "failed to send messdageffer 7 61.02
Full" in the message log. T
If a VSB system is segmented, and the systems have different firmware vengiensthe
bond link isestablished between the two systepascommon image is not distributed and Unknown

the system does not complete the bonding process.
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Bonding Problems Corrected in 8.21.02.0002

Introduced in

Version:
Cabling a VSB port to an ethernet port may cause modules to reset, and a message s
to" <0>Bond[14.tDispatch]getVsiRort: learn inport:000037e3 outport:00000be7 binding 8.11.01
failed" logged.
Configuration of RMON stats and history options on existing default entries will be lost 8.11.01
reboot. T
Sometimes after a configure, bonding ports that are attachedparéner port are not
activated for bonding. When this happens the following message is logged on the part 77201
chassis for the partner port: "No Bond Partner found on porizxgossible o
misconfiguration."To fix this issue disable the port for bonding therer&ble it.
In a bonded system, with logging for bonding set to debugging(8), messages with follo
format are infrequently logged: 77201

- Bonding[1]Starting intemodule communication to bondeslot <slot>
- Bonding[2]Received first intanodule communication from bonded slot <slot>

Converged End Point (CEP) Problems Corrected in 8.21.02.0002

Introduced in

Version:
Active Convergent End Point (CEP) entries will remain even if diE&bled globally or on 4 6.02.04
per-port basis. T
CEP detectioid enabled/disabled state will not be displayed in 'show config' if set to 7 91.01

disabled.

CFM Problems Corrected in 8.21.02.0002

Introduced in
Version:

The CLI command "show ctiefaultmd VID <viehumber>" will display an incorrect
selector type when attempting to display a single CFM Default MD.

7.91.03

CLI Problems Corrected in 8.21.02.0002

Introduced in

Version:
On bonded systems while copying files from one bladenwther or off the system and the 7 60.01
bond link goes down, the master blade could reset/DSI. T
Syslog message status is OK when setting port duplex and speed fails. 7.70.00
If the "set system lockout port" is enabled and a user fails to login via SSH the maximu 7 4001
allowed attempts, the user login gets locked but the port lockout fails to get locked. T
The "show config quarantinagent" command may leak memory. 8.01.01
The "show config dotlx" command may leak memory. 8.11.01
The "show config auttracking” command may leak memory. 8.01.01
Issuing a "show config" or "show config pwa" will cause a small amount of memory to 8.11.01
per iteration. o
The traceroute command only executes once inside a CLI 'loop'. 7.00.01
Memory leak executing CLI command "show snmp counters". 4.05.08

COS Problems Corrected in 8.21.02.0002

Introduced in

Version:
COS ORL actions may be applied to the equivalent port on the receiadeif the egress 7 00.01
port is on a remote blade. T
"processCosPortConfig" message log entry may occur if removing and showing COS 7 00.01

configuration at the same time.
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COS Problems Corrected in 8.21.02.0002

Introduced in
Version:

COS ORL rates less than or equal to 30pps may not work if the tredfieilsed on a remotg
blade.

7.00.01

DVMRP Problems Corrected in 8.21.02.0002

Introduced in

to the following:"SMS assert in nticltim.c at line 547 : < duratid86"

Version:
DVMRP may get crashed when sending upstream prune after routes change. 7.60.01
"With DVMRP configured, the Management Module (Router) resets with aagessimilar 7 00.01

ECMP Problems Corrected in 8.21.02.0001

Introduced in
Version:

The CLI command to show the current setting of the IPv6 ECMP forwarding algorithm
missing.

7.00.01

Filter Data Base (FDB) Problems Corrected in 8.21.02.0001

Introduced in
Version:

When the maximum amount of MAC entries is attempted to be set to 12&Kall blades in
chassis do not have required 2G of memory, @idcommand correctly failddowever, the
status returned is OK ratherdah ERROR.

7.91.01

When multiple static mac address (unicast and/or multicast) are configurdmhaattime
messages similar tdFilterDb[2.tusrApplnit]fast_add résre (local) failed 14,60968" may &
logged.There are no negative consequences, other then the messages being logged.

8.11.03

If the source port of a static unicast MAC address is changed without first deleting exit
entry and recreting it, messages similar tFilterDb[2.tusrApplnit]restored
duplicate(6012612,1- 26-00-01-02-03-04.5 on 2 may be displayed at boot timén
addition, after reboot an entry may not restore with correct source port, or a deleted en
may reappear.

7.00.01

GVRP Problems Corrected in 8.21.02.0002

Introduced in
Version:

The ctDotlgVlanGvrpRestrictedStatus MIB object cannot be set and the "set gvrp vian
command is ignored in provider bridge mode.

7.91.01

High Availabilty Upgrade (HAU) Problems Corrected in 8.21.02.0002

Introduced in
Version:

CLI does nateject out of range slot lis when configuring HAU upgradeoups.For
example, "set boot higlavalability group 1 1256" shouldresult in a CLI error, but instead
the canmand is accepted and slotsNl(where N is the highest slot in the system) are
assgned to group "1".

7.60.01

IGMP Problems Corrected in 8.21.02.0002

Introduced in

Version:
When using SSM with IGMP, SSM packet drop counters may be incorrect. 7.30.01
After a chassis segmentsdareforms, message of the forrtError: MisMatching MCI chain
data tag:1 v6:1 for MCI:131 tag:1 v6:0" are displayed and the IGMP database may beq 7.00.01
corrupted.
IGMP/MLD IP Multicast traffic only utilizes a single underlying physical port of a LAG i

7.60.01
Bonded system.
IGMP will not correctly update the drop counter for leaves with a bad group address. 8.11.01
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IGMP Problems Corrected in 8.21.02.0002

Introduced in

module/system resets.

Version:

While running IGMP v3 with 'include' soutligt, a module crashes with a message 730,01
containing to: "Clgmp::GroupTableAddPortToGroupEntry Src port mismatch". T
IGMP ignores reports immediately after booting until the connected interfaces are

. 7.31.02
populated in the Route Table.
IGMP running in v1 mode will drop queries for missing Router Alert. 8.11.01
When loading a configuration from a file that containMEconfig which has "set igmp
disable <x>" where x is the VLAN, any command set after this seiflaiele the IGMP config 7.00.01
for this VLAN.
It is possible for flows to continue egressing out a port that was removed from an IGMH 7 91.01
static configuration. T
IGMP and MLD frames ingressing at excessively high rates on VLANS that do not hav
IGMP/MLD enabled, but have a Layer 3 interfae@ cause system instability including 7.00.01

IPv4 Frowarding Problems Corrected in 8.21.02.0001

Introduced in
Version:

'ip checkspoof stricmode' will no longer be applied to packets destined to host address
configured on packet's ingress interface.

7.00.01

IPv6 Forwarding Problems Corrected in 8.21.02.0002

Introduced in

route updates occurred.

Version:
Packetgeceived on interfaces where IPv6 forwarding is disabled and destined to host 7 00.01
address configured on a different interface are incorrectly delivered to the host. T
An IPv6 address configured on a VLAN interface with éit28ask is not reachable. 7.00.01
IPv4mapped IPv6 addresses and IPv4 compatible addresses are not supborttade
accepted by the Command Line Interfaééhen entered an error occurbut the address in 8.01.01
some cases appears to be valid when in fact it is not working.
Raute table updates may result in layer 3 VPN packets using VPN labels present befor 8.11.01

IPv6 Neighbor Discovery Problems Corrected in 8.21.02.0002

Introduced in
Version:

Attempts to send packets from the host to a direatynnected IPv6 linlocal address will
not work because the incorrect MAC address will be used as the destination MAC add
the destination Link_ocal address.

8.11.01

CFM Problems Corrected in 8.21.02.0001

Introduced in
Version:

The CLI commarighow cfm defaukmd VID <viehumber>" will display an incorrect
selector type when attempting to display a single CFM Default MD.

7.91.03

IS-IS Problems Corrected in 8.21.02.0002

Introduced in

Version:
Cisco LSPs are sometimes displayed incorrectly. 8.01.01
'show isis hostname' for a lev&lrouter displays hostnames for lex2frouter instances. 8.01.01
ISIS hostnames do not appear in LSP Summary database. 8.01.01
'show isis topology' does not display configured hostnames. 8.01.01
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IS-IS Problems Corrected in 8.21.02.0002

Introduced in

Version:
Within a VRFa 32 bit summary address for ISIS is incorrectly displayed in the running ¢

7.73.01
and cannot be negated.
When displaying ISIS LSP database information having Cisco routers, the multiple me 8.01.01
IP information may be strung together. T
When redistributing RIP into ISIS, the wrong metric is displayed. 8.01.01
When displaying the ISIS LSP database, the wide metric values shown are incorrect. 8.01.01
ISIS LSP database wide metrics are displayed incorrectly. 8.01.01
Deleting 'isidsp-geninterval’ will result in the default value (in seconds) showing up in s 8.11.01
running config. T
'show running isis' may display additional blank line between authentication statement 8.11.01
ISIS LSP databases with metrics associated wilfipheuPs get displayed incorrectly. 8.01.01
When the connection between ISIS neighbors is tunneled andsuescribed, the

. o . 8.01.01

neighbors periodically lose connectivity.
ISIS database display shows an incorrect format after metric IS. 8.01.01
After 'no ip router isis' is done on an interface, hellos may continue to be sent. 8.01.01
When redistributing into ISIS the show running command displays command twice. 8.11.01

Jumbo Problems Corrected in 8.21.02.0002

Introduced in

Version:
Invalidsized nortagged pakets of size 1519 to 1522 bytead tag@d packets of size 1523
to 1526received on nojumbo enabéd ports are correctly droppedHowever, the SA MA(Q 7.00.01
is incorrectly learned in MAC table.
Invalid sized nottagged packes of siz 10240 to 10243 byteand taggedrackets of size
10244 to 1024Feceived on jumbo enabled ports are correctly dropped. 7.00.01
However, the SA MAC is incorrectly learned in MAC table.
For some flows that require reframing, if any one of the first fewkeds in flow are jumbo 7 60.01

sized, those packets could be dropped (and not forwarded).

L3VPN Problems Corrected in 8.21.02.0002

Introduced in

Version:
Using L3VPNs when BGP is attached to a rmftector client will result in routes not

8.01.01
propagatedto the VRFs.
Creating domaifiD (primary or secondary) with an invalid <6 octet domain id> creates ¢ 8.11.01

with FF instead of returning an error message

LACP Problems Corrected in 8.21.02.0002

Introduced in

Version:
LACP marker responget within frame rate limitation constraint for slow protocols. 1.07.19
In some instances, LACP i_s ngt seftomijecting an(_j distributing bit_s to false after a 10719
partner PDUchange, resulting in the port not leaving the LAG as it should.
A set d a lag port attribute may fail without a message at the console. 1.07.19
Distribution of traffic over the ports in a LAG could vary over 10%tpgport from a 730,01

uniform distribution when an odd number of ports are in the LAG
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LACP Problems Corrected in 8.21.02.0002

Introduced in
Version:

In rare instances, port that joins a LAG briefly then stays down/is removed from the lag
may still be considered an available egress port for a few percent of LAG traffic which
be undeliveredA subsequent change of state of any of the ports in the LAG or the
addition/removal of a port in the LAG will clear the condition.

5.01.58

LLDP Problems Corrected in 8.21.02.0002

Introduced in

Version:
MIB lldpStatsRemTablesAgeouts is not incrememtedn a neighbor ages out. 7.00.01
lldpStatsRxPortTLVsDiscardedTotal may not increment fossapport LLDP TLVSs. 7.00.01
LLDP Management Address TLV has incorrect interface index. 7.00.01
LLDP Link Aggregation TLV was using a format that was deprac#ittE 802.1AFE09. 7.00.01
The PoE TLV in a transmitted LLDP packet correctly shows a TLV length of 12, but the
extended information shows an incorrect Type/Source/Priority (TSP) field, PD requestg 8.11.01
power value, and PSE allocated power value.
Occasionally while under heavy processing load, LLDP may cause the system to crask 7.62.00

LSNAT Problems Corrected in 8.21.02.0002

Introduced in

client" configuration lines.

Version:
In a previous release access to a VIP server from a VRF via a route was not allowed W
the 'all_vrfs' configuration command option defined on the VIP server. Access to a VIP 7.00.01
a VRF via a route leak is now allowed.
In a previous release a&ft modifying the global NAT SaBTWCB binding limiit may cause 6.12.05
runtime issues while procemg bindings. T
"show config", "show running'and "show ip slb info" will not display the "real server acc 6.12.08

MAC AUTH Problems Corrected in 8.21.02.0002

Introduced in
Version:

Setting the authallocatethacauthentication field ("set macauthentication authallocated
<port string>") to a value of 0 does not correctly result in an outputted error although th
value is not set.

5.01.58

Mirroring Problems Corrected in 8.21.02.0002

Introduced in

(i.e. tg.4.3;tg.4.2). These commands function properly when the destinatiorspang lists

the lowered ports first.

Version:
Infrequently, a chassis module with port mirrors configured resets. On this failure a me
similar to "PortMirr[3.tDSrecv1]processMirrorDestination(1,61013): index mismatch 7.41.02
detected: smon=2, mirror=5" is logged.
Port mirroring may reset and ¢pa message similar to 7 00.01
"PortMirr[12.tDSrecvl]setMirrorindex(72028,162024): invalid mirror index transitiot'2 T
The "clear port mirroring orl' command does not disable mirror outbound-liatéing. 8.11.01
When mirroring, the physical loopback port does not go down when the 8.11.03
tunnel goes operationally down. T
The "clear port mirroring” and "set port mirrorring [enable|disable]" commands do not
the lower numbered destination ports if the destinati portstring is in descending order 791.01
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Mirroring Problems Corrected in 8.21.02.0002

Introduced in
Version:

In a software VSB chassis, if mirrors are active, very infrequently a blade may reseg &
message similar to'<1>DistServ[12.tDsBrdOk]serverWatchDog.1(Config), client
88(mirrorMgr) in recv for 6721 tics".

7.60.01

MSDP Problems Corrected in 8.21.02.0002

Introduced in
Version:

Multiple removing MSDP by 'no ip msdp originakrcauses a crash similar to: 'SMS assg
in gptujms.c at line 257 : == msdp_mj-&l)_mj_cb.mj_row_data.oper_status 8
AMB_NPG_OPER_STATUS_GOING. UP 3"

8.02.02

MULTI AUTH Problems Corrected in 8.21.02.0002

Introduced in

that timeout inaccurately.

Version:
Executing 'show multiauthession port <porstring>' might result in an error. 7.30.01
The 'show multiauth station port' command displays multiple entries for each provision 5 01.58
agent type. o
If 'multiauth sessionsinique-per-port' is disabled and CEP multiauth sessiorsmaoving
from one port to another RADIUS accounting data may be output inconsistently for tha 8.11.01
session.
Multiauth sessions that port roam may not session timeout at the expected time. 8.11.01
Quarantine Agent Multiauth Sessions may not idle tinoness expected when port roaming 8.11.01
Clearing multiauthentication stations using the etsysMultiAuthStationClearUsers MIB I¢
may cause the multiauthentication software to treat the clearing as a failure for both 7.72.01
logging and trap purposes.
When multiauthentication traps for authentication success, authentication rejection or
termaination are enabled and are being sent they result in duplicate notice level log eV 7.00.01
that indicate the same or similar information.
Networksutilizing multiauth session or idle timeouts greater than 65535 may have sess 6.11.01

NAT Problems Corrected in 8.21.02.0001

Introduced in

ip nat log translation
ip nat inspect dns
ip nat translation masentries

ip nat translaion ‘timeouts'

Version:

No counter for NAT packets and NAT drop packets are included in "debug packet sho 107.19
statistics". T
It is possible that once the "ip nat log translations" config has been entered that it will

: : . ) . 6.00.02
remain persistent even when a "no ip nat log translatioo@mand is entered.
It is possible when upgrading from 08.02.xx or downgrading to 08.02.xx that the follow|
NAT config may be lost:
ip nat ftp-controlport 8.11.01
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NETFLOW Problems Corrected in 8.21.02.0002

Introduced in
Version:

WhenNetHow is enabled, very infrequently, an error message similar to:
"<3>netflow[4.tNetflow]netflow_record_processing_tasknexpected error

taking semaphore”"may be displayatfhen that message is logged, a single frame, whic
can consist of any where from 1 to BetHow records, is dropped and will not be delivere
to NetHow collectors.

8.01.01

WhenNetHow export-data higherlayer is enabled, messages similar to:
"PiMgr[7.tMcnxPer]generatelfindex():retval=7;mediaType(0);mediaPos(8)" may be
displayed For each message generated\@tHow record with an invalid

destination interface will be sent.

8.01.01

When the 'set defaulthexthopfv6]' option is used in routenapsand Netflow is in usea
reset may occur when route updates are being processed.

7.20.01

Very infrequently, whemetHow export data higher layer is enabled, messages similar t
"PiMgr[7.tMcnxPer]generatelfindex():retval=0;owner(1);mediaType(7);mediaPos(0)" m
be loggedFor every message loggedNatHow record would be generating with invalid
source and/or destination interfaces.

8.01.01

OAM Problems Corrected in 8.21.02.0002

Introduced in
Version:

Disabling OAM on a port does not clear the OAM or ULD operstatuscause

7.30.01

OSPF Problems Corrected in 8.21.02.0002

Introduced in

Version:

When running OSPF, and using the passiterface default command, an assert could
occur in thread tRtrPtcls with the following log, "SMS assert in gopmmim5.c at line 879 7.00.01
(null) AVLL_IN_TREE(if->exctive_if tree _node) O (null) 0"
A tunnel interface running OSPF will default to network type POINT_TO_POINT. Ifit ig
explicitlyconfigured as POINTOPOINT and then removed, it defaults to BROADCAST 7.41.02
instead.
If an OSPF interface running over a tunnel is explicitly configured astpeinint this is 7 41.02
displayed in the config even though it is the default. T
OSPFv@iill accept the configuration of an invalid nssage and display it incorrectly. 7.00.01
Configuring an OSPF cost metric outside the range results in an unclear message errq 8.11.01
When issuing a "clear ip ospf process" and multiple OSPF processieshe ambiguous

; . o : . 7.00.01
message "Resetting the OSPF process" is seen multiple times.
When running OSPFv2 or v3 with agtst reference bandwidth and tracked objects, it is
possible with multiple cost changes to have the router LSA not reflect thesees on the 8.11.01
interface.
If OSPF logging is enabled, and multiple OSPF processes are in use, an abundance o
messages are seen about each process when the reference bandwidth is changed in : 8.01.01
process.
sham is spelled "shaml" on BbOSPFv2 and OSPFv3 debug 8.11.01
The wrong dead interval range was displayed in the help section @ltfier sham links. 8.11.01
'show running config' for the sham link authentication would not be displayed. 8.11.01
When looking at the debugyslog, shantink interval mismatch messages do not decode 8.11.01

ifindex to text strings.
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OSPF Problems Corrected in 8.21.02.0002

Introduced in

auto-cost reference bandwidth change results in a too large metric.

Version:
The 'show ip ospf interface vlan.0.x' command may show additional space at the end i 8.01.01
multiple addresses are configured on that interface that are not running OSPF T
On bonded systems while copying files from one blade to another or off the system an 8.11.04
bond link goes down, the master blade could reset/DSI. o
When using a route map when entering the 'redistribute bgp global' command, the rou 8.11.01
type will be changed to E2 and not use the correct domain id type. T
OSPF has no warning message when the calculated cost metric for an interface due tq 8.11.01

OSPFv3 Problems Corrected in 8.21.02.0002

Introduced in

cost reference bandwidth value.

Version:
If an OSPF vlan interface is configured to be POINT_TO_POINT, then the configuratio
removed with "no ip ospf network poirtb-point”, the interface network type is 7.41.02
POINT_TO_POINT instead of revertintheodefault type of BROADCAST.
If an OSPF autcost reference bandwidth is configured that causes the interface to
calculate a cost greater than the maximum, the cost remained based on the previous g 8.11.01

PIM-SM Problems Corrected in 8.21.02.0002

Introduced in

Version:
IGMP/Multicast in a bonded chassis appears to take longer for some events than an 7 61.02
identically configured single chassis. T
"ip pim multipath" configuration is not cleared after exeitig a "clear router vrf 8.01.01
<vrfname>." o
PIM configuration for ipv4 is accepted after removal of L3 license. 7.00.01

PKI Problems Corrected in 8.21.02.0001

Introduced in
Version:

When configuring an X.509 certificate via the "set pki certificale-eert-list>" command a
warning is displayed if the same certificate already exists on the list, and the user is
prompted as to whether or not they want to accept the new certificate.

The user can avoid this prompt (in order to avoid breaking automsteigts) by specifying
the "no-confirm" option on the command lind.he "naconfirm" option should suppress th
duplicate certificate warning as well as suppressing the prompt.

8.11.01

If a configuration file whichantains PKI data is modified by external text editor and that
editor adds control charactesuch as\r' 0x0D), then sourogg the modified config file may
not restore very large certifates (on the order of 10K PEMaracters, which is the
maximum allowed by the device).

8.11.01

Platform Problems Corrected in 8.21.02.0002

Introduced in

during boot iffilesystem corruption is detected.

Version:
Reading a file from another blade (Ex: 'show file' or ‘configure') could cause a DSl/rese
usually if remote file is being updated, or remote connection goes away (other blade r¢ 7.00.01
or bonding goes away).
Running "chkdsk repair” could cause a re3&is command is only available from debug, 7 00.01
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Platform Problems Corrected in 8.21.02.0002

Introduced in

Version:
Performing a configuration operation via the command line interface raaylt in the old 770.01
configuration remaining due to file access errors. T
The following syslog messages may be seen on bonded systems whemthte blade is
under heavy load or the remote system is resetting/booting:
'‘NonVol[1.tNvBulk]nonvol_copy: @ging of redundant store will need to retry (FIOSYNC 7.30.01
outFd failed errno(errno = 0x300005))'
These are log level 5(NOTICE) messages and usually only an issue if persistent.
Setting port speed on 1G fiber port tacspeed the SFP does not suppand disabling auto
negotiation causes the port to go down and stay down. 7.91.01
Releases before 8.20.01 may fail at initialization time with large configurations causing
continuous resets caused by denoted rdyToSwitch fault. 8.11.01
"set port mdix" CLéommands may display "Error: failed to set mdix configuration of swj 8.01.01
on port tg.5.2." on RJ45 ports that don't support mdix commands. T
Unsupported Option Module will halt the board and not allow software upgrade until 8.11.01
removed. o
System mayog a message similar to <1>DistServ[1.tDsBrdOk]serverWatchDog.5(Host 7 60.01
client 26(Emanate) in recv for 6446 tasd then reset. T
If a SFP+ Direct Attach cable assembly is used to connect two 1080Bass (an
unsupported configuration), the nasage "Incompatible pluggable module" will be logge 7.00.01
on behalf of each port, but physical link will not be forced down.
10GBLRWSFPP Laser Wire transceivers not acquired thréxgreme Networkshat do
nothavea®9 b b LJ NI ydzYoSNJ gAff RAALI & d&atFlL] 8.11.01
GNF yaOSAOBSNI RFGI F2NJ atl+ @S nElw 2y blLa
SFP pluggable failure messages are not as user friendly as they should be. 8.01.01
Portadvertisement settings are not persistent when auto negotiation is disabled. 7.91.01
100M SFP inserted into 1G port shows default speed and negotiation disable in 'show 7 00.01
config'. T
"Core files might not be generated for defects which result inkstaeruption whenever a
DSl or ISI exception occurs, the system logs the original exception to NONVOL then a
to generate a core file (i.e., /slot<x>/cores/<xxxx>.core.gz) which will include a stack tr 7 00.01
the offending tasklf the stack is corrugd, then the process of printing the stack trace to T
the core file will itself create a new D3his new DSI prevents core file generation from
competing and being saved to disk.
'show port status' is missing speed and duplex for 10G coppés pathout a link. 8.01.01
No message is logged indicating a reason for board shutdown due to over temperatué 7 00.01
Series T
"At boot a board could get into reset loop withe following syslog output:
'‘NonVol[1.tusrApplnit]Nonvol reached mébeldx 4080, storeNum 1, major Bets will be 7.30.01
dropped until space if freed.”
Unsupported speed of 100M is allowed to be set for 1G SFP. 7.91.01

Policy Problems Corrected in 8.21.02.0002

Introduced in
Version:

Rules to drop GVRP or MVpdtkets are ignored.

7.00.01
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Policy Problems Corrected in 8.21.02.0002

Introduced in

insufficient per port multiauth number of users to support the new session.

Version:
IP addresses in "set policy rule” would be treated as octal if a preceding "0" is present. 6.00.02
The CLI command 'show vlanauthorization' will not display the vlan authorization statu 6.00.02
all ports in the system. T
Multiauth failure traps may be output for port roaming sessions that roam to ports with 77201

PWA Problems Corrected in 8.21.02.0002

Introduced in
Version:

PWA set portcontroCLI commands do not output an error if wildcarding is used for a pg
string which contains no valid ports.

5.42.04

RADIUS Problems Corrected in 8.21.02.0002

Introduced in

upon upgrade from any release prior to 7.40 to any release post 8.02.

Version:
8.11 RADIUS Enhancement documentation does not clearly indicateotirat-robin
: : 8.11.01
handling occurs on a per blade basis.
RADIUS authentication server msessions configuration is not output as part of "show 8.11.01
config" or "show config all" commands. T
RADIUS authentication server realm is not displayed asopé#ne "show config all”
P 8.11.01
command if it is set to the default of any.
RADIUS authentication, authorizati@nd accounting server configuration may be lost 8.11.01

RADIUS-SNOOPING Problems Corrected in 8.21.02.0002

Introduced in

CLI error messaging.

Version:
If multiple CLI sessions are concurrently accessing RADIUS Snooping information the 6.11.01
may crash or provide inaccurate results. T
Show config of the RADIUS Snooping, auto trackidigquarantine provisioning agents
displays default port parameters whenever at least one port field is set to alatault 6.11.01
setting.
Setting radiussnooping port configuration for unsupported ports may not result in propg 6.11.01

RMON Problems Corrected in 8.21.02.0002

Introduced in

counters(unsigned), specifically for values between 2147483647 and 4294967294(roll

Version:
Heavy use of RMON alarm and RMON event may result in a system reset and the log
message "memPartFree: invalid block 0x3257¢710 in partition 0x59a0a78 5.01.58
<memSysPartition>".
Configuration of RMON etherStats may return an incorrect value upon using an invalid 10719
as input. .07.
MIB leaf historyControlStatus can be set directly to under creation withentstent index. 1.07.19
Configuration of an RMON function with antai range index does not alwa return error. 5.01.58
"show rmon alarm" will show a negative value for alarm variables that are 5 01.58

Routing Problems Corrected in 8.21.02.0002

Introduced in
Version:

Negating interface checkspoof setting without a keyword returns an error when checkg

loosemode is configured.

7.00.01
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SMON Problems Corrected in 8.21.02.0002

Introduced in

Version:
Infrequently, a chassis module with port mirrors configured resets. On this failure a me 7.00.01
similar to "setMirrorindex(103201,122024): invalid mirror index transitiefil2 is logged. T
Polling the SMON Vlan Statistics MIB smonVlanidStatsCreeg@hiject returns an error. 7.91.01

SNMP Problems Corrected in 8.21.02.0002

Introduced in
Version:

For snmp view configuration, snmp view mask values entered as single byte hexidecin
values (without a colon) that are less than 0x7f (and are printabdéi characters) appear ¢
printable ascii characters instead of hexidecimal values, and result in missing configur
lines.

4.00.50

SYSLOG Problems Corrected in 8.21.02.0002

Introduced in

Version:
Messages that should be logged to the consolpas of the shut down process are not 7.80.01
seen.
client 22(Syslog) not ready in <number_of_tics> tics' message seen on console. 5.51.xx

Tracked Objects Problems Corrected in 8.21.02.0002

Introduced in

state change action expiring frothe delay queue, the new state change action is not
queued.The new state change action is triggered when the old state change action exj
from the delay queue.

Version:
Taking a tracked object out of servi¢eo inservice' suimode command) while a state
change is in progress does not remove the state change action from the delay queue.
If the tracked object is put back into service (linservice*sudale command) prior to the 7 60.01

Tunneling Problems Corrected in 8.21.02.0002

Introduced in

now uses the IP Version from the Ingress Flow.

Version:
When either a tunnel probe or the GRE keepalive is down, the tunnel is held dowha$h
been changed. If either therobe or keepalive is up or neithare configured, then the 8.11.01
tunnelwill be operationally up giveother conditions are correct.
The range check on a tunnel keepalive period prevented the user from entering anythi

8.11.01
larger than 255.
A GRE keepalive nested within another GRE tunnel would be dropped. 8.11.01
HW connections may be incorrectly installed to drop virtual pavadrt flows that include 8.11.01
nested GRE packets with the protocol=0x6558 T
IPv6 encapsulated flow of an IPv4 flow was using the IP version from the Transformati 8.01.01

VRF Problems Corrected in 8.21.02.0002

Introduced in

though VRF route leaking is provided by static routes.

Version:
When using the maximum length VRF name, it insists on a context, but when one is 7 62.02
specified, it takes the VRF name anstdrds the extra characters. T
From device command line, a ping to device's address confignabther VRF fails even 8.11.01
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VRRP Problems Corrected in 8.21.02.0002

Introduced in

Version:
After repeated enable/disable of VRRP acespide, the system may not reply to ICMP 8.11.01
echo requests tahe VRRP Virtual IP address. o
Host routes added by host mobility may age out during first age pass after they are ad 8.11.01

Feature Enhancements in 8.11.05.0007

Transceiver Enhancements in 8.11.05.0007

CWDM support:

10GBLR271SFPRP10Gb,CWDM SM, 1271 nm, 10 km, LC SFP+
10GBLR291SFPP10Gb, CWDM SM, 1291 nm, 10 km, LC SFP+
10GBLR311SFPP10Gb, CWDM SM, 1311 nm, 10 km, LC SFP+
10GBLR331SFPP10Gb, CWDM SM, 1331 nm, 10 km, LC SFP+

Additional DWDM support:

10GBER21SFPRP10GBERDWDM CH21 SFP+
10GBER24SFPP 10GBER, DWDM CH24 SFP+
10GBER31SFPP 10GBER, DWDM CH31 SFP+
10GBER33SFPP 10GBER, DWDM CH33 SFP+

Problems Corrected in 8.11.05.0007

ACLs Problems Corrected in 8.11.05.0007

Introduced in

Version:
When theplatform connection lookup level has been raised from L3 to L4 by applicatior 7 4001
an ACL, removing the ACL does not cause theupdkvel to be reduced to L3. T
When adding entries to an accdsst, duplicates of existing entries are no longeceguted. 7.00.01

Auto-config Problems Corrected in 8.11.05.0007

Introduced in

Unable to send nonvol change to msgQ inslot(6) value(0)"
"<163>Sep 13 14:12:03 0.0.0.0 autoConfig[4.tlpAddrCb]autoConfig_IfEventCallback: {
to send IFDELETEBvent(6), id(1) myid(0) to msgQ"

Version:
On a chassis with 6 or more filled slots running with no/default configuration, if you do
"set configuration" command, during the reset you may see the followiargsages in the
log: "<163>Sep 13 14:12:03 0.0.0.0 autoConfig[4.tDSrecv7]setConfigAtDefaultsBySlot 8.11.01

IGMP Problems Corrected in 8.11.05.0007

Introduced in

ISI exception, if internal structures get corrupted.

Version:
When issuing a "show config" and reaching kieDsection, the config may get stuck in a
, . . . 7.30.01
loop and not allow the config to finish displaying.
When a device goes through its synchronization process, it is possible for IGMP to cal 73001

IPv6 Neighbor Discovery Problems Corrected in 8.11.05.0007

Introduced in
Version:

Wheninserting a new blade into the system the new blade may end up with an interfag
the "stalled" state which indicates that the IPv6 addresses have not passed Duplicate
Address Detectiorlhe interface will not forward IPv6 packets until the interfadeoisnced

(the operational status goes down then back up).

7.41.02

5/16/2016 P/N: 9038874 Subject to Change Without Notice

Page: 880f 116

F0615-O




S-Series and S-Series Standalone Customer Release Notes

LLDP Problems Corrected in 8.11.05.0007

Introduced in
Version:

Every time the command "show config" or "show config all" is run, the system loses as
as 512Kb of memorgEnough memorjosses eventually cause the system to reset.

8.11.01

Multiauth Problems Corrected in 8.11.05.0007

Introduced in
Version:

Maodification or removal of multauthentication users may cause prolonged high CPU
utilization and dropped traffic.

7.00.01

NAT Problems Corrected in 8.11.05.0007

Introduced in
Version:

It is possible on a failover that a NAT Static Binding may be missing causing NAT tran:
to not function correctly.

8.11.01

NETFLOW Problems Corrected in 8.11.05.0007

Introduced in

Version:
If Netflow higherlayer export is enabled and the cache is disabled at a time when flows
actively being exported, and then later-emabled, messages similar to:
"PiMgr[3.tDispatch]generatelfindex() :retval=0;0&r(3);mediaType(7);mediaPos(0) 8.01.01

maybe generated.
For each message generated, a single Netflow record with invalid data will be exporte

Node Alias Problems Corrected in 8.11.05.0007

Introduced in
Version:

Under rare circumstances, the "ctAliasControlTable" will not returmadiltl entries.

7.91.01

If the switch is receiving MDNS or LLMNR or SSDP framé®ode and Alias is not
configured to have those protocols disabled (nor configured to have ports those framme
being received on disabledihd, in addition, one of théollowing is true:

- Is also receiving IP Fragment packets

- Receives at least one malformed MDNS, LLMNR, or SSDP frame.

One or more blades may get into a state where CPU usage is 100%.

When in this state the "Switch Node & Alias" process will be shanaking significant CP|
for a "show system utilization".

This will not affect packet forwarding or L2/L3 protocols, but will adversely affect all
management.The only recovery method is to reset the individual blades that get into th
state.

8.11.01

OSPF Problems Corrected in 8.11.05.0007

Introduced in

Version:
An assertion failure and reset occurs and is recorded in message log as; 7.00.01
"SMS assert in gqoamlsts.c at line 1218"
When running OSPFv2 and flapping the passive value on an intexfaassert can occur in 8.11.01
thread tRtrPtcls with the following messag&MS assert in gopmmimb5.c at line 879 : (ny
AVLL_IN_TREE(if-eactive_if _tree_node) O (null) 0"
When running OSPF a DSI can occur in thread tRtrPtcls, message disp/8M8 iassert in 8.11.01

ntlavll.c at line 644 : !I= AVL3_IN_TREE(*node) 0 0 0"
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PWA Problems Corrected in 8.11.05.0007

Introduced in
Version:

PWA is occasionally unable to respond to HTTP requests under heavy user login load
Related syslog messag®?WAJ2.tLwipRecv]pwaTransmitPkt() transmit failed"

7.00.01

Spanning Tree Problems Corrected in 8.11.05.0007

Introduced in
Version:

Reset could occur when (1) changing spantree operational mode between "ieee" and
"none" or (2) when spantree version"stpcompatible" and entering or leaving a topology
change condition.

7.00.01

Switching Problems Corrected in 8.11.05.0007

Introduced in
Version:

Precision Time Protocol (PTPv1) UDP broadcast port 139, when being forwarded thro

switch, may not function reliably.

1.07.19

Feature Enhancements in 8.11.04.0006

Transceiver Enhancements in 8.11.04.0006

Auto negotiationsupport forlGb SFBBICénstalled in SFP+ sockets.

Problems Corrected in 8.11.04.0006

CLI Problems Corrected in 8.11.04.0006

Introduced in
Version:

Login banner configured via "set banner login <message>" is not displayed when logg
via SSHrhe banner is displayed whéagging in via Console or TELNET.

8.11.01

IGMP Problems Corrected in 8.11.04.0006

Introduced in

baseidx:xxx flowldx:;xxx

Version:
The IGMP database can become corrupted leading to unpredictable multicast results & 73001
module crashes. R
When using IGMBnknowninput-action setting "Flood To Routers", IGMP may not routg 8.11.01
these packets properly. T
"IGMP may on board synchronization, or system reset, reset with the following messag
IGMP[3.tDSsync2]ClgmpEtsc::DistGrpTbIRecvDistributedAdd Recvdexsetirof range 8.11.01

L3 VPN Problems Corrected in 8.11.04.0006

Introduced in

feature.The user will not see any of the L3VPN commands.

Version:
After router failover, layer 3 VPN traffic may be transmitted with wrong label. 7.91.01
When configuring L3VPN on an access routesstifavare license does not enable the 8.11.01

NODE-ALIAS Problems Corrected in 8.11.04.0006

Introduced in

multislot systems.

Version:
Querying the ctAliasInterface table may not return all entries on a givterface. 8.11.01
Querying the ctAliasinterface table may not return all entries on a given interface in 8.11.01
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NONVOL Problems Corrected in 8.11.04.0006

Introduced in
Version:

The nonvol cleanup task can write incomplete filegh® nonvol store that will not be
detected until a reboot or the next time cleanup runs for that store and companent
<3>NonVol[8.tNVolCUp]nvFilePtrMgr::verify(3) calcCsum() failed. stdiletdx=10.51,
udpSum=0x77e366a, sumCount=65534

3.00.33

At boottime the following errors may be seen in the log:

<163>Sep 19 14:46:02 0.0.0.0 NonVol[1.tusrApplnit]validate_files: Unknown record
type;store=1,offset=4105,file=0.80, type=0,rawMaj=0,rawMin=0,rawLen=0
<163>Sep 19 14:46:02 0.0.0.0 NonVol[1.tusrAppInitlasdi_files:file=1/0.80 rewinding
over incomplete recordTruncating to size 4105

<163>Sep 19 14:46:02 0.0.0.0 NonVol[1.tusrApplInitlnvFilePtrMgr::fFlush(5)
fflush(0x72b03b0) retvatz, errno=9

Configuration could have been lost due to file corruption ahduld be verified.

3.00.33

The nonvol cleanup task can write incomplete files to the nonvol store that will not be
detected until areboot: NonVdl.tusrApplnitinvFilePtrMgr::verify(0) checksum failure.
store=4, fileldx=0.37, udpSum=0x8f8dd5a, sumCdab&27

3.00.33

The nonvol cleanup task can cause a DSI reset:
Exc VectorDSI exception (0x0000030Dhread NametNVolCUp

3.00.33

The nonvol cleanup task can become stuck causing high system utilization:
debug utilization show

NAME TID PRISTATUS 5sec  1min 5min

Got tid = 1 from successful call to getNextTaskld().

tNVoICUp 240412704 195 READY 99.37 99.28 99.27

3.00.33

PLATFORM Problems Corrected in 8.11.04.0006

Introduced in
Version:

Ambient air temperature is inaccurate for S1 chassis, and false warnings about hot an
temperature are generated.

7.72.01

If chassis eeprom can not be accessed board will reset with no additional cause inforn
displayed to cli or added to messalgg.

8.01.01

"Some devices may reset after logging a message similar to the one listed below beca
memory requires an adjustment to the 1.0V power controller.

<163>Apr 7 15:05:51 0.0.0.0 Dune[5.tRootTask]PETRA[O] failed to initialize DRAM
(Ox65535). "

8.01.01

Some devices may reset after logging a message similar to the one listed below becay
memory requires an adjustmems the 1.0V power controller.

<163>Mar 27 03:06:57 192.168.100.18 Dune[2.dTcmTask]Petra[0] Received Interrupt
PB_IPT_CRC_ERR_iRstaénce 0, count 1, value= 0x1

8.01.01

System logs the message "bcmStrat[1.tNimIntr]MEM_FAIL_INT_STAT=0x00200000,
EP_INTR_STATUS=0x00000000, IPO_INTR_STATUS=0x00000000,
IP1_INTR_STATUS=0x00000000, IP2_INTR_STATUS=0x00000000,
IP3_INTR_STATUS=0x00000000"rasets.

7.70.01

System logs the message "bcmStrat[1.tNimIntr]MEM_FAIL_INT_STAT=0x00000000,
EP_INTR_STATUS=0x00000000, IPO_INTR_STATUS=0x00000000,
IP1_INTR_STATUS=0x00000000, IP2_INTR_STATUS=0x00000001,
IP3_INTR_STATUS=0x00000000" and resets.

7.70.01
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PLATFORM Problems Corrected in 8.11.04.0006

Introduced in

IP1_INTR_STATUS=0x00000000, IP2_INTR_STATUS=0x00000000,
IP3_INTR_STATUS=0x00000002" and resets.

Version:
System logs the message "bemStrat[2.tNimIntr]MEM_FAIL_INT_STAT=0x00040000,
EP_INTR_STATUS=0x00000000, IPO_INTR_STATUS=0x00000000, 770,01
IP1_INTR_STATUS=0x00000000, IP2_INTR_STATUS=0x00000000, o
IP3_INTR_STATUS=0x00000000" and resets.
System logs thenessage "bcmStrat[1.tNimIntr]MEM_FAIL_INT_STAT=0x00000000,
EP_INTR_STATUS=0x00000000, IPO_INTR_STATUS=0x00000000, 770,01

PoE Problems Corrected in 8.11.04.0006

Introduced in
Version:

WasSh AYytAySLRsSNI YEylI3ASYSyid OtlaaqQ 02y

8.01.01

RADIUS Problems Corrected in 8.11.04.0006

Introduced in
Version:

RADIUS authentication servers created via SNMP without the
etsysRadiusAuthClientServerStickyMaxSessions leaf present will default to a maximur,
sessions value of This will effectively cause the stickyund-robin RADIUS algorithm to
work like the rounerobin RADIUS algorithm.

8.11.01

SSH Problems Corrected in 8.11.04.0006

Introduced in
Version:

"The SSH configuration parameter 'set ssh server alleaveld passwod
{enabled|disabled} was added in release 8.The default value for this new parameter
should be 'enabledHowever, if upgrading from a p#& 11 image to 8.11 the parameter
may initialize as 'disabledrhis will prevehusers from connecting to the device using SS

8.11.01

TACACS+ Problems Corrected in 8.11.04.0006

Introduced in
Version:

If no attributes are passed back in an authoriZddCACS+ response when performing
TACACS+ command authorizati@sults may be nowleterministic resulting in some
commands being authorized and others nBACACS+ commands which fail authorizatio
will correctly not be allowed.

6.11.01

TWCB Problems Corrected in 8.11.04.0006

Introduced in
Version:

When NAT hardware connections are reaped it is possible that subsequent NAT reque
will not create a hardware connection.

5.01.58

VRRP Problems Corrected in 8.11.04.0006

Introduced in

mode is enabled.

Version:
If IPv6 hosts are connected to a switch which is connected to a VRRP master and VRH
backup router is running hoshobility, the IPv6 hosts will periodically move from master 8.11.01
backup and back again to the master due to router advertisement beindoyevackup R
using VRRP virtual MAC address.
Master VRRP router does not reply to ARP requests sent for the VIP's IP wheroiaieric 8.11.01
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Feature Enhancements in 8.11.03.0006

Automated Deployment Feature Enhancements in 8.11.03.0006

system is ready to be configured.

Auto Configuration feature requests configuration information from DHCP server when chassis has n
configuration. A SNMP trap requesting configurationde sent to the SNMP server notifying it that the

Problems Corrected in 8.11.03.0006

ACL Problems Corrected in 8.11.03.0006

Introduced in
Version:

After updating to 8.11.01, any change made to the ACL configuration will cause aaydH
IPv6 ACL's applied inboutanot be applied after a reset.

8.11.01

Antispoofing Problems Corrected in 8.11.03.0006

Introduced in
Version:

Issuing the CLI command "show antispoof binding" will result in a small amount of mer
being leaked.

8.01.01

ARP/ND Problems Corrected in 8.11.03.0006

Introduced in
Version:

The chassisnay crash when performingdistribution sync andvhen processing several
ARP/ND related packeta.syslog produced during the crash will look similar to this:
DistServ[1.tDsBrdOk]serverWatchDog.5(Host), client 92(net2Phys)

8.11.01

Autoconfig Problems Corrected in 8.11.03.0006

Introduced in
Version:

The Automatic Deployment/Configuration feature will not start ioHassis with 10 module
even when running with default/cleared configuration.

8.11.01

BGP Problems Corrected in 8.11.03.0006

Introduced in

message error) and subcode 8 (grouping conflidte followirg error message will appear:

SMS assert in gbnmpd.c at line 141 : (null) INVALID BRANDH) O

Version:
Displaying FIB history via debug CLI may block BGP from maintaining connection to p 7.00.01
"Negating a BGP rouimap ""match extendescommunity asroute-target™ command may
result in a system resetThefollowing error message will appear at the :(83MS assert in 8.01.01
gbmlrex3.c at line 414 : >=string_len 0 (2* QB_LEN_EXT_COMMUNITY) 16 "
A system reset may occur when running BGP with the full Internet routing table and
resetting or changing thexport policy of a neighboring router. The following error messg 8.11.01
will appear: SMS assert in gbdcnhr.c at line 959 : || (old_loc_route == ari_+elote route) o
0 (QBRA_CHECK_FLAG(ari_roldge route>flags QBRA LOC_FLAG_REMOVAL_DON
Multiprotocol BGP peering with third party products may not establish if received updal 73001
messages contain out of order path attributes such thaPASH is the last attribute. T
A system reset may occur if peering is attempted with a router supponinjsession BGP
The reset will occur on receipt of a Notification message with the error code of 2 (Oper 8.11.01
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Bonding Problems Corrected in 8.11.03.0006

Introduced in

Version:
When inserting a module running 8.11.01.0001 into a Hardware VSB systmsages
similar to the following will be stored the the message logs of the new module.
<163Apr 18 16:45:59 10.227.240.85 PPCtimer[6.tDispatch]PPC TBU has appeared tg 81101
during get_elapsed_timg( o
<163>Apr 18 16:45:59 10.227.240.85 PP&tittDispatch]1728088 17276bc c974ec
5d2314 5cdac8 155ea70
Bonded chassis may segment after a slot reset. 7.70.00
Modules in a hardware bonded chassis may reset whe&Bport is connected to a front
panel port. A message similar to "<O>Bond{D&patch]getVsbinPort: learn 8.11.01
inport:000033eb outport:00002bef binding failed ( 0x00c77d1c 0x00574058 0x015830 o
0x015756f4 0x0157ebec 0x01830eal Oxeeeeeeee )" is logged on this error.
VSB protocol may reset when enabling/disabling VSB ports. 7.62.02
IGMP flow may pick mismatched VSB ports causing loss of traffic across the Bond link 7.60.01

DHCP Problems Corrected in 8.11.03.0006

Introduced in

Version:
"dhcps6[{slot#}.tDSsync5]claimAllData: failed to set option(#) in vxWorks" srstivg
. . 8.11.01
message appear at stavp when dhcpv6 server pool is configured.
'ipv6 dhcp relay sourcimterface' disappears when the master blade is reset in a chassig 7.30.01

DHCPv6 Problems Corrected in 8.11.03.0006

Introduced in
Version:

DHCPv8&erver responds to DH@Prequest on interfaces that do not have 'ipv6 dhcp
server' configured.

8.11.01

FDB Problems Corrected in 8.11.03.0006

Introduced in
Version:

If the amount ofMACaddresses is configured to be 128K, static Unicast and Multitast
entries may not function correctlyWhen attempting the create the entries, messages
similar taFDB: NonVol[2.tDSrecv3]writeData MAJOR_FDBRTEC ENTRIES
minorTag=6665, may be logged.

7.91.01

When changing the number MACaddresses supported to beeen 64K and 128K, a
chassis reboot is needed for new value to take efffcbetween the time of the
configuration change, and the chassis reboot, a blade resets, it will go into an infinite r¢
cycle anl display a message similar &8>FilterDb[6.tDSrecv3]Resetting for new fdb num
entries = 65536, oldumberentries = 131072

7.91.01

Flow Limiting Problems Corrected in 8.11.03.0006

Introduced in
Version:

When flow limiting is enabled on a port, the flow event counter for that portiatibe
accurate.

8.01.01

Host Problems Corrected in 8.11.03.0006

Introduced in
Version:

Traceroute using UDP does not work lyer 3 VPNs over tunnels.

8.01.01
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Host Problems Corrected in 8.11.03.0006

Introduced in
Version:

After issuing the traceroute command, the string "runTraceroute: ifindex <number>" is
displayed before the results.

7.99.00

IPv4 Forwarding Problems Corrected in 8.11.03.0006

Introduced in

mappings change.

Version:
It is possible thateframer resources could become disabled while still in use for some
tunneled andPv6Nat flows. The flows associatedth these disable resources would be 8.11.01
dropped until it aged out of hardware.
On router failover, layer 3 VPN filter connections may not be removed if label to VRF 7 99.00

LLDP Problems Corrected in 8.11.03.0006

Introduced in
Version:

Occasionally running the show neighbor command will display a neighbor multiple timg

7.91.01

MAC Authentication Problems Corrected in 8.11.03.0006

Introduced in
Version:

MAGCAuthenication authimode may be set to radiussername whempgrading from older
firmware versions.

8.11.01

Multi User Authentication Problems Corrected in 8.11.03.0006

Introduced in

updated for a MAC address with sessions on multiple ports.

Version:
Executing the CLI command show multiauth session port gtiorig>" might result in an 7.00.01
error. R
In multiauthsessionaunique-per-port enabled mode, antispoof IP bindings may not be 8.11.01

NAT Problems Corrected in 8.11.03.0006

Introduced in

board to reset when deleting bindings.

Version:
It is possible for a NAT Static reserved bindingge out. 8.11.01
If a large number of binding are created with the same global address it is possible for 7 91.03

Neighbor Discovery Problems Corrected in 8.11.03.0006

Introduced in
Version:

CLI output fothe "show neighbors" command will infrequently exclude one or more
neighbors from one or more modules.

7.31.02

Node Alais Problems Corrected in 8.11.03.0006

Introduced in

configuration.

Version:
Node Alias is unable to decode packet information for LLMNR and mp&dk&ts after 8.11.01
compression occurs. B
In node alias, the protocol setting for LLMNR, SSDP, and mDNS are not displayed in t 8.11.01

5/16/2016 P/N: 9038874 Subject to Change Without Notice

Page: 950f 116

F0615-O




S-Series and S-Series Standalone Customer Release Notes

OSPF Problems Corrected in 8.11.03.0006

Introduced in

could cause a DSI in thread tDsync5.

Version:
If OSPFv2 and OSPFv3 are lotfifigured to use the same tracked object on a single
interface, and then one of these is removeadmisleading message indicates that the trac
: ) ) : . 8.11.01
in use and will not be deregisteretihe track is only removed for the corresponding
addressfamily and conihues to be inuse for the other addrestamily.
If OSPF passive interfaces are configured, upgrading from any 7.X release to an 8.X re 8.01.01

OSPFv3 Problems Corrected in 8.11.03.0006

Introduced in
Version:

If an OSPFv3 interface is configured as passive uRdgrouterOSPIbefore it is enabled
under the interfaceand other OSPFv3 interface attributes had been applied, the passiv
interface would remain down.

8.01.01

PIM-SM Problems Corrected in 8.11.03.0006

Introduced in
Version:

The "rtr mcast show debug fe" counters within Show Support always display counts of

8.11.01

Platform Problems Corrected in 8.11.03.0006

Introduced in

"i2c[4.tusrApplnitjwriteBatchCommand: master 4 empty interrupt timeouts".

Version:
"System logs the messafjbhcmStrat[2.tNimIntr]MEM_FAIL_INT_STAT=0x00000000,
EP_INTR_STATUS=0x00000000, IPO_INTR_STATUS=0x00000000, 770,01
IP1_INTR_STATUS=0x00000010, IP2_INTR_STATUS=0x00000000, o
IP3_INTR_STATUS=0x00000000"" and resets.
System logs the messagamStrat[5.tINimIntrffMEM_FAIL_INT_STAT=0x00000000,
EP_INTR_STATUS=0x00000080, IPO_INTR_STATUS=0x00000000, 770,01
IP1_INTR_STATUS=0x00000000, IP2_INTR_STATUS=0x00000000, o
IP3_INTR_STATUS=0x00000000" and resets.
Some devices may reset after logging a messagilar to the one listed below:
<163>Mar 27 03:06:57 192.168.100.18 Dune[2.dTcmTask]Petra[0] Received Interrupt 8.01.01
PB_IPT_CRC_ERR_PKT instance 0, count 1, value= 0x1
Some devices may reset after logging a message similar to the one listed leslausb
memory requires an improved initialization sequerd&3>Apr7 15:05:51 0.0.0.0 8.01.01
Dunel[5.tRootTask]PETRA][O] failed to initialize DRAM (0x65535).
S chassis reporting an incorrect ambient temperature3af. 7.60.01
Sometimes SFP or SFRodules may be miggentified for both type and speed. This can
result in the port being non functional when speed is wrong or prone to CRC or Link
problems when type is wrong. Miss identification can occur at the time+tpiSHGserted or 8.11.01
during a subsegent boot of the blade. Four port SFBption modules, 8 and 16 port SFP
modules are not affected.
Traffic in both directions may not be established on ald@&pable portwith a 10 SFP+
installed, on a chassis module or standalone after b 3P had been inserted into such 8.11.01
port.
Transceivers inserted into corresponding ports on each bank of ports (ex. port zero on
bank would be ports 1,9,17) might result in incorrect transceiver detection and 8.11.01
functionality.
Duringmodule initialization a mssage may be logged similar to: 8.11.01
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Platform Problems Corrected in 8.11.03.0006

Introduced in

Version:
Querying the entPhysicalAssetID object for a module that has not yet been programmyg 8.11.01
might return unexpected string T
A module will sometimes report a message similar to "<163>Jul 15 15:52:54 0.0.0.0
System[1]Module moved from chassis: 20b399559169 to chassis: 20b3#8589en 7.60.01

when it has not moved.

Routing Problems Corrected in 8.11.03.0006

Introduced in
Version:

Layer 3 VPN filter connections created on router failover are not removed when new |3
are sent to forwarding plane.

7.91.01

SCP Problems Corrected in 8.11.03.0006

Introduced in
Version:

Secure Copy (scp) file trsfers do not work.
(i.e., "copyscp://<user>@<host>//<path>/<sourdde> slotl/<destinatiorfile>").

7.62.05

SSH Problems Corrected in 8.11.03.0006

Introduced in
Version:

If a user's account is configured focalonly authentication, andhe account is disabled
(administratively or due to excessive lo@gilures), and the user tries to connect (even jug
once) using SSH wiflublic key authentication, then a port lookit will occur (regardless
of the configured number of system lockout attets).

8.11.01

Tunneling Problems Corrected in 8.11.03.0006

Introduced in

Version:
The switch may stop forwarding if an L2 encapped IPv6 in IPv6 GRE packet arrives frg
. . 8.11.01
tunnel dedicated to a pseudowire.
Tunnel probes are not restored properly oi58ries modules. 8.11.01

VRRP Problems Corrected in 8.11.03.0006

Introduced in

Version:
"RtrVRRP[{MODULE}.tVrrpEvt]Failed: unable to update userData flags for IP {IP ADD 8.11.01
for {INTERFACE}" syslog messsiggged from an initializing module. T
Checkspoof strietnode enabled on hostobility interface would be triggered by host
transmitting packets into the router if router had learned about host via OSPF from VR 8.11.01

hostmobility partner.

Problems Corrected in 8.11.02.0002

Upgrade Problems Corrected in 8.11.02.0002

Introduced in
Version:

After updating to 8.11.01, inbound ACLs (IPv4 and IPv6) are no longer funciitisalccurg

after a reboot when changes have been made to the A@Gfigoation.

8.11.01

Feature Enhancements in 8.11.01.0015

Application Policy Feature Enhancement in 8.11.01.0015

A new Policy Classification rule type allows for control of additional application specific Tra#ic.
Application Policy feature providelfferentiation between requests and queries/announcements for
common ZeroConf protocols to allow a simple granular policy assignment. These protocols include A

Bonjour and Universal Plug and Play (UPnP).
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Fabric Routing with IP Host Mobility Feature Enhancement in 8.11.01.0015

IP Host Mobility allows for optimized North/South traffic when deployed in a common route fabric
environment. IP Host Mobility leverages host routing.

Isolated Private VLAN Feature Enhancement in 8.11.01.0015

This featureadds the ability for a secondary VLAN to share an IP interface assigned to a primary VLA
Users within the secondary VLAN can be isolated from each other such that communication must flo
through the router.

Tunneling, O6Virtual Feature Endhaneemendin 8.11.8%0006i c e 6
Layer 2 interconnect via GRE tunnel interface, allows for the encapsulation of all data entering a spe
port for transport across the network infrastructure with a routable IP/GRE tunnel.

Inter-VRF Access Control List Feature Enhancement in 8.11.01.0015
This feature adds Access Control List functionality for internal data traffic routed between multiple VR
instances running in the same device.

RADIUS / Policy Enhancements Feature Enhancements in 8.11.01.0015
Server Load BalancingAdds support for RADIUS authentication server load balancing

Authentication Timeout Policy; Allows for the application of a specific RADIUS timeout policy profile tg
applied during authentication timeout events.

Authentication Failure Policy Allows for the application of a specific RADIUS failure policy profile to bg
applied during authentication failure events.

ReAuthentication Timeout Enhancemeng Enhancement to allow for the use of the previous acces le
during a reauthentication timeout event.

Accounting Enhancemeng Accounting has been extended to allow for accounting of additional
provisioning agents that previously were unaccountedluding CEP, RADIUS snooping, AutoTracking
Quarantine.

SSH Public Key Authentication Feature Enhancement in 8.11.01.0015
SSH enhancement to support Public Key Authentication as an additional client authentication methoc

RMON Stats and History Feature Enhancement in 8.11.01.0015

Enhancement to the operatioof RMON EtherStats and History, allowing for the configuration of the
direction of statistics collection; TX, RX or TX+RX.

Automated Deployment Feature Enhancement in 8.11.01.0015

This feature allows a newly installed device with no configurdfiitefiault configuration), to obtain the
latest firmware revision and/or configuration automatically from the netwdrveraging DHCP, the devig
will obtain a temporary IP address and notify NetSight of its status on the network allowing NetSight {
provide the specified changes to the device.

MAC Authentication Feature Enhancement in 8.11.01.0015

Allows the MAC Authentication password to use the configured password or the username as passw,
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IPv6 DHCP Server Feature Enhancement in 8.11.01.0015

DHCPvV6 server support has been added. The DHCPV6 server can be used to configure DHCPVG6 clig
IPv6 addresses, IP prefixes and other configuration required to operate in an IPv6 network.

Power over Ethernet LLDP advertisement update Feature Enhancement in 8.11.01.0015
IEEE amendment 802.3atn n¢p dzLJRI 4GS (2 & L3 ¢ S NIhi@uptate endludes thed ne
fields: type/source/priority, PD requested power and PSE allocated power.

OSPF Reference Bandwidth Feature Enhancement in 8.11.01.0015
Enhancement to support configuring OSPF reference bandwidth, allowing for more granulapatimg of
OSPF links.

OSPF RFC 4577 Support Feature Enhancement in 8.11.01.0015

Enhancement to allo@SPF to be uses the routing protocol betweeprovider edge andustomer edge
deviceswhen deployed in a BGP/MPLS L3VPN environment.

Neighbor Discovery Enhancement Feature Enhancement in 8.11.01.0015
Enhancement to detect and display configuration mismatches, duplex mode and speed settings, bety
endpoints using the various neighbor discovery methods.

Feature Enhancements in 8.02.01.0012

HW Feature Enhancements in 8.01.01.0012

This image supports theybrid TripleSpeed PoE/SFP+ option module part number

SOTK2268212 SSeries Option ModuléType2) 10 Ports 10/100/1000BASEvia RJ45 with PoE and 2
ports 10GBASK via SFPCompatible with Type2 option slots)

Support has been added for an 80Km StFfsceiver

10GBZRSFPPR 10 Gb, 10GBASAR, SM, 1550 nm, 80 Km, LC SFP+

Support hadeen added for 100Mb copper SFP transceiver;

MGBIG100BT- 100 Mb, 100BASE Copper twisted pair, 100 m, RJ45 SFP

IP Service Level Agreements Feature Enhancements in 8.02.01.0012

This feature (IPSLA) adds the ability to perform scheduled packet titatigfiss gathering and analysis at
the IP layer.This feature also adds round trip time measurements for network paths on a per hop bas

Tracked Objects Feature Enhancements in 8.02.01.0012

Enhancement to existing feature to allow monitoring aations on local physical interfac@his feature
also adds the ability to provide packet timing measurements for use with IPSLA feature.

L3VPN over GRE Feature Enhancements in 8.02.01.0012

This feature adds support for creating L3VPNSs transparem#ly an IP core network using GRE or IP
tunnels.With this feature core network routers do not need to be VRF aware or carry knowledge of th
specific routes.
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User Tracking and Control Feature Enhancements in 8.02.01.0012

Additional features fotracking and control of user sessioiitiese features are leveraged by the Anti
Spoofing Suite.

Auto-Trackingg This feature tracks neauthenticated sessions to allow for visibility and policy control.
Nonauthenticated sessions were previously not tradkn the session table.

Quarantine agent; This feature provides the ability to provision sessions based on both their policy pr
and the type of traffic they are sendin§.olicy rules will allow for a quarantine action which will allow fo
quaranine policy profile to be defined that can trigger when traffic matches the traffic filter specificatiq
the rule.The AntiSpoofing suite will leverage this feature.

Anti-Spoofing Suite Feature Enhancements in 8.02.01.0012

A set of features to provesecure IP spoofing detection and prevention to the network dynamically
through the use of a source MAC/IP binding table.

DHCP Snoopingtracks DHCP messaging and builds a binding table to enforce DHCP client/server a
from specific locations in theetwork.

Dynamic Arp Inspectionutilizes the MAC to IP binding table to ensure that ARP packets have the proj
MAC to IP binding

IP sourceguarddzii A f AT Sa GKS a!/ G2 Lt O06AYyRAY3 GFofS I
access to the nevork.

DHCP Feature Enhancements in 8.02.01.0012

Relay Option 82, The DHCP relay option 82 feature has been enhanced to allow ¢Pc(iLAND) and
RemotelD (Chassis MAC) fields to be populated by default when relaying DHCP faa&btsf theséields
can be manudy overwritten with ASCII text.

Lease Capacity enhancementhe DHCP server lease capacity has been increased fd@mtb,5,000.

Port Mirror Feature Enhancements in 8.02.01.0012

Sampled Port Mirrorg, This featwe adds the abilityo allow aspecific flow to have a specified number of
packets mirrored¢ KS FANBRG abé¢ LI O1SdGa FyR 2yfte FANRAG
Remote Port Mirrorg The feature provides the ability to send port mirror traffic to a remote destination
across the IPetwork. Traffic is encapsulated in a GRE tunnel and can be routed across the network.

Network Address Translation Feature Enhancements in 8.02.01.0012

NAT Cone with hair pinning suppogtEnhancement to existing NAT functionality to allow connections t
be initiated from external devices once the internal device has primed the NAT engine with an
internal/external binding.With hair pinning, multiple devices on the internal network wdlk be routed
externally regardless of the fact they may only have knowledge of external IP add$eesNAT is in
use, traffic likeXBOX liveequires the use of this feature.

Network Address Translatiog Feature enhancement to support network address translation (NAT) for
IPv6 to IPv6 addresses.

Load Sharing NAJ Feature enhancement to support load sharing network address translation (LSNA
IPv4 to IPv6, IPV6 to IPv4 as well as IPv6 to IPv6 addres

Transparent Web Cache Balancing (TWE€Bgature enhancement to support Transparent Web Cache
Balancing for IPv6 clients to IPv6 destination addresses.

ProxyWeb ¢ This feature is an enhancement to TWCB that leverages NAT functionality so that web ¢
servers do not need to be local to the router performing TWME8b cache servers can be distributed
throughout the network if desired. This feature enhancement is applicable to both IP4 and IPv6
implementations of TWCHBn addition the feature allowsf a proxy environment without the need to
configure user end stations.
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Multicast Feature Enhancements in 8.02.01.0012

PIM GracefukThis feature allows PIM sparse mode to continue to forward existing multicast streams
during a graceful restarihisfeature will also allow updates to occur during the restart but will not forwg
new streams until after the restart is complete.

PIM Multipath - This feature provides the ability to define the mechanism by which PIM chooses the n
hop for choosing thét NE @S NE S LJ {THe diserican optionallg dméEe $oduse the highest-next
hop, or use a SourcelP hash to choose a-hegtbased on a hash of the source IP addréks.feature
allows PIM multicast load sharing over ECMP paths, as well as titye taldilave a single deterministic nex
hop for ECMP paths.

Multicast domainsg This feature allows a PIM router to be a Border Router, as well as support MSDP
(Multicast Source Discovery Protocd)SDP interconnects multiple PIM sparse mode domains ergabl
PIM-SM to have Rendezvous Point (RP) redundancy where multicast sources can be known across (
allowing for interdomain multicasting.

Multi-topology Multicast-This feature provides the ability to create a separate topology for use by PIM
routing multicast trafficRouting protocols BGP, OSPF, OSPFv3 #8dri8y be configured to support this
separate multicast topology in an effort to contain multicast to a subset of the Enterprise.

IGMP input filters-This feature allows the user tmnfigure input filters for a range of incoming multicast
packets.The input filters provide the ability to define actions to allow, drop, or flood the protocol packe
well as the flow.

VLAN Provider Bridging (Q-in-Q) Feature Enhancements in 8.02.01.0012

This feature adds support for adding a second VLAN twgjSor transport of multiple customer VLANSs
across a common service provider infrastructufidne addition of the $ag allows customer VLANS to be
transported intact transparently across a layer 2 infrastructure.

MVRP - IEEE 802.1ak Feature Enhancements in 8.02.01.0012

Multiple VLAN Registration Protod®VRRP is the standardized replacemepitotocol for GVRP (GARP
VLAN Registration Protocol), used to dynamically configure and distribute VLAN membership informi
throughout a network.

CFM - |[EEE 802.1Q-2011 Feature Enhancements in 8.02.01.0012

Connectivity Fault ManagemenTEN) provides network operators a way to effectively monitor and
troubleshoot services that may spaingle omultiple domain Ethernet network€FM supports
mechanisms and diagnostics to insure devices along the path are configured properly, validateiliggach
and pinpoint connectivity loss.

Unidirectional Link Detection Feature Enhancements in 8.02.01.0012
This feature provides the ability to detect a single direction link where the ability to pass traffic over th
is not functioning in onelirection. The feature also enables the ability to take a port out of service whe
unidirectional link is detected through the use of Link Layer OAM.

Host Denial of Service ARP/ND Feature Enhancements in 8.02.01.0012

This enhancement, as part of thtost DOS feature, protects the CPU from receiving excessive Addres
Resolution Protocol (ARP) or Neighbor Discovery (ND) packets from the same host.
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IPv6 Neighbor Discovery Feature Enhancements in 8.02.01.0012

Support for RFC 4191 and 61/e been added to this releadeFC 4191 provides default router
preferences and specific route priority information to IPv6 hosts through router advertisements via
neighbor discoveryRFC 6106 provides options for distributing DNS server and sudfimition to IPv6
hosts through router advertisements via neighbor discovery.

IPv6 Route table Capacifieature Enhancements in 8.02.01.0012

The IPv6 route table capacity has been increased to 50@f6s for the S35 module class

SSH Feature Enhancements in 8.02.01.0012

SSH CLI now supports configuration of keep alive count and int€hialmay be used to redudklihood
that ssh clients like 'putty’ will cause a disconnect when they fail to maintain keep alive protocol.
(Due to a bug iputty this protocol is not run while holding the putty scroll bar down or accessing the p
configuration screens.)

LSNAT Feature Enhancements in 8.02.01.0012
WaK2g NHzyyAy3a atoQ y2¢ RAALIX @& | RRAGAZYIE Ay

Problems Corrected in 8.02.01.0012

ARP Problems Corrected in 8.02.01.0012 Introduced in

Version:
When sending an ARP request to an interface address that exists on an interface othe
the interface that received the ARP (proxy ARP), the MAC address of the interface tha
contains the destination IP address will be used in the ARP response instead of the M
address of the interface that received the ARP request.
For example: Z.00.01

If interface vlan.0.11 contains IP address 11.0.0.1/8 AND

interface vlan.0.12 contains IP addrdss0.0.1/8 AND

proxy ARP is enabled on interface vlian.0.11 AND

interface vlan.0.11 receives an ARP request for IP address 12.0.0.1 THEN

the ARP response will contain the MAC address of vlan.0.12 instead of vlan.0.11

Introduced in

BGP Problems Corrected in 8.02.01.0012 o
Version:

System may log a "BGP SMS assert in gbmlpar3.c" message and reset. 7.00.01

Introduced in

Config Problems Corrected in 8.02.01.0012 Version:
ersion:

Configs not cleared when moving modules to new chassis in the same slots. 7.60.01

Introduced in

Hardware Problems Corrected in 8.02.01.0012 o
Version:

Faulty 12C device may cause 12C access failures to other devices in the system. 7.00.01

HOSDOS Problems Corrected in 8.02.01.0012 Introduced in

Version:
Default rate setting$or hostDos threats icmpFlood and synFlood may disrupt protocol
) . ) . 7.20.01
operation and/or further configuration of the device.
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LLDP Problems Corrected in 8.02.01.0012

Introduced in
Version:

The SNMP MIB lldpStatsRxPortAgeoutsTotal does not returcotinect value.

5.42.xx

MTU Problems Corrected in 8.02.01.0012

Introduced in
Version:

IP interfaces can exist with a Max Transit Unit (MTU) set to 0.

Unknown

NAT Problems Corrected in 8.02.01.0012

Introduced in
Version:

An "ICMP Port Unreachablatessage being NATted to an overloaded List rule will no lo
generate a log "Failed to allocate ip address (Global IP addresses exhausted for pool)
reported x times" but will be silently discarded.

6.12.08

OSPF Problems Corrected in 8.02.01.0012

Introduced in

Version:
FIB may not be properly populated if routers with route entries pointing to loopback
interfaces advertised by adjacent neighbors and virtind are being used, or the router 7.20.01
across the virtualink injects quite a few typ®& LSAs.
OSPF will reset and log a "SMS assert in godmnsghes! user adds and all zeros NSSA 7 00.01
route R
When gracefully restarting a Designated Router, OSPF may not send hellos with itself
DR 8.01.01
A blade may reset repeatedly loggin@ &l exception for thread tDSsyncb. 8.01.01

Platform Problems Corrected in 8.02.01.0012

Introduced in

Version:
Some types of failures in memory systems used by Switching ASICS lead to resets of 7 40.00
rather than shutdown of the line card that the Switching ASIC is on. T
icscﬁrr;lay report multiple fan insert/removal messages when a single insert or removal UNTARGETE
System may reset with Stats DMA error mess&ystem should not reset when this 7 80.01

condition occurs.

Policy Problems Corrected in 8.02.01.0012

Introduced in
Version:

Some policy configuration may be missing after a reboot.

7.00.01

SNMP Problems Corrected in 8.02.01.0012

Introduced in
Version:

SSeries returns no interfacgpeed value for vtap interface.

1.07.19

STP Problems Corrected in 8.02.01.0012

Introduced in
Version:

Reset could occur when (1) changing spantree operational mode between "ieee" and
"none" or (2) when spantree version is "stpcombatible" and enterinigaving a topology
change condition.

7.00.01
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Introduced in

SYSLOG Problems Corrected in 8.02.01.0012 o
Version:

Messages sent to syslog servers could contain unprintable control characters in the m

of the messages. 7.11.01

Introduced in

VLAN Problems Corrected in 8.02.01.0012 Version:

A VLAN interface based mirror will continue to mirror traffic after the VLAN interface is

removed from the config with the clear command. 1.07.19

Introduced in

VRF Problems Corrected in 8.02.01.0012 Version:

Whendoing a fail over, then a show running config, some limit commands will show up

even though they were not set. 7.70.01

| KNOWN RESTRICTIONS AND LIMITATION:

It is not possible to mix S130/S150/S155 fabrics and the S180 fabric class in the same chassis.
S144 and S180 class modules require the use of S180 class fabrics when used in the S4/S6 and S8 ¢
S150/S130 class I/0 can be used with any fabrics class.
MPLS/LPD/L3VPNs will not function over an IPv6 cbmes will be added in a later release.
When upgrading to 8.11.08 is possible that some IPv6 interface configuration will be Bisis has been
observed in bonded systems when doing a HAU upgrade.
When using VSB the number of configured bonding ports should be limited to no more tharea6lon
physical chassis. Exceeding this limit may result in delays processing bond port link events.
When using VSB several features are resized or restricted:
LAG capacities are reducel89for chassis, 61 for SSAs,
IP tunnels including VXLAN a@&E Tunnels are not supporté@emote port mirrors are supported)
Port Mirroring support for 5 mirrors,
- IDS mirror is not supported
- Frames can be the subject of one mirror only
- The 10GEERSFPP (10 Gb, 10GBASE IEEE 802.3 SM, 1550 nm Wage Length, 40 Km, LC SFP+
not supported as a VSB chassis interconnect.
Systems with the NAT/LSNAT/etc family of features enabled should natgiefslot 16 in a VSB chassis.
The SiChassis requires the SB&PS1000W power suppliegThe SSACPS625W must not be used in
the StChassis.Jhe Fabrics/Option Modules and optics along with the Fans can exceed the power av
in the 625W supply during the startigmd when the fans operate at full speed
¢CKS GAONRLIE O2 YYlig ise wilkesualtinfenyoy Gorrapon alzd r8set®dr other
undesired behavior.
When an SFP (1G) module is inserted or removed from an SFP+ (10G capable) port, all ports on the
associated MAC chip are reset. This results in a momentary loss of link dindomadiffected ports and
forces topology protocols to process a link bourfoa.SSA all 10G ports are in the same gralpports on
a 10G Option Module are grouped togethBor S blades shipping with factory configured ports the groy
are: tg.x.14,19.x.58, tg.x.912, tg.x.1316.
MGBIGvAn. ¢ R2SayQi adzZLJ2 NI Fdzi2YFGAO RSGSOGARY
Auto-negotiation
The S130 Class of blades supports Jumbo Frames on a maximum of 12 ports simultafeesssigorts
can be any combination of the fixed 48 ports found on the module.
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Routemap (PBR) counters may not display correctly, causing them to appear as though the counts &
changing.

Any problems other than those listed above should be reported to our Technical Support Staff.

IEFT STANDRDS SUPPORT:

RFC No. Title

RFC0147 Definition of a socket

RFC0768 | UDP

RFC0781 Specification of (IP) timestamp option
RFC0783 | TFTP

RFCO0791 Internet Protocol

RFC0792 ICMP

RFC0793 | TCP

RFC0826 | ARP

RFC0854 | Telnet

RFC0894 Transmission of IP over Ethernet Networks
RFC0919 Broadcasting Internet Datagrams
RFC0922 Broadcasting IP datagrams over subnets
RFC0925 Multi-LAN Address Resolution

RFCO0950 Internet Standard Subnetting Procedure
RFC0951 | BOOTP

RFC0959 File Transfer Protocol

RFC1027 | Proxy ARP

RFC1034 Domain NamesConcepts and Facilities
RFC1035 | Domain NameslImplementation and Specification
RFC1071 | Computing the Internet checksum
RFC1112 | Host extensions for IP multicasting
RFC1122 Requirementdor IP Hosts Comm Layers
RFC1123 Requirements for IP Host#pplication and Support
RFC1157 Simple Network Management Protocol
RFC1191 Path MTU discovery

RFC1195 Use of OSI & for Routing in TCP/IP
RFC1213 MIB-I

RFC1245 | OSPF Protocol Analysis

RFC1246 Experience with the OSPF Protocol
RFC1265 BGP Protocol Analysis

RFC1266 | Experience with the BGP Protocol
RFC1323 TCP Extensions for High Performance
RFC1349 Type of Service in the Internet Protocol Suite
RFC1350 | TFTP

RFC1387 RIPv2 Protocdhnalysis

RFC1388 RIPv2 Carrying Additional Information
RFC1389 RIPv2 MIB Extension

RFC1492 | TACAS+

RFC1493 | BRIDGEMIB

RFC1517 Implementation of CIDR

RFC1518 | CIDR Architecture
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RFC No. Title

RFC1519 Classless Intdbomain Routing (CIDR)

RFC1542 BootP:Clarifications and Extensions

RFC1624 IP Checksum via Incremental Update

RFC1657 Managed Objects for B&GPusing SMIv2

RFC1659 | RS232MIB

RFC1721 RIPv2 Protocol Analysis

RFC1722 RIPv2 Protocol Applicability Statement

RFC1723 RIPv2 with Equal Costultipath Load Balancing

RFC1724 | RIPv2 MIB Extension

RFC1771 | A Border Gateway Protocol 4 (BGP

RFC1772 | Application of BGP in the Internet

RFC1773 Experience with the BG# protocol

RFC1774 BGP4 Protocol Analysis

RFC1812 General Routing

RFC1850 | OSPFv2 MIB

RFC1853 IP in IP Tunneling

RFC1886 DNS Extensions to support IP version 6

RFC1924 | A Compact Representation of IPv6 Addresses

RFC1930 | Guidelines for creation, selection, and registration of an Autonomous System (AS)

RFC1966 BGP Rout&eflection

RFC1981 Path MTU Discovery for IPv6

RFC1997 BGP Communities Attribute

RFC1998 | BGP Community Attribute in Multiome Routing

RFC2001 | TCP Slow Start

RFC2003 IP in IP Tunneling

RFC2012 | TCPMIB

RFC2013 | UDRMIB

RFC2018 TCP Selectivicknowledgment Options

RFC2030 | SNTP

RFC2080 RIPng (IPv6 extensions)

RFC2082 | RIRII MD5 Authentication

RFC2096 IP Forwarding Table MIB

RFC2104 | HMAC

RFC2113 IP Router Alert Option

RFC2117 | PIM-SM Protocol Specification

RFC2131 Dynamic Hos€Configuration Protocol

RFC2132 DHCP Options and BOOTP Vendor Extensions

RFC2233 | The Interfaces Group MIB using SMIv2

RFC2236 Internet Group Management Protocol, Version 2

RFC2260 | Support for Multthomed Multiprov

RFC2270 Dedicated AS for Sites Homt&done Provider

RFC2328 | OSPFv2

RFC2329 OSPF Standardization Report

RFC2338 | VRRP

RFC2362 PIM-SM Protocol Specification

RFC2370 | The OSPF Opaque LSA Option

RFC2373 RFC 2373 Address notation compression

RFC2374 IPv6 Aggregatable Global Unicast Addfessnat
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RFC No. Title

RFC2375 IPv6 Multicast Address Assignments

RFC2385 BGPTCP MD5 Signature Option

RFC2391 LSNAT

RFC2401 Security Architecture for the Internet Protocol

RFC2404 | The Use of HMAGHA1-96 within ESP and AH

RFC2406 IP Encapsulating Security Payl¢g&P)

RFC2407 | The Internet IP Security Domain of Interpretation for ISAKMP

RFC2408 Internet Security Association and Key Management Protocol (ISAKMP)

RFC2409 | The Internet Key Exchange (IKE)

RFC2428 FTP Extensions for IPv6 and NATs

RFC2450 Proposed TLAnd NLA Assignment Rule

RFC2453 RIPv2

RFC2460 IPv6 Specification

RFC2461 Neighbor Discovery for IPv6

RFC2462 IPv6 Stateless Address Autoconfiguration

RFC2463 ICMPV6

RFC2464 Transmission of IPv6 over Ethernet

RFC2473 Generic Packet Tunneling in IPsgecification

RFC2474 Definition of DS Field in the IPv4/v6 Headers

RFC2475 An Architecture for Differentiated Service

RFC2519 A Framework for InteDomain Route Aggregation

RFC2545 BGP Multiprotocol Extensions for IPv6

RFC2547 BGP/MPLS VPNs

RFC2548 Microsoft Vendorspecific RADIUS Attributes

RFC2553 BasiCSocket Interface Extensions for IPv6

RFC2577 FTP Security Considerations

RFC2578 SNMPVZSMI

RFC2579 SNMPvZTC

RFC2581 TCP Congestion Control

RFC2597 Assured Forwarding PHB Group

RFC2613 SMONMIB

RFC2663 | NAT & PAT (NAPT)

RFC2674 P/QBRIDGEMIB

RFC2685 Virtual Private Networks Identifier

RFC2697 A Single Rate Three Color Marker

RFC2710 Multicast Listener Discovery (MLD) for IPv6

RFC2711 IPv6 Router Alert Option

RFC2715 | Interop Rulesor MCAST Routing Protocols

RFC2740 OSPF for IPv6

RFC2763 Dynamic Hostname Exchange Mechanism fé61S

RFC2784 | GRE

RFC2787 VRRP MIB

RFC2796 BGP Route Reflection

RFC2819 RMON MIB

RFC2827 Network Ingress Filtering

RFC2858 Multiprotocol Extensiongor BGP4

RFC2863 IFMIB

RFC2864 IFINVERTEBTACHIB

RFC2865 RADIUS Authentication
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RFC No. Title

RFC286 RADIUS Accounting

RFC2869 RADIUS Extensions

RFC2890 Key and Sequence Number Extensions to GRE

RFC2893 Transition Mechanisms for IPv6 Hosts and Routers

RFC2894 RFC 2894 Router Renumbering

RFC2918 Route Refresh Capability for BGP

RFC2922 PTOP&MIB

RFC2934 PIM MIB for IPv4

RFC2966 Prefix Distribution with TwdLevel 189S

RFC2973 ISIS Mesh Groups

RFC2991 Multipath Issues in Ucast & Mcast Néxbp

RFC3022 Traditional NAT

RFC3056 Connection of IPv6 Domains via |IPv4 Clouds

RFC3065 | Autonomous System Confederations for BGP

RFC3069 VLAN Aggregation for Efficient IP Address Allocation

RFC3101 | The OSPF N&oStubby Area (NSSA) Option

RFC3107 Carrying_abel Information in BG®

RFC3137 OSPF Stub Router Advertisement

RFC3162 RADIUS and IPv6

RFC3273 HGRMONMIB

RFC3291 INETADDRESHIB

RFC3315 DHCPv6

RFC3031 Multiprotocol Label Switching Architecture

RFC3032 MPLS Label Stack Encoding

RFC3345 BGP Persistent Route Oscillation

RFC3359 | TLV Codepoints in-IS

RFC3373 | ThreeWay Handshake for 1S

RFC3376 Internet Group Management Protocol, Version 3

RFC3392 Capabilities Advertisement with B&P

RFC3411 SNMP Architecture for ManagemeRtameworks

RFC3412 Message Processing and Dispatching for SNMP

RFC3412 SNMRMPD-MIB

RFC3413 SNMP Applications

RFC3413 | SNMPNOTIFICATIONEB

RFC3413 | SNMPPROX¥IB

RFC3413 | SNMRPTARGEMIB

RFC3414 SNMRUSERBASEESMMIB

RFC3415 SNMRVIEWBASEEACMMIB

RFC3417 SNMPVZTM

RFC3418 | SNMPv2 MIB

RFC3446 | Anycast RP mechanism using PIM and MSDP

RFC3484 Default Address Selection for IPv6

RFC3493 Basic Socket Interface Extensions for IPv6

RFC3509 | Alternative Implementations of OSRBRs

RFC3513 RFC 3513 IPv6 Addressing Architecture

RFC3542 Advanced Sockets API for IPv6

RFC3562 | Key Mgt Considerations for TCP MD5 Signature Opt

RFC3567 ISIS Cryptographic Authentication
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RFC No. Title

RFC3579 RADIUS Support For Extensible Authentication Pro(&iP)

RFC3584 | SNMRPCOMMUNIT¥IB

RFC3587 IPv6 Global Unicast Address Format

RFC3590 RFC 3590 MLD Multicast Listener Discovery

RFC3595 Textual Conventions for IPv6 Flow Label

RFC3596 DNS Extensions to Support IP Version 6

RFC3618 | Multicast Sourcéiscovery Protocol (MSDP)

RFC3621 POWEHRETHERNENVIB

RFC3623 Graceful OSPF Restart

RFC3630 | Traffic Engineering (TE) Extensions to OSPFv2

RFC3635 | ETHERLIKMIB

RFC3678 Socket Interface Ext for Mcast Source Filters

RFC3704 Network Ingress Filtering

RFC3719 Recommendations for Interop Networks using$S

RFC3768 | VRRP

RFC3769 Requirements for IPv6 Prefix Delegation

RFC3787 Recommendations for Interop-IS IP Networks

RFC3809 Requirements for Provider Provisioned VPNs

RFC3810 MLDv2 for IPv6

RFC3847 Restart signalling for i

RFC3879 | Deprecating Site Local Addresses

RFC3956 | Embedding the RP Address in IPv6 MCAST Address

RFC4007 IPv6 Scoped Address Architecture

RFC4022 MIB for the Transmission Control Protocol (TCP)

RFC4023 Encapsulatiorof MPLS in IP or GRE

RFC4026 Provider Provisioned VPN Terminology

RFC4087 IP Tunnel MIB

RFC4109 | Algorithms for IKEv1

RFC4113 | MIB for the User Datagram Protocol (UDP)

RFC4133 ENTITY MIB

RFC4167 Graceful OSPF Restart Implementation Report

RFC4188 Bridge MIB

RFC4191 Default Router Prefs and Moi®pecific Routes

RFC4193 Unique Local IPv6 Unicast Addresses

RFC4213 Basic Transition Mechanisms for IPv6

RFC4222 Prioritized Treatment of OSPFv2 Packets

RFC 4250 | The Secure Shell (SSH) Protédasigned Numbers

RFC 4251 | The Secure Shell (SSH) Protocol Architecture

RFC 4252 | The Secure Shell (SSH) Authentication Protocol

RFC 4253 | The Secure Shell (SSH) Transport Layer Prqtmzgupport diffiehellmangroupl4shal)

RFC 4254 | The Secur&hell (SSH) Connection Protocol

RFC 4256 | Generic Message Exchange Authentication for the Secure Shell Protocol (SSH)

RFC4264 BGP Wedgies

RFC4265 Definition of Textual Conventions for VPN Mgt

RFC4268 ENTITSSTATEMIB

RFC4268 ENTITSSTATHCMIB

RFC4271 | A Border Gateway Protocol 4 (BGP

RFC4272 BGP Security Vulnerabilities Analysis

RFC4273 Managed Objects for B&Pusing SMIv2
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RFC No. Title
RFC4274 BGP4 Protocol Analysis
RFC4275 BGP4 MIB ImplementatiorSurvey
RFC4276 BGP4 Implementation Report
RFC4277 Experience with the BG# protocol
RFC4291 IP Version 6 Addressing Architecture
RFC4292 IP Forwarding MIB
RFC4293 MIB for the Internet Protocol (IP)
RFC4294 IPv6 Node Requirements
RFC4295 Mobile IPManagement MIB
RFC4301 Security Architecture for IP
RFC4302 IP Authentication Header
RFC4303 IP Encapsulating Security Payload (ESP)
RFC4305 | Crypto Algorithm Requirements for ESP and AH
RFC4306 Internet Key Exchange (IKEv2) Protocol
RFC4307 Cryptographic Algorithms for Use in IKEv2
RFC4308 Cryptographic Suites for IPSec
RFC4360 BGP Extended Communities Attribute
RFC4364 BGP/MPLS IP Virtual Private Networks (VPNSs)
RFC4365 | Applicability Statement for BGP/MPLS IP VPNs
RFC4382 | MPLS/BGP L3VPN MIB
RFC4384 BGP Communities for Data Collection

Diffie-Hellman Group Exchange for the Secure Shell (SSH) Transport Layer Protocol
RFC 4419 oo

(No supportdiffie-hellmangroup-exchangesha256)
RFC4443 ICMPV6 for IPv6
RFC4444 MIB for ISIS
RFC4451 | BGP MULTI_EXIT_DISC (MED) Considerations
RFC4456 BGP Route Reflection
RFC4486 Subcodes for BGP Cease Notification Message
RFC4541 IGMP Snhooping
RFC4541 MLDSnooping
RFC4552 | Authentication/Confidentiality for OSPFv3
RFC4560 | DISMANPINGMIB
RFC4560 | DISMANTRACEROUMEB
RFC4560 | DISMANNSLOOKUWIB
RFCA4577 OSPF as PE/CE Protocol for BGP L3 VPNs
RFC4601 PIM-SM
RFC4602 PIMSM IETF Proposed Std Rewalysis
RFC4604 | IGMPv3 & MLDv2 & Sour&pecific Multicast
RFC4607 SourceSpecific Multicast for IP
RFC4608 | PIM--SSM in 232/8
RFC4610 | AnycastRP Using PIM
RFC4611 MSDPDeployment Scenarios
RFC4624 | MSDP MIB
RFC4632 | Classless Intebomain RoutingCIDR)
RFC4659 | BGPMPLS IP VPN Extension for IPv6 VPN
RFC4668 RADIUS Client MIB
RFC4670 RADIUS Accounting MIB
RFC4673 RADIUS Dynamic Authorization Server MIB
RFC 4716 The Secure Shell (SSH) Public Key File Format
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RFC No. Title

RFC4724 Graceful Restart Mechanisfor BGP

RFC4750 | OSPFv2 MIB

RFC4760 Multiprotocol Extensions for BGP

RFC4835 | CryptoAlgorithm Requirements for ESP and AH

RFC4836 | MAU-MIB

RFC4836 IANAMAU-MIB

RFC4861 Neighbor Discovery for IPv6

RFC4862 IPv6 Stateless Address Autoconfiguration

RFC4878 OAM Functions on Etherntike Interfaces

RFC4878 DOT30AMMIB

RFC4884 RFC 4884 Extended ICMP M#Bitirt Messages

RFC4893 BGP Support for Fourctet AS Number Space

RFC4940 IANA Considerations for OSPF

RFC5036 LDP Specification

RFC5059 | Bootstrap Router (BSR) Mechanism for (PIM)

RFC5060 PIM MIB

RFC5065 | Autonomous System Confederations for BGP

RFC5095 Deprecation of Type 0 Routing Headers in IPv6

RFC5132 IP Multicast MIB

RFC5176 Dynamic Authorization Extension to RADIUS

RFC5186 IGMPV3/MLDV2/MCAST Routing Protocol Interaction

RFC5187 OSPFv3 Graceful Restart

RFC5240 PIM Bootstrap Router MIB

RFC5250 The OSPF Opaque LSA Option

RFC5291 Outbound Route Filtering Capability for B&P

RFC5292 AddressPrefixOutbound Route Filter foBGP4

RFC5294 Host Threats to PIM

RFC5301 Dynamic Hostname Exchange Mechanism fé61S

RFC5302 Domainwide Prefix Distribution with 5

RFC5303 | 3Way Handshake fordS P2P Adjacencies

RFC5304 ISIS Cryptographic Authentication

RFC5305 ISISextensions for Traffic Engineering

RFC5306 Restart Signaling fordS

RFC5308 Routing IPv6 with 15

RFC5309 P2P operation over LAN in liskate routing

RFC5310 ISIS Generic Cryptographic Authentication

RFC5340 | OSPF for IPv6

RFC5396 | TextualRepresentation AS Numbers

RFC5398 AS Number Reservation for Documentation Use

RFC5492 Capabilities Advertisement with B&P

RFC5519 MGMD-STBMIB

RFC5601 Pseudowire (PW) MIB

RFC5602 Pseudowire (PW) over MPLS PSN MIB

RFC5643 | OSPFv3 MIB

RFC5798 | Virtual Router Redundancy Protocol (VRRP) V3

RFC6104 Rogue IPv6 RA Problem Statement

RFC6105 IPv6 Router Advertisement Guard

RFC6106 IPv6 RA Options for DNS Configuration
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RFC No. Title
RFC6164 Using 127Bit IPv6 Prefixes on Int&outer Links
RFC6296 IPv6to-IPv6Network Prefix Translation
RFC6329 ISIS Extensions Supporting IEEE 802.1aq Shortest Path Bridging
RFC6549 | OSPFv2 MuHinstance Extensions
RFC6565 | OSPFv3 as PE/CE Protocol for BGP L3 VPNs
RFC7348 Virtual eXtensible Local Area Network (VXLANafnework for Overlaying Virtualized Layer 2
Networks over Layer 3 Networks
Drafts draft-ietf-idr-bgp4-mibv2 (Partial Support)
Drafts draft-ietf-idr-bgp-identifier
Drafts draft-ietf-idr-as-pathlimit
Drafts draft-ietf-idr-mrai-dep (Partial Support)
Drafts draft-ietf-isisexperimentaitlv (Partial Support)
Drafts draft-ietf-isisipv6-te (Partial Support)
Drafts draft-ietf-ospfospfv3mib
Drafts draft-ietf-ospfte-node-addr
Drafts draft-ietf-idmr-dvmrp-v3-11
Drafts draft-ietf-vrrp-unified-spec03.txt

EXTREME NETWORKS PRIVATE ENTERPRISE MIB SUPPORT:

Title Title Title
ENTERASYSMBCGETHERNET ENTERASYSFPANNINGREE

CFBROADCASTIB FRAMBVIB DIAGNOSTIMIB

CTIFEXTMIB ENTERASY8CENSKEYMIB ENTERASYYSLOGLIEN-MIB

CTROMALIASMIB ENTERASYBCENSKEYOIDSMIB

ENTERASYACAGELIEN-MIB

CTROMNBRIDGIMIB ENTERASYSNKFLAFRMIB

ENTERASYAPNTCMIB

ENTERASYSAGAUTHENTICATION

CTRONCDPMIB MIB

ENTERASYS&ANAUTHORIZATION
MIB

CTROMCHASSISIIB ENTERASYSAGLOCKINMIB

ENTERASYSANINTERFACHIB

CTROMNENVIRMENTAIMIB ENTERASYSAU-MIB-EXTMIB

IANAADDRESBAMILWUMBERS
MIB

ENTERASYSGMTAUTH

CTROMIBNAMES NOTIFICATIOMIB

IEEES8O02PAEMIB

CTROMDIDS ENTERASYS8GMT-MIB IEEES802BAGMIB

DVMRPMIB ENTERASY8B-NAMES DEFINITION IEEES802BRIDGH#MIB

CTROM)-BRIDGIMIB-EXT ENTERASY8RROFRCONFIG IEEES802CFMMIB

CISCE&CDPMIB ENTERASYSESTPMIB IEEES802CFMV2-MIB

CISCNETFLOWIIB ENTERASY8JLTIAUTHMIB IEEES802MSTPMIB
ENTERASYBJLTITOPOLOGY

ciscac ROUTING/IB IEEE8020-BRIDGIMIB

ENTERASYFREOWLIMITINGMIB ENTERASYS8JLTIUSERB021XMIB

IEEEB02EPANNING REBVIB

ENTERASYRAAPOLIC¥IIB ENTERASYETFLOWIIB (V5 & v9)

IEEE802BOTILLDFEXTV2-MIB

ENTERASY3 AS®FSERVICHIB ENTERASYBDSMIB DEFINITIONS

LLDRVIB

ENTERASY®ONFIGURATION

MANAGEMENWIIB ENTERASYGSPEXTMIB

LLDFEXTMEDMIB

ENTERASCONVERGENERD ENTERASYSCMIB-EXTMIB LLDPEXTDOT1IMIB
POINTMIB

l\E/III\IBTERAS- GNOSTIMESSAGE ENTERASYSV-EXTMIB LLDFEXTDOT3MIB
ENTERASYBSRESOLVERIB ENTERASY®LICPROFIL-NIB LLDPEXTDOT3V2-MIB
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Title

Title

Title

ENTERASYS/MRFEXTMIB

ENTERASPOWERETHERNEEXT
MIB

LLDFEXTDOT3V2-MIB (IEEE 8023
2009) ETS Admin table read only

ENTERASYI OPAMIB-EXTMIB

RSTMMIB

ENTERASEITHOAM-EXTMIB

ENTERASYIVAMIB

U-BRIDGIMIB

ENTERASYSEESO02BRIDGHVIB-
EXTMIB

ENTERASRESOURAETILZATION
MIB

USMTARGETAGMIB

ENTERASYSEES8O2ZEPANNING
TREBMIB-EXTMIB

ENTERASYRIPVZEXTMIB

ENTERASYSVCEMIB

ENTERASYEE802BAGMIB-EXT
MIB

ENTERASRMONEXTMIB

ENTERASY&RTMIB

ENTERASYSTFBRIDGMIB-EXT
MIB

VSBSHAREISECRENWIB

ENTERASY.SNAIMVIB

ENTERASYSTFP-BRIDGIMIB-EXT
MIB

ENTERASYBITFCLIEN-MIB

ENTERASY®RRHEEXTMIB
DEFINITIONS

ENTERAYSFMIB-EXTMIB

ENTERASRADIURACCICLIENT
EXTMIB

SNMPRESEARGWIB

ENTERASYRSLAMIB

ENTERASYRADIURAUTHCLIENT
MIB

ENTERASENTITYSSENSORIIB-
EXTMIB

Extreme Networks Private Enterprise MIBs are available in ASN.1 format from the Extreme Networks web site
at: www.extremenetworks.com/support/policies/mibs/. Indexed MIB documentation is also available.

| SNMP TRAP SUPPORT:

RFC No.

Title

RFC 1493

New Root
Topology Change

RFC 1850

ospflfStateChange
ospfVirtlfStateChange
ospfNbrStateChange
ospfVirtNbrStateChange
ospflfConfigError
ospfVirtlfConfigError
ospfMaxAgelLsa
ospfOriginateLsa

RFC 1907

Cold Start
Warm Start
Authentication Failure

RFC 4133

entConfigChange

RFC 2668

ifMauJabberTrap

RFC 2819

risingAlarm
fallingAlarm

RFC 2863

linkDown
linkup

RFQ922

ptopoConfigChange

RFC 2787

vrrpTrapNewMaster
vrrpTrapAuthFailure
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RFC No. Title
pethPsePortOnOffNotification

RFC 3621 pethMainPowerUsageOnNotification
pethMainPowerUsageOffNotification
entStateOperEnabled

RFCA4268 entStateOperDisabled

Enterasysnaclockingmib etsysMACLockingMACViolation
boardOperational

boardNonOperational

wgPslInstalled

wgPsRemoved

wgPsNormal

wgPsFail

wgPsRedundant

wgPsNotRedundant

fanFail

fanNormal

boardInsertion

boardRemoval
etsysPseChas$towerRedundant
etsysPseChassisPowerNonRedundant
etsysPsePowerSupplyModuleStatusChange
pethPsePortOnOffNotification pethMainPowerUsageOnNotification
pethMainPowerUsageOffNotification
Enterasydink-flap-mib etsysLinkFlapViolation
etsysletfBridgeDot1gFdbNewAddrNotification
etsysletfBridgeDotldSpanGuardPortBlocked
Enterasysetf-bridgemib-ext-mib | etsysletfBridgeDotldBackupRootActivation
etsysletfBridgeDotlgFdbMovedAddrNotification
etsysetfBridgeDot1dCistLoopProtectEvent
etsysFlowLimitingFLowCountActionLimitl
etsysFlowLimitingFLowCountActionLImit2
etsysMgmtAuthSuccessNotificiation
etsysMgmtAuthFailNotificiation
etsysMultiAuthSuccess

etsysMultiAuthFailed

etsysMultiAuthTerminated
etsysMultiAuthMaxNumUsersReached
etsysMultiAuthMauleMaxNumUsersReached
etsysMultiAuthSystemMaxNumUsersReached
etsysMstpLoopProtectEvent
etsysStpDiagCistDisputedBpduThresholdExceeded
etsysStpDiagMstiDisputedBpduThresholdExceeded

CabletronTraps.txt

Powerethernetmib

Enterasydlow-limiting-mib

Enterasysotification-auth-mib

Enterasysnulti-auth-mib

Enterasysspanningtree-
diagnostiemib

LIdp-mib lldpNotificationPrefix (IEEE Std 802.12M4)
Lidpext-medmib llIdpXMedTopologyChangeDetected (ANSHIDA7)
Enterasysclassof-servicemib etsysCoslrIExceededNoatification
Enterasygolicy-profile-mib etsysPolicyRulePortHitNotification
Enterasysnstp-mib etsysMstpLoopProtectEvent
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RFC No. Title

Ctronenvironmentmib

chEnvAmbientTemp
chEnvAmbientStatus

| RADIUS ATTRIBUTE SUPPORT:

This section describes the support of RADIUS attributes on the S-Series modules. RADIUS attributes are
defined in REC 2865 and RFC 3580 (IEEE 802.1X specific).

| RADIUS AUTHENTICATION AND AUTHORIZATION ATTRIBUTES:

Attribute RFC Source
CalledStationld RFC 2865, RFC 3580
CallingStationtld RFC 2865, RFC 3580
Class RFC 2865
EAPMessage RFC 3579
Filter-ld RFC 2865, RFC 3580
FramedMTU RFC 2865, RFC 3580
Idle-Timeout RFC 2865, RFC 3580
MessageAuthenticator RFC 3579
NASIP-Address RFC 2865, RFC 3580
NASPort RFC 2865, RFC 3580
NASPort-Id RFC 2865, RFC 3580
NASPort-Type RFC 2865, RFC 3580
NASIdentifier RFC 2865, RFC 3580
ServiceType RFC 2869RFC 3580
SessioATimeout RFC 2865, RFC 3580
State RFC 2865
TerminatiorAction RFC 2865, RFC 3580
UserName RFC 2865, RFC 3580
UserPassword RFC 2865

RADIUS ACCOUNTING ATRRIBUTES:

Attribute RFC Source

AcctAuthentic RFC 2866
AcctDelayTime RF2866

AcctInterim-Interval RFC 2866
AcctSessiord RFC 2866
AcctSessiorlime RFC 2866
AcctStatusType RFC 2866
AcctTerminateCause RFC 2866
CallingStationD RFC 2865

5/16/2016 P/N: 9038874 Subject to Change Without Notice Page: 1150f 116

F0615-O



http://www.ietf.org/rfc/rfc2865.txt
http://www.ietf.org/rfc/rfc3580.txt

S-Series and S-Series Standalone Customer Release Notes

GLOBAL SUPPORT:

By Phone: 603-952-5000
1-800-872-8440 (toll-free in U.S. and Canada)

For the Extreme Networks Support toll-free number in your country:
www.extremenetworks.com/support/contact/

By Email: support@enterasys.com

By Web: www.extremenetworks.com/support/

By Mail:  Extreme Networks, Inc.
145 Rio Robles
San Jose, CA 95134 (USA)

For information regarding the latest software available, recent release notes revisions, or if you require
additional assistance, please visit the Extreme Networks Support web site.
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