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Preface

Read the following topics to learn about:

* The meanings of text formats used in this document.

* Where you can find additional information and help.

* How to reach us with questions and comments.

Text Conventions

Unless otherwise noted, information in this document applies to all supported environments for the
products in question. Exceptions, like command keywords associated with a specific software version,

are identified in the text.

When a feature, function, or operation pertains to a specific hardware product, the product name is
used. When features, functions, and operations are the same across an entire product family, such as
ExtremeSwitching switches or SLX routers, the product is referred to as the switch or the router.

Table 1: Notes and warnings

Icon Notice type

Alerts you to...

1y Tip

’

lIIQ

Helpful tips and notices for using the product

Note

Useful information or instructions

| Important

Important features or instructions

Caution

Risk of personal injury, system damage, or loss of data

n Warning

Risk of severe personal injury

10
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Documentation and Training

Table 2: Text

Convention

Description

screen displays

This typeface indicates command syntax, or represents information as
it is displayed on the screen.

The words enter and type

When you see the word enter in this guide, you must type something,
and then press the Return or Enter key. Do not press the Return or
Enter key when an instruction simply says type.

Key names

Key names are written in boldface, for example Ctrl or Esc. If you must
press two or more keys simultaneously, the key names are linked with a
plus sign (+). Example: Press Ctrl+Alt+Del

Words in italicized type

Italics emphasize a point or denote new terms at the place where they
are defined in the text. Italics are also used when referring to
publication titles.

NEW!

New information. In a PDF, this is searchable text.

Table 3: Command syntax

Convention

Description

bold text

Bold text indicates command names, keywords, and command options.

italic text

[talic text indicates variable content.

Syntax components displayed within square brackets are optional.
Default responses to system prompts are enclosed in square brackets.

{xly !l z} A choice of required parameters is enclosed in curly brackets separated
by vertical bars. You must select one of the options.
X |y A vertical bar separates mutually exclusive elements.
> Nonprinting characters, such as passwords, are enclosed in angle
brackets.
Repeat the previous element, for example, member [member. . .].
\ In command examples, the backslash indicates a “soft” line break.

When a backslash separates two lines of a command input, enter the
entire command at the prompt without the backslash.

Documentation and Training

Find Extreme Networks product information at the following locations:

Current Product Documentation

Release Notes

Hardware and software compatibility for Extreme Networks products

Extreme Optics Compatibility

Other resources such as white papers, data sheets, and case studies

Extreme Networks offers product training courses, both online and in person, as well as specialized
certifications. For details, visit www.extremenetworks.com/education/.

Extreme SLX-OS

Layer 2 Switching Configuration Guide, 20.3.3 n


http://www.extremenetworks.com/documentation/
https://www.extremenetworks.com/support/release-notes/
https://www.extremenetworks.com/support/compatibility-matrices/
https://optics.extremenetworks.com/
https://www.extremenetworks.com/resources/
https://www.extremenetworks.com/education/

Help and Support Preface

Help and Support

If you require assistance, contact Extreme Networks using one of the following methods:

Extreme Portal

Search the GTAC (Global Technical Assistance Center) knowledge base; manage support cases and
service contracts; download software; and obtain product licensing, training, and certifications.

The Hub

A forum for Extreme Networks customers to connect with one another, answer questions, and share
ideas and feedback. This community is monitored by Extreme Networks employees, but is not
intended to replace specific guidance from GTAC.

Call GTAC

For immediate support: (800) 998 2408 (toll-free in U.S. and Canada) or 1(408) 579 2826. For the
support phone number in your country, visit: www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following information ready:

*  Your Extreme Networks service contract number, or serial numbers for all involved Extreme
Networks products

* A description of the failure
* A description of any actions already taken to resolve the problem

* A description of your network environment (such as layout, cable type, other relevant environmental
information)

*  Network load at the time of trouble (if known)

* The device history (for example, if you have returned the device before, or if this is a recurring
problem)

* Any related RMA (Return Material Authorization) numbers

Subscribe to Product Announcements

You can subscribe to email notifications for product and software release announcements, Field
Notices, and Vulnerability Notices.

Go to The Hub.

In the list of categories, expand the Product Announcements list.

Select a product for which you would like to receive notifications.

Select Subscribe.

To select additional products, return to the Product Announcements list and repeat steps 3 and 4.

N

You can modify your product selections or unsubscribe at any time.

Send Feedback

The Information Development team at Extreme Networks has made every effort to ensure that this
document is accurate, complete, and easy to use. We strive to improve our documentation to help you
in your work, so we want to hear from you. We welcome all feedback, but we especially want to know
about:

* Content errors, or confusing or conflicting information.

12
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Preface Send Feedback

* Improvements that would help you find relevant information.
* Broken links or usability issues.

To send feedback, do either of the following:
* Access the feedback form at https://www.extremenetworks.com/documentation-feedback/.
* Email us at documentation@extremenetworks.com.

Provide the publication title, part number, and as much detail as possible, including the topic heading
and page number if applicable, as well as your suggestions for improvement.

Extreme SLX-OS
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About This Document

What’s New in this Document on page 14
Supported Hardware on page 14
Regarding Ethernet interfaces and chassis devices on page 15

What’s New in this Document

The following table includes descriptions of changes made to this document for the SLX-0OS 20.3.3

software release.

Table 4: Summary of changes

Feature

Description

Topic

Support for Extreme 8720 and
Extreme 8520.

Added support for new
hardware platforms Extreme
8720 and Extreme 8520

Supported Hardware on page
14

For additional information, refer to the Extreme SLX-OS Release Notes for this version.

Supported Hardware

For instances in which a topic or part of a topic applies to some devices but not to others, the topic

specifically identifies the devices.

SLX-0S 20.3.3 supports the following hardware platforms.

* Devices based on the Broadcom XGS® chipset family:

o Extreme 8720
o Extreme 8520

o ExtremeSwitching SLX 9250
o ExtremeSwitching SLX 9150

* Devices based on the Broadcom DNX® chipset family:

o ExtremeRouting SLX 9740
o ExtremeRouting SLX 9640

Extreme SLX-OS
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About This Document Regarding Ethernet interfaces and chassis devices

o ExtremeSwitching SLX 9540

i Note
E All configurations and software features that are applicable to SLX 9150 and SLX 9250
devices are also applicable for the Extreme 8520 and Extreme 8720 devices respectively.

The "Measured Boot with Remote Attestation” feature is only applicable to the Extreme 8520
and Extreme 8720 devices. It is not supported on the SLX 9150 and SLX 9250 devices.

i Note

a Although many software and hardware configurations are tested and supported for this
release, documenting all possible configurations and scenarios is beyond this document'’s
scope.

For information about other releases, see the documentation for those releases.

Regarding Ethernet interfaces and chassis devices

The current SLX-OS version does not support any multi-slot (chassis) devices.

However, the Ethernet interface configuration and output slot/port examples in this document may

([N}

appear as either O/x or n/x, where "n” and "x" are integers greater than O.

For all currently supported devices, specify O for the slot number.

Extreme SLX-OS
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Link Aggregation

Link aggregation overview on page 16
Basic LAG configuration on page 18
Dynamic (LACP) configuration on page 22
IP over port-channel on page 26
Hash-based load balancing on page 33
Troubleshooting LAGs on page 38

Show and clear LAG commands on page 39

Link aggregation overview

Link aggregation enables you to bundle multiple physical Ethernet links into a single port-channel,
providing enhanced performance, redundancy, and availability.

We also refer to port-channels as link-aggregation groups (LAGs). A LAG is considered a single link by
connected devices, the Spanning Tree Protocol, IEEE 802.1Q VLANSs, and so on. When one physical link
in the LAG fails, the other links stay up. A small drop in traffic is experienced when one link fails.

When queuing traffic from multiple input sources to the same output port, all input sources are given
the same weight, regardless of whether the input source is a single physical link or a port-channel.

The benefits of link aggregation are as follows:

* |ncreased bandwidth (The logical bandwidth can be dynamically changed as the demand changes.)
* Increased availability

* Load sharing

* Rapid configuration and reconfiguration

Each LAG consists of the following components:

* Links of the same speed.
* A MAC address that is different from the MAC addresses of the LAG's individual member links.
* Aninterface index for each link to identify the link to the neighboring devices.

* Anadministrative key for each link. Only the links with the same administrative key value can be
aggregated into a LAG. On each link configured to use LACP, LACP automatically configures an
administrative key value equal to the port-channel identification number.

Extreme SLX-OS
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Link Aggregation LAG configuration guidelines

Two LAG types are supported:

* Static LAGs—In static link aggregation, links are added into a LAG without exchanging control
packets between the partner systems. The distribution and collection of frames on static links is
determined by the operational status and administrative state of the link.

* Dynamic LAGs—Dynamic link aggregation uses Link Aggregation Control Protocol (LACP) to
negotiate the links included in a LAG. Typically, two partner systems sharing multiple physical
Ethernet links can aggregate a number of those physical links using LACP. LACP creates a LAG on
both partner systems and identifies the LAG by the LAG ID. All links with the same administrative
key, and all links that are connected to the same partner switch become members of the LAG. LACP
continuously exchanges LACP protocol data units (PDUs) to monitor the health of each member
link.

LAG configuration guidelines
When implementing port-channels, consider the following guidelines:

*  You can associate a link with only one port-channel.

*  You cannot aggregate switchport interfaces into port-channels. However, you can configure port-
channels as switchports.

LAG profile support-scope

Maximum numbers of port-channel IDs and links per port-channel vary with device and profile.

SLX 9740 devices
Port channel scale and support for SLX 9740

Table 5: Port-channel scale for SLX 9740 device.

Device LAG Profile Supported port-channel | Maximum links per port-
IDs channel
SLX 9740-40 default 1-256; Only 77 64

portchannels may be
created at any one time.

SLX 9740-80 default 1-256; Only 153 port- 64
channels may be
created at one time.

we Note
E * Forthe 1U SLX 9740-40, the number of LAGs will be 77, where:
o 76 are the front end ports (all breakouts)
o T(insight port)
* Forthe 2U SLX 9740-80, the number of LAGs will be 153. where:
o 152 are the front end ports (all breakouts)
o 1(insight port)

Extreme SLX-OS
Layer 2 Switching Configuration Guide, 20.3.3 17



Basic LAG configuration

Link Aggregation

SLX 9540 and SLX 9640 devices

For this group of devices, maximum numbers of port-channel IDs and links per port-channel vary with

device and LAG profile, as follows:

Table 6: Port-channel scale for SLX 9540 and SLX 9640 devices

Device or series LAG profile Supported port-channel | Maximum links per port-
IDs channel

SLX 9540 default 1-256; Only 64 port- 64

SLX 9640 channels may be
created at any one time.

SLX 9540 lag-profile-1 1-256; Only 64 port- 32

SLX 9640 channels may be
created at any one time.

SLX 9150 and SLX 9250 devices

For this group of devices, maximum numbers of port-channel IDs and links per port-channel vary only

with device, as follows:

Table 7: Port-channel support for SLX 9150 and SLX 9250 devices

Device or series

Supported port-channel IDs

Maximum links per port-channel

SLX 9150, SLX 9250

1-256; Only 128 port-channels 64
may be created at any one time.

Example

The following example enables lag-profile-1.

device# configure terminal
device (config) # hardware

device (config-hardware) # profile lag lag-profile-1
please run 'copy running-config startup-

$Warning: To activate the new profile config,
config' followed by 'reload system'.

device (config-hardware) #

Basic LAG configuration

Note
E Non-default LAG profiles are not supported for the SLX 9150 and SLX 9250 devices.

The topics in this section configure both static and dynamic (LACP) LAG implementations.

Extreme SLX-OS
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Link Aggregation Configuring a new port channel interface

Configuring a new port channel interface

Follow this procedure to create a new port channel interface at the global configuration mode.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface port-channel command to create a new port channel interface.

device (config)# interface port-channel 30

Example

The following example creates a new port channel interface of 30.

device# configure terminal
device (config) # interface port-channel 30

What to Do Next

After creating a new port channel, you can enter no shutdown or shutdown to bring up or down the
port-channel, as follows:

device# configuration terminal

device (config)# interface Port-channel 30

2016/10/17-20:31:21, [NSM-1004], 302, M2 | Active | DCE, INFO, SLX, Port-channel 30 is
created.

device (config-Port-channel-30) #

device (config-Port-channel-30) # no shutdown

2016/10/17-20:31:26, [NSM-1019], 303, M2 | Active | DCE, INFO, SLX, Interface Port-
channel 30 is administratively up.

device (config-Port-channel-30) #

Deleting a port channel interface

Follow this procedure to delete a port-channel interface and all member interfaces.

Procedure

1. Enter the configure terminal command to access global configuration mode.
device# configure terminal

2. To delete a port-channel interface, enter the no interface port-channel command.

device (config) # no interface port-channel 30
Example

The following example deletes port-channel interface 30.

device# configure terminal
device (config) # no interface port-channel 30

Extreme SLX-OS
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Adding a member port to a port channel

Follow this procedure to add a port to a specific port channel interface at the interface configuration
level. If the port channel is not created, this task creates the port channel and also adds a port to the
port channel.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal
device (config) #

2. Enterthe interface port-channel command to add a port channel interface at the global
configuration level.

device (config)# interface port-channel 30
device (conf-Port-channel-30) #

3. Configure the interface ethernet command to enable the interface.

device (conf-Port-channel-30) # interface ethernet 0/5
device (conf-if-eth-0/5) #

4. Add a port to the port channel interface as static.

device (conf-if-eth-0/5)# channel-group 30 mode on

5. Add a port to the port channel interface as a dynamic (using LACP), active or passive mode.

device (conf-if-eth-0/5)# channel-group 30 mode active
device (conf-if-eth-0/5)# channel-group 30 mode passive

Example

The following example is for a static LAG configuration with the mode ON.

device# configure terminal

device (config) # interface port-channel 30

device (conf-Port-channel-30) # interface ethernet 0/5
device (conf-if-eth-0/5)# channel-group 30 mode on

The following example adds a port 0/5 to the existing dynamic port channel interface 30 with the mode
active.

device# configure terminal

device (config) # interface port-channel 30

device (conf-Port-channel-30) # interface ethernet 0/5
device (conf-if-eth-0/5)# channel-group 30 mode active

ot Note
E Run the no shutdown command to bring the above interface online.

device (conf-if-eth-0/5)# no shutdown

2016/10/18-03:47:15, [NSM-1019], 528, M2 | Active | DCE, INFO, SLX, Interface
Ethernet 0/5 is administratively up. 2016/10/18-03:47:15, [NSM-1001], 529, M2 |
Active | DCE, INFO, SLX, Interface Ethernet 0/5 is online.

Extreme SLX-OS
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Link Aggregation Deleting a member port from a port channel

The following example adds a port 0/5 to the existing dynamic port channel interface 30 with the mode
passive.

device# configure terminal

device (config) # interface port-channel 30

device (conf-Port-channel-30) # interface ethernet 0/5
device (conf-if-eth-0/5)# channel-group 30 mode passive

Deleting a member port from a port channel

Follow this procedure to delete a member port from a port channel interface at the interface
configuration level.

Procedure

Delete a port from the port channel interface.

device (conf-if-eth-0/5)# no channel-group

Example

The following example deletes a port 0/5 from the existing port channel interface 30.

device# configure terminal
device (config)# interface ethernet 0/5
device (conf-if-eth-0/5)# no channel-group

Configuring the minimum number of LAG member links

Follow this procedure to configure the minimum number of LAG member links that should be functional
so that the port-channel interface is operationally up.

About This Task

This configuration allows a port-channel to operate at a certain minimum bandwidth at all times. If the
bandwidth of the port-channel drops below the minimum number, then the port-channel is declared
operationally DOWN even though it has operationally UP members.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal
device (config) #

2. Enterthe interface port-channel command at the global configuration level.

device (config)# interface port-channel 30
device (conf-Port-channel-30) #

Extreme SLX-OS
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Dynamic

3. Configure the minimum number of LAG member links at the port-channel interface configuration
mode.

device (conf-Port-channel-30) # minimum-1links 5

wie Note
E The number of links ranges from 1to 32. The default minimum links is 1.

Example

The following example sets min-link 5 to the existing port channel interface 30.

device# configure terminal
device (config) # interface port-channel 30
device (conf-Port-channel-30)# minimum-links 5

(LACP) configuration

Link Aggregation Control Protocol (LACP) is an IEEE 802.1AX standards-based protocol that allows two
partner systems to dynamically negotiate attributes of physical links between them to form port-
channels.

If LACP determines that a link can be aggregated into a LAG, LACP puts the link into the LAG. All links in
a LAG inherit the same administrative characteristics.

LACP operates in two modes:

* Active mode—LACP initiates protocol data unit (PDU) exchanges, regardless of whether the partner
system sends LACP PDUs.

* Passive mode—LACP responds to PDUs initiated by its partner system, but does not initiate the
LACP PDU exchange.

The LACP process collects and distributes Ethernet frames. The collection and distribution process
implements:

* Inserting and capturing control LACP protocol data units (PDUs).
* Restricting the traffic of a given conversation to a specific link.

* |oad-balancing links.

* Handling dynamic changes in LAG membership.

On each port, link aggregation control:

* Maintains configuration information to control port aggregation.

* Exchanges configuration information with other devices to form LAGs.

* Attaches ports to and detaches ports from the aggregator when they join or leave a LAG.
* Enables or disables an aggregator’s frame collection and distribution functions.

Extreme SLX-OS
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Configuring LACP system priority

You configure LACP system priority on each device running LACP.
About This Task

LACP uses the system priority with the switch MAC address to form the system ID and also during
negotiation with other switches. The system priority value must be a number in the range of 1through
65535. The higher the number, the lower the priority. The default priority is 32768.

Procedure

1. Enter the configure terminal command to access global configuration mode.
device# configure terminal

2. Specify the LACP system priority.
device (config)# lacp system-priority 25000

3. To reset the system priority to the default value.

device (config) # no lacp system-priority

Configuring the LACP port priority

Follow this procedure to configure the LACP port priority of a member port of a specific port-channel
interface.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface port-channel command to add a port channel interface at the global
configuration level.

device (config)# interface port-channel 30
device (conf-Port-channel-30) #
3. Configure the interface ethernet command and add the port to the port-channel interface.
device (conf-Port-channel-30)# interface ethernet 0/5
device (conf-if-eth-0/5)# channel-group 30 mode active

4. Configure the LACP port priority 12 for the member port.

device (conf-if-eth-0/5)# lacp port-priority 12

e Note
E The LACP port priority value ranges from 1to 65535. The default value is 32768.
5. To rest the configured port priority to the default value.

device (conf-if-eth-0/5)# no lacp port-priority
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Example

The example sets the port priority as 12.

device# configure terminal

device (config)# interface port-channel 30

device (conf-Port-channel-30)# interface ethernet 0/5
device (conf-if-eth-0/5)# channel-group 30 mode active
device (conf-if-eth-0/5)# lacp port-priority 12

Configuring the LACP timeout period

The LACP timeout period indicates how long LACP waits before timing out the neighboring device.
About This Task

The short timeout period is 3 seconds and the long timeout period is 90 seconds. The default is
long. The short timeout period specifies that the PDU is sent every second and the port waits three
times this long (three seconds) before invalidating the information received earlier on this PDU. The
long timeout period specifies that the PDU is sent once in 30 seconds and the port waits three times
this long (90 seconds) before invalidating the information received earlier on this PDU.

To configure the LACP timeout period on an interface, perform the following steps:

Procedure

1. Enter the configure terminal command to access global configuration mode.
2. Enter the interface command, specifying the interface type and the slot/port.
device (config)# interface ethernet 0/1
3. Enterthe no shutdown command to enable the interface.
4. Specify the LACP timeout short period for the interface.
device (conf-if-eth 0/1)# lacp timeout short
5. Specify the LACP timeout long period for the interface.

device (conf-if-eth 0/1)# lacp timeout long

LACP PDU forwarding

By default, LACP PDUs received on an interface where LACP is not configured are discarded. For
scenarios in which the interface requires LACP PDU packet forwarding, you can configure the device to
forward the LACP PDU on the VLAN on which it is received using the lacp-pdu-forward enable
command in the interface configuration mode or port channel configuration mode.

Since the destination address of the PDU is a multicast MAC, the frame will be flooded on the VLAN. If
the VLAN on which the LACP PDU is received is a regular VLAN, the PDU will be flooded on the VLAN.
If the VLAN on which the PDU is received is a service delimiter for a bridge domain, the LACP PDU is
flooded on the bridge domain accordingly.

LACP PDU forwarding is supported only on physical interfaces and static port channel interfaces. LACP
PDUs cannot be forwarded if they are received on a LACP based dynamic port channel. LACP PDU
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Link Aggregation LACP PDU forwarding

forwarding enabled on a static port channel applies to all the member ports. If LACP is enabled on a
port, it overrides the LACP PDU forwarding configuration and the PDUs are trapped in the CPU.

Configuring LACP PDU forwarding on a physical interface

Perform the following steps to configure LACP PDU forwarding on a physical interface.

Procedure

1. Enter the global configuration mode.

device# configure terminal
device (config) #

2. Specify the physical interface on which LACP PDU forwarding needs to enabled.
device (config) # interface ethernet 0/1
3. Configure LACP PDU forwarding on the physical interface.

device (conf-if-eth-0/1)# lacp-pdu-forward enable

Example

The following example enables LACP forwarding on a port-channel interface.

device# configure terminal
device (config) # interface ethernet 0/1
device (conf-if-eth-0/1)# lacp-pdu-forward enable

Configuring LACP PDU forwarding on a port-channel interface

Perform the following steps to configure LACP PDU forwarding on a port-channel interface.

Procedure

1. Enter the global configuration mode.
device# configure terminal

2. Enterthe interface port-channel command to add a port channel interface at the global
configuration level.

device (config)# interface port-channel 10
3. Configure LACP PDU forwarding on the port-channel interface.
device (conf-Port-channel-10) # lacp-pdu-forward enable

LACP PDU forwarding is supported only on static port channel interfaces.
Example

The following example enables LACP forwarding on a port-channel interface.

device# configure terminal
device (config) # interface port-channel 10
device (conf-Port-channel-10)# lacp-pdu-forward enable
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Configuring LACP default Up

Follow this procedure to activate an LACP link even in the absence of PDUs.
About This Task

Consider the following when using the lacp default-up command:

* The command is available only if the configured interface is a dynamic member of a port-channel
interface.

* The command is not supported on static LAGs.
* The command is not supported on port-channel interfaces.

Procedure
1. Enter the configure terminal command to access global configuration mode.
2. Enter the interface command, specifying the interface type and the slot/port.
device (config) # interface ethernet 0/1
3. Specify LACP default-up for the interface.
device (conf-if-eth-0/1)# lacp default-up
4. Enter the no form of the command to disable the configuration.

device (conf-if-eth-0/1)# no lacp default-up

IP over port-channel

Port-channels support most Layer 3 protocols.

IP over port-channel:

* Provides fault tolerance for the links. Protocols associated with the IP are not forced to reconverge
unless all of the links in the port-channel go down.

* Provides for dynamic bandwidth, through the removal or addition of port-channel members. (The
upper layers do not need to know about the members, as these are device-dependent.)

IP over port-channel supports:

* Static and dynamic port-channels

* |Pv4 and IPv6 addressing

* Configuration and show commands

The following Layer 3 protocols are supported:
* ACLs

* ARP/ND

* BFD

* BGP

* DHCP

* |CMP

e ISIS

* MPLS
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Commands supported for IP over port-channel

* OSPFv2/v3
* VRRP

Commands supported for IP over port-channel

The following commands support IP over port-channel:

Table 8: IP routing commands for IP over port-channel

Command

Mode

Support limitations

ip policy route-map

Port-channel configuration

Not supported on, SLX 9150, or
SLX 9250 devices.

ip route

Global configuration

ipv6é policy route-map

Port-channel configuration

Not supported on, SLX 9150, or
SLX 9250 devices.

ipv6 route

Global configuration

show route-map
interface port-channel

Privileged EXEC

Table 9: Interface commands for IP over port-channel

Command

Mode

Support limitations

clear ipv6 counters
interface port-channel

Privileged EXEC

ip address ip address
{ secondary | ospf-
passive | ospf-ignore }

Port-channel configuration

ip directed-broadcast

Port-channel configuration

ip mtu

Port-channel configuration

ip unnumbered

Port-channel configuration

ipv6 address

Port-channel configuration

ipv6 address secondary

Port-channel configuration

ipvé address use-link-
local-only

Port-channel configuration

ipv6é address eui-64

Port-channel configuration

ipv6é address eui-64
secondary

Port-channel configuration

ipv6é address link-local

Port-channel configuration

ipv6 address anycast

Port-channel configuration

show ip interface port-
channel

Privileged EXEC

show ipv6 interface
port-channel

Privileged EXEC
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Table 9: Interface commands for IP over port-channel (continued)

Command

Mode

Support limitations

show ipv6 counters
interface port-channel

Privileged EXEC

vrf forwarding

Port-channel configuration

Table 10: ACL commands for IP over port-channel

Command

Mode

Support limitations

ip access-group

Port-channel configuration

Both ingress and egress are
supported.

ip-subnet-broadcast-acl

Port-channel configuration

Not supported on, SLX 9150, or
SLX 9250 devices.

ip receive access-group

Global configuration

ipv6é access-group

Port-channel configuration

Only ingress is supported.

ipv6é receive access-
group

Global configuration

service-policy in

Port-channel configuration

Table 11: ARP/ND commands for IP over port-channel

Command

Mode

Support limitations

arp interface port-
channel

Global configuration mode

ip proxy-arp

Port-channel configuration

ip arp-aging-timeout

Port-channel configuration

ip arp learn-any

Port-channel configuration

ipv6é nd broadcast-mac

Port-channel configuration

ipv6é nd broadcast-mac-
trap

Port-channel configuration

ipv6é nd cache

Port-channel configuration

ipv6é nd dad

Port-channel configuration

ipv6é nd hoplimit

Port-channel configuration

ipv6é nd managed-config-
flag

Port-channel configuration

ipv6é nd messages

Port-channel configuration

ipvé nd mtu

Port-channel configuration

ipv6é nd ns-interval

Port-channel configuration

ipv6é nd other-config-
flag

Port-channel configuration

ipv6é nd prefix

Port-channel configuration
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Table 11: ARP/ND commands for IP over port-channel (continued)

Command Mode Support limitations
ipvé nd ra-interval Port-channel configuration
ipvé nd ra-lifetime Port-channel configuration
ipvé nd reachable-time |Port-channel configuration
ipv6é nd refreshed Port-channel configuration
ipvé nd retrans-timer Port-channel configuration
ipvé nd suppress-ra Port-channel configuration

Table 12: BFD commands for IP over port-channel

Command

Mode

Support limitations

bfd interval

Port-channel configuration

bfd shutdown

Port-channel configuration

show bfd neighbors
dest-ip

Privileged EXEC

show bfd neighbors
interface port-channel

Privileged EXEC

Table 13: BGP commands for IP over port-channel

Command Mode Support limitations
distribute BGP configuration Not supported on, SLX 9150, or
SLX 9250 devices.
neighbor { ip-address | |BGP configuration
ipvé6-address | peer-
group-name } update-
source port-channel
Table 14: DHCP commands for IP over port-channel
Command Mode Support limitations
ip dhcp relay address Port-channel configuration
ip dhcp relay gateway Port-channel configuration
address
ipv6é dhcp relay address |Port-channel configuration
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Table 14: DHCP commands for IP over port-channel (continued)

Command

Mode

Support limitations

show ip dhcp relay
address interface port-
channel

Privileged EXEC

show ip dhcp relay
gateway interface port-
channel

Privileged EXEC

Table 15: ICMP commands for IP over port-channel

Command

Mode

Support limitations

ip icmp address-mask

Port-channel configuration

ip icmp echo-reply

Port-channel configuration

ip icmp rate-limiting

Port-channel configuration

ip icmp redirect

Port-channel configuration

ip icmp unreachable

Port-channel configuration

Table 16: ISIS commands for IP over port-channel

Command Mode Support limitations
isis auth-check Port-channel configuration
isis auth-key Port-channel configuration
isis auth-mode md5 Port-channel configuration
isis bfd Port-channel configuration
isis hello-multiplier Port-channel configuration
isis hello-interval Port-channel configuration
isis hello padding Port-channel configuration
disable

isis ipvé metric Port-channel configuration
isis ldp-sync Port-channel configuration
isis metric Port-channel configuration
isis passive Port-channel configuration
isis point-to-point Port-channel configuration
isis priority Port-channel configuration
isis reverse-metric Port-channel configuration

show

port-

isis interface
channel

Port-channel configuration

Note: MPLS commands are not supported on, SLX 9150, or SLX 9250 devices.
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Table 17: MPLS commands for IP over port-channel

Command

Mode

Support limitations

exclude-interface port-
channel

MPLS router Bypass LSP
configuration

mpls-interface port-
channel

MPLS configuration

show mpls dynamic
bypass port-channel

Privileged EXEC

show mpls interface
port-channel

Privileged EXEC

show mpls 1ldp interface
port-channel

Privileged EXEC

show mpls rsvp

Privileged EXEC

Table 18: OSPFv2 commands for IP over port-channel

Command

Mode

Support limitations

clear ip ospf counters
port-channel

Privileged EXEC

ip ospf active

Port-channel configuration

ip ospf area

Port-channel configuration

ip ospf auth-change-
wait-time

Port-channel configuration

ip ospf authentication-
key

Port-channel configuration

ip ospf bfd

Port-channel configuration

ip ospf cost

Port-channel configuration

ip ospf database-filter

Port-channel configuration

ip ospf dead-interval

Port-channel configuration

ip ospf hello-interval

Port-channel configuration

ip ospf md5-
authentication

Port-channel configuration

ip ospf mtu-ignore

Port-channel configuration

ip ospf network

Port-channel configuration

ip ospf passive

Port-channel configuration

ip ospf priority

Port-channel configuration

ip ospf retransmit-
interval

Port-channel configuration

ip ospf transmit-delay

Port-channel configuration
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Table 18: OSPFv2 commands for IP over port-channel (continued)

Command

Mode

Support limitations

show debug ip ospf
internal interface
port-channel

Privileged EXEC

show ip ospf interface
port-channel

Privileged EXEC

show ip ospf neighbor
port-channel

Privileged EXEC

Table 19: OSPFv3 commands for IP over port-channel

Command

Mode

Support limitations

clear ipv6 ospf counts
neighbor interface
port-channel

Privileged EXEC

clear ipv6 ospf
neighbor interface
port-channel

Privileged EXEC

ipv6é ospf active

Port-channel configuration

ipv6 ospf area

Port-channel configuration

ipv6é ospf autentication

Port-channel configuration

ipv6 ospf bfd

Port-channel configuration

ipvé ospf cost

Port-channel configuration

ipv6 ospf dead-interval

Port-channel configuration

ipv6é ospf hello-
interval

Port-channel configuration

ipv6é ospf hello-jitter

Port-channel configuration

ipv6é ospf instance

Port-channel configuration

ipv6 ospf mtu-ignore

Port-channel configuration

ipv6 ospf network

Port-channel configuration

ipv6 ospf passive

Port-channel configuration

ipv6é ospf priority

Port-channel configuration

ipv6 ospf retransmit-
interval

Port-channel configuration

ipv6 ospf suppress-
linklsa

Port-channel configuration

ipv6é ospf transmit-
delay

Port-channel configuration
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Table 19: OSPFv3 commands for IP over port-channel (continued)

Command Mode Support limitations

show ipvé ospf Privileged EXEC
interface port-channel

show ipv6 ospf neighbor |Privileged EXEC
interface port-channel

Table 20: VRRP commands for IP over port-channel

Command Mode Support limitations
ipvé vrrp-group Port-channel configuration

vrrp-group Port-channel configuration
vrrp-extended-group Port-channel configuration

show vrrp interface Privileged EXEC

port-channel

show ipvé vrrp Privileged EXEC

interface port-channel

IP over port-channel limitations
Note the following limitations:
* |P on MCT client port-channel is not supported.

* Port-channels are not supported as source interfaces for manageability clients like SSH, sFlow,
Radius, TACACS+, or Syslog.

Hash-based load balancing

Hash-based load balancing shares traffic load across LAG ports, while ensuring that packets in the flow
are not reordered.

Note
E The MPLS options in this section are not supported for SLX 9150 and SLX 9250 devices.

Configuring LAG hashing

To configure symmetric LAG hashing on supported devices, complete the following tasks.

1. Define where to start picking headers for the key generation, using the lag hash hdr-start
command.

* fwd—Start from the header that is used for the forwarding of the packet (inner header). This is
the default option.
* term—Start from the last terminated header (outer header)—the header after the forwarding

header. For switching traffic, as there is no header below the forwarding header, hashing is not
visible.
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2. Configure the number of headers to be considered for LAG hashing, using the 1lag hash hdr-

count command. The default value is 1. There can be a maximum of 3 headers—based on the first
header selected using the command in the previous step.

The following options provide other LAG configurations to achieve specific tasks:

Configure hash rotate using the 1lag hash rotate command to provide different options for
randomness of hashing. The number can be between O and 15. The default value is 3.

If there is a need to use the same hash in both directions, configure hash normalize, using the 1ag
hash normalize command . The normalize option is disabled by default.

Allow the source port to be included in the hashing configuration using the lag hash srcport
command. The source port is not used for hashing by default.

To skip the entire MPLS label stack and pick only the BOS label for hashing, use the 1ag hash
bos. By default, if the MPLS header is used for hashing, all labels—including BOS—are also used for
hashing.

o start— start from BOS. This is the default option.

o skip— hash from header next to BOS.

Enter the lag hash pwectrlword command to skip the password control word in the hashing
configuration.

The following MPLS transit node LSR hashing configuration options are available when using the
lag hash speculate-mpls command. The default option is using the MPLS labels.

o enable— Enables Speculative MPLS.

° inner-eth— Enables inner ethernet header hash for L2VPN.

° inner-ip-raw— Enables inner IPv4 header hash for L2VPN raw mode.

o inner-ip-tag— Enables inner IPv4 header hash for L2VPN tag mode.

° inner-ipve-raw— Enables inner IPv6 header hash for L2VPN raw mode.
° inner-ipve-tag— Enables inner IPv6 header hash for L2VPN tag mode.

Configuring header protocols for load-balancing

Select the protocol header type using one of the following commands. By default, all the header
parameters are enabled as shown here. If you disable a header, you can then re-enable its parameters
one-by-one.

Ethernet headers:

° load-balance hash ethernet da-mac
°© load-balance hash ethernet etype
° load-balance hash ethernet sa-mac
° load-balance hash ethernet vlan
IPv4 and L4 headers

° load-balance hash ip dst-ip

° load-balance hash ip dst-1l4-port
° load-balance hash ip protocol

° load-balance hash ip src-ip

° load-balance hash ip src-1l4-port
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Load balancing mechanism on different traffic types

* |Pv6 and L4 headers
°© load-balance hash ipv6 ipv6-dst-ip

° load-balance hash ipv6é ipvé6-dst-l4-port

° load-balance hash ipv6é ipvé6-next-hdr

°© load-balance hash ipv6 ipv6-src-ip

° load-balance hash ipvé ipvé6-src-l4-port
* MPLS: load-balance hash mpls

Load balancing mechanism on different traffic types

The following table provides information about load balancing on different traffic types.

Table 21: Load balancing on different traffic types

Traffic type

Header field

Description

packet load
balancing

Layer 2/ Layer 3

Ethernet DA, SA, Etype,
Vlan-id

s |Pv4/v6 dst IP, src IP

* L4 Src-Port, Dst-Port

Ethernet destination address, source address,
ethernet type, VLAN ID load balancing

IPv4/v6 destination address, source address load
balancing

* Layer 4 source and destination port-based load
balancing

VPLS/ VLL packet
load balancing

CE to PE router traffic can
use the following fields for
load-balancing similar to
the Layer 2/ Layer 3 traffic)
« Ethernet DA, SA, Etype,
Vlan-id
« |Pv4/v6 dst IP, src IP
* L4 Src-Port, Dst-Port

PE to CE router traffic can

use the following fields for

load-balancing

* Customer (inner)
ethernet DA, SA, Etype,
Vlan-id

* Customer (inner)
IPv4/v6 dst IP, Ipv4/
lpv6 src IP, protocol

*  Customer (inner) L4
Src-Port, Dst-Port

CE to PE router traffic

* Ethernet destination address, source address,
ethernet type, VLAN ID load balancing

« |Pv4/v6 destination address, source address load
balancing

* Layer 4 source and destination port-based load
balancing

PE to CE router traffic

» Customer ethernet destination and source
address, ethernet type, VLAN ID load balancing

» Customer IPv4/v6 destination address, source
address load balancing

* Customer Layer 4 source and destination port-
based load balancing
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Table 21: Load balancing on different traffic types (continued)

different MPLS
transit hashing

Traffic type Header field Description

MPLS LSR load IP over MPLS traffic going | Extreme supports speculate-mpls option as default

balancing over transit node which speculates the IPv4/IPv6 header after the

«  Hashing MPLS labels and use the fields for hashing. This
options hashing scenario is handled by the 1ag hash
support speculate-mpls enable command in the

global mode.

scenarios
* The hashing
options are
mutually
exclusive. If
one option is
enabled, the
other option
will be
disabled.
L2VPN (VPLS/ L2VPN tagged mode with | This scenario is handled using the 1ag hash
VLL) traffic IPv4 inner payload speculate-mpls inner-ip-tag command in
* The hashing the global mode. Some sections of the IPv4 source
options are and destination address fields are also used for load-
mutually balance hashing.
exclusive. If . . . )
one option is ]_2\/PN raw mode with IPv4 | This scenario is handled using the 1ag hash
enabled, the inner payload speculate-mpls inner-ip-rawcommand.
other option Some sections of the IPv4 source and destination
will be address fields are also used for load-balance
disabled. hashing.

L2VPN tagged mode with
IPv6 inner payload

This scenario is handled using the 1ag hash
speculate-mpls inner-ipvé6-tag command.
Some sections of the IPv6 source and destination
address fields are also used for load-balance
hashing.

L2VPN raw mode with IPV6
inner payload

This scenario is handled using the 1ag hash
speculate-mpls inner-ipvé-raw command.
Some sections of the IPv6 source and destination
address fields are also used for load-balance
hashing.

MPLS transit load balancing

A hashing scheme for enhanced load balancing allows MPLS transit load balancing to include inner
headers of different packet types in parallel. With this enhanced load balancing scheme, SLX-0S is
capable of load balancing the MPLS packets based on the inner headers like Inner source/destination
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mac address, Inner IPv4 source/destination address, Inner IPv6 source/destination address, Inner L4
port number if the inner header is IPv4.

uie Note
E MPLS transit load balancing is not supported only on devices based on the DNX chipset
family. For a list of these devices, see Supported Hardware on page 14.

This hashing scheme is supported only with the "Layer 2 Optimized” Tcam profile and when the feature
is enabled by default in this profile. When the profile tcam layer2-optimised-1 configuration is activated,
the "Error: Operation not supported in the current hardware TCAM profile" message is displayed for the
following commands as these functionalities are already taken care of by this enhanced hashing
scheme:

* lag hash speculate-mpls inner-eth

* lag hash speculate-mpls inner-ip-raw

* |ag hash speculate-mpls inner-ip-tag

* lag hash speculate-mpls inner-ipv6-raw
* lag hash speculate-mpls inner-ipv6-tag

Displaying LAG hashing with "Layer 2 Optimized” Tcam profile

Use the show port-channel load-balance command to display the configured parameters for
LAG hashing when the profile tcam layer2-optimised-1 configuration is activated.

device# show port-channel load-balance
Header parameters
Ethernet Mask: sa-mac da-mac etype vlan
ip: src-ip dst-ip protocol src-1l4-port dst-1l4-port
ipv6: ipvé-src-ip ipvé-dst-ip ipvé-next-hdr ipvé6-src-l4-port ipvé6-dst-1l4-port
mpls: labell label2 label3

Hash Settings
hdr-start:FWD, hdr-count:3, bos-start:0, bos-skip:0, skip-cw:0
normalize:0, rotate:3, include src port:0, Disable: L2 0, ipv4 0, ipvé6 0, mpls 0

mpls speculate: Enabled

Inner Header parameters for MPLS packets
Ethernet Mask: Selective 64 bits from sa-mac da-mac vlan
ip: src-ip dst-ip src-1l4-port dst-1l4-port
ipv6: ipvé6-src-ip ipvé6-dst-ip

load-balance-type hash-based

For comparison, the following displays the show port-channel load-balance command output
for a non layer 2 optimized profile:

device# show port-channel load-balance
Header parameters
Ethernet Mask: sa-mac da-mac etype vlan
ip: src-ip dst-ip protocol src-l4-port dst-l4-port
ipv6: ipvé6-src-ip ipvé6-dst-ip ipv6-next-hdr ipvé6-src-l4-port ipvé6-dst-l4-port
mpls: labell label2 label3

Hash Settings
hdr-start:FWD, hdr-count:1, bos-start:0, bos-skip:0, skip-cw:0
normalize:0, rotate:3, include src port:0, Disable: L2 0, ipv4 0, ipvé 0, mpls 0
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mpls speculate:Enabled

load-balance-type hash-based

Troubleshooting LAGs

To troubleshoot problems with static and dynamic LAG configuration, use the following troubleshooting
tips.

When a link has problem, the show port-channel command displays the following message:

Mux machine state: Deskew not OK.

Troubleshooting static LAGs
If a link is not able to join a static LAG:

* Make sure that the mode is "on."

* Make sure that the port-channel interface is in the administrative "up"” state by ensuring that the no
shutdown command was entered on the interface on both ends of the link.

Troubleshooting dynamic (LACP) LAGs
If a link is not able to join dynamic (LACP) LAG:

* Make sure that both ends of the link are not configured for passiwve mode. They must be
configured as active /active, active /passive, or passive /active.

* Make sure that the port-channel interface is in the administrative "up"” state by ensuring that the no
shutdown command was entered on the interface on both ends of the link.

* Make sure that the links that are part of the LAG are connected to the same neighboring switch.

* Make sure that the system ID of the switches connected by the link is unigue. You can verify this by
entering the show lacp sys-id command on both switches.

* Make sure that LACP PDUs are being received and transmitted on both ends of the link and that
there are no error PDUs. You can verify this by entering the show lacp counters number
command and looking at the receive mode (rx) and transmit mode (tx) statistics. The statistics
should be incrementing and should not be at zero or a fixed value. If the PDU rx count is not
incrementing, check the interface for possible CRC errors by entering the show interface
1ink-name command on the neighboring switch. If the PDU tx count is not incrementing, check
the operational status of the link by entering the show interface 1ink-name command and
verifying that the interface status is "up.”
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Show and clear LAG commands

Show and clear LAG commands

This section contains tasks for showing port-channel information and statistics and for clearing the
relevant counters.

Displaying port-channel information

Various show commands are used to display information for a port-channel interfaces.

Procedure

1.

2.

3.

Use the show port-channel summary command to display brief information of all port-
channels.

device# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
U - Up (port-channel) * - Primary link in port-channel
S - Switched
M - Not in use. Min-links not met

Group Port-channel Protocol Member ports
1 Po 1 (D) None Eth 2/125 (D)
Eth 4/125 (D)
2 Po 2 (D) None Eth 2/126 (D)
Eth 4/126 (D)
10 Po 10 (U) LACP Eth 2/4* (P)
Eth 2/18 (P)
100 Po 100 (U) None Eth 2/10* (P)

Eth 2/11 (P)

Use the show port-channel detail command to display detailed information of all the port-
channels.

device# show port-channel detail
LACP Aggregator: Po 10
Aggregator type: Standard
Actor System ID - 0x8000,f4-6e-95-9f-13-e2
Admin Key: 0010 - Oper Key 0010
Receive link count: 2 - Transmit link count: 2
Individual: 0 - Ready: 1
Partner System ID - 0x8000,f4-6e-95-9f-15-a4
Partner Oper Key 0010
Flag * indicates: Primary link in port-channel
Number of Ports: 2
Minimum links: 1
Member ports:
Link: Eth 0/9 (0xC012140) sync: 1
Link: Eth 0/10 (0xC014140) sync: 1 e

Use the show port-channel number command to display detailed information of a specific
port-channel interface

device# show port-channel 10
Port-channel 10 is admin down, line protocol is down (admin down)
Hardware is AGGREGATE, address is 00e0.0c70.cc07
Current address is 00e0.0c70.cc07
Interface index (ifindex) is 671088650
Minimum number of links to bring Port-channel up is 1
MTU 1548 bytes
LineSpeed Actual : Nil
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Allowed Member Speed : 10000 Mbit
Priority Tag disable
Forward LACP PDU: Enable
Last clearing of show interface counters: 00:29:09
Queueing strategy: fifo
Receive Statistics:
0 packets, 0 bytes
Unicasts: 0, Multicasts: 0, Broadcasts: 0
64-byte pkts: 0, Over 64-byte pkts: 0, Over 127-byte pkts: 0
Over 255-byte pkts: 0, Over 51l-byte pkts: 0, Over 1023-byte pkts: 0
Over 1518-byte pkts (Jumbo): O
Runts: 0, Jabbers: 0, CRC: 0, Overruns: O
Errors: 0, Discards: 0
Transmit Statistics:
0 packets, 0 bytes
Unicasts: 0, Multicasts: 0, Broadcasts: O
Underruns: O
Errors: 0, Discards: 0
Rate info:
Input 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Output 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Time since last interface status change: 00:29:09

Displaying LAG hashing

Use the show port-channel load-balance command to display the configured parameters for
LAG hashing.

device# show port-channel load-balance
Header parameters

Ethernet Mask: sa-mac da-mac etype vlan

ip: src-ip dst-ip protocol src-1l4-port dst-1l4-port

ipv6: ipve-src-ip ipvé6-dst-ip ipv6-next-hdripvé6-src-14-port ipvé-dst-l4-port
Hash Settings

hdr-start:FWD, hdr-count:1, bos-start:0, bos-skip:0, skip-cw:0

normalize:0, rotate:3, include src port:0, Disable: L2 0, ipv4 0, ipvé6 O

load-balance-type hash-based

Displaying LACP system-id information

Follow this procedure to display LACP system ID and priority information.
Procedure

Enter the show lacp sys-id command to display LACP information for the system ID and priority.

device# show lacp sys-id
System ID: 0x8000,76-8e-£f8-0a-98-00
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Displaying LACP statistics

Follow this procedure to display LACP statistics for a port-channel interface or for all port-channel
interfaces.

Procedure

Enter the show lacp counters command to display LACP statistics for a port-channel.

device# show lacp counter
Traffic statistics

Port LACPDUs Marker Pckt err Sent Recv
Sent Recv Sent Recv

Aggregator Po 3 Eth 1/6 110 0 0

0 0 0

Clearing LACP counter statistics on a LAG

This topic describes how to clear LACP counter statistics on a single LAG.

Procedure

Enter the clear lacp LAG group number counters command to clear the LACP counter
statistics for the specified LAG group number.

device# clear lacp 42 counters

Clearing LACP counter statistics on all LAG groups

This topic describes how to clear the LACP counter statistics for all LAG groups.

Procedure

Enter the clear lacp counter command to clear the LACP counter statistics for all LAG groups.

device# clear lacp counter
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802.1Q VLAN overview on page 42

Configuring VLANSs on page 42

Enabling Layer 3 routing for VLANs on page 50
VLAN statistics on page 50

VE route-only mode on page 52

802.1Q VLAN overview

IEEE 802.1Q VLANS provide the capability to overlay the physical network with multiple virtual
networks. VLANSs allow you to isolate network traffic between virtual networks and reduce the size of
administrative and broadcast domains.

A VLAN contains end stations that have a common set of requirements that are independent of
physical location. You can group end stations in a VLAN even if they are not physically located in the
same LAN segment. VLANS are typically associated with IP subnetworks and all the end stations in a
particular IP subnet belong to the same VLAN. Traffic between VLANs must be routed. VLAN
membership is configurable on a per-interface basis.

Configuring VLANS

About This Task
The following sections discuss working with VLANSs on Extreme devices.

Configuring a VLAN

Follow this procedure to configure a VLAN in the Extreme device at the global configuration level.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal
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2. Enter the vlan command to create a topology group at the global configuration level.

device (config)# vlan 5
device (config-vlan-5) #

e Note
E The no vlan command removes the existing VLAN instance from the device.

Configuring a switchport interface

Follow this procedure to configure a switchport interface in the device to send and receive data packets.
Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface ethernet command to configure the interface mode.

device (config) # interface ethernet 0/1

3. Enter the switchport command to configure a switchport interface.

device (conf-if-eth-0/1)# switchport

Configuring the switchport interface mode

Do the following to set the switchport interface as access or trunk. This configuration works only when
the interface is set as switchport.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface ethernet command to configure the interface mode.

device (config) # interface ethernet 0/1

3. Enter the switchport command to set the interface as switchport.

device (conf-if-eth-0/1)# switchport

4. Enter the switchport mode command to configure the switchport interface in trunk mode.

device (conf-if-eth-0/1)# switchport mode trunk

Bo Note
E The default mode is access. Enter the switchport mode access command to set the
mode as access.
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What to Do Next

Lk Note

E Before you change the switch port mode from switchport mode access with an explicit
switchport access vlan to switchport mode trunk-no-default-native,
you must enter the no switchport command on the interface level, and then enter the
switchport command to set the interface as a switchport. Now you can configure the
switchport mode trunk-no-default-native command.

Configuring the switchport access VLAN type

Do the following to change the switchport access VLAN type. This configuration works only when the
interface is set as switchport.

Before You Begin

Ensure that reserved VLANs are not used. Use the no switchport access wvlan command to set
the default VLAN as the access VLAN.

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface ethernet command to specify an Ethernet interface.

device (config) # interface ethernet 0/1

3. Enter the switchport command to set the interface as switchport.

device (conf-if-eth-0/1)# switchport

4. Enter the switchport access vlan command to set the mode of the interface to access and
specify a VLAN.

device (conf-if-eth-0/1)# switchport access vlan 10
Example

This example sets the mode of a specific port-channel interface to trunk.

device# configure terminal
device (config)# interface port-channel 35
device (config-port-channel-35)# switchport mode trunk
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Configuring a VLAN in trunk mode

Do the following to add or remove VLANSs on a Layer 2 interface in trunk mode. The configuration is also
used to configure the VLANS to send and receive data packets.

Before You Begin
Ensure that reserved VLANSs are not used.

Procedure

1. Enterthe configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface ethernet command to specify an Ethernet interface.

device (config) # interface ethernet 0/1

3. Enter the switchport command to set the interface as switchport.

device (conf-if-eth-0/1)# switchport

4. Enter the switchport trunk allowed vlan command to set the mode of the interface to
trunk and add a VLAN.

device (conf-if-eth-0/1)# switchport trunk allowed vlan add 5

Example

The example sets the mode of the Ethernet interface to trunk.

device# configure terminal
device (config) # interface ethernet 0/1
device (conf-if-eth-0/1)# switchport mode trunk

Example

The example sets the mode of a port-channel interface to trunk and allows all VLANS.

device# configure terminal
device (config)# interface port-channel 35
device (config-Port-channel-35)# switchport trunk allowed vlan all

Configuring a native VLAN on a trunk port

Do the following to set native VLAN characteristics on a trunk port for classifying the untagged traffic
data packets.

Before You Begin

Ensure that reserved VLANS are not used.

Extreme SLX-OS
Layer 2 Switching Configuration Guide, 20.3.3 45



Enabling VLAN tagging for native traffic

VLANSs

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

device (config) #

2. Enterthe interface ethernet command to configure the interface mode.

device (config) # interface ethernet 0/1

3. Enter the switchport command to set the interface as switchport.

device (conf-if-eth-0/1)# switchport

4. Enter the switchport trunk native-vlan command to set native VLAN characteristics to
access and specify a VLAN.

device (conf-if-eth-0/1)# switchport trunk native-vlan 300

Example

This example removes the configured native VLAN on the Ethernet interface.

device# configure terminal
device (config) # interface ethernet 0/1
device (conf-if-eth-0/1)# no switchport trunk native-vlan 300

Enabling VLAN tagging for native traffic

Do the following to enable tagging for native traffic on a specific interface.

Before You Begin

Ensure that reserved VLANSs are not used.

The following table describes the acceptable frame types, as well as system behavior, for tagged native

VLAN, untagged native VLAN, and no native VLAN.

Table 22: Acceptable frame types and system behavior for native VLANs

Tagged native VLAN

Untagged native VLAN

No native VLAN

Configuration

switchport trunk tag
native-vlan (Default)
and Globally: vlan dotlqg
tag native

no switchport trunk tag
native-vlan or Global
config: no vlan dotlq tag
native

switchport mode trunk-
no-default-native

Acceptable frame type

VLAN-tagged only

All (tagged and
untagged)

VLAN-tagged only

Receive untagged

Drop

Forward/flood in native
VLAN

Drop
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Table 22: Acceptable frame types and system behavior for native VLANs (continued)

Receive tagged on
native VLAN

Forward/flood in native
VLAN

Forward/flood in native
VLAN

Drop

Transmit on native
VLAN

Tagged with native
VLAN

Untagged packet

Will not forward on
native VLAN

Procedure

1. Enter the configure terminal command to access global configuration mode.

device# configure terminal

2. Enterthe interface ethernet command to configure the interface mode.

device (config) # interface ethernet 0/1

3. Enter the switchport command to set the interface as switchport.

device (conf-if-eth-0/1)# switchport

4. Enterthe switchport trunk tag native-vlan command to enable tagging for native

traffic data VLAN characteristics on a specific interface.

device (conf-if-eth-0/1)# switchport trunk tag native-vlan

Example

This example enables tagging for native traffic data on a specific Ethernet interface.

device# configure terminal
device (config) # interface ethernet 0/1
device (conf-if-eth-0/1)# switchport trunk tag native-vlan

Example

This example disables the native VLAN tagging on a port-channel.

device# configure terminal

device (config)# interface port-channel 35

device (config-Port-channel-35)# no switchport trunk tag native

Displaying the status of a switchport interface

Do the following to display detailed Layer 2 information for all switchport interfaces.

Procedure

Enter the show interface switchport to display the detailed Layer 2 information for all

interfaces.

device# show interface switchport

Interface name
Switchport mode
Ingress filter

: Eth 0/1
: access
: enable

Extreme SLX-OS
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Acceptable frame types
Default Vlan

Active Vlans

Inactive Vlans
Interface name
Switchport mode
Ingress filter
Acceptable frame types
Default Vlan

Active Vlans

all

1

1

Port-channel 5
access

enable

all

1

1

Displaying the switchport interface type

Do the following to display detailed Layer 2 information for a specific interface.

Procedure

Enter the show interface switchport to display the detailed Layer 2 information for a specific

interface.

device# show interface ethernet 0/1 switchport

Interface name
Switchport mode
Fcoeport enabled
Ingress filter
Acceptable frame types
Native Vlan

Active Vlans

Inactive Vlans

Example

ethernet 0/1
trunk

¢ no

enable

: vlan-tagged only

1
1,5-10

The example displays the detailed Layer 2 information for a port-channel interface.

device# show interface port-channel 5 switchport

Interface name
Switchport mode
Fcoeport enabled
Ingress filter
Acceptable frame types
Default Vlan

Active Vlans

Inactive Vlans

Port-channel 5
access

¢ no

enable

: vlan-untagged only

1
1

Verifying a switchport interface running configuration

Do the following to display the running configuration information for the Layer 2 properties for a

specific interface.

Procedure

Enter the show running-config interface to display the running configuration information for

a specific interface.

device# show running-config interface ethernet 0/1 switchport
interface interface Eth 0/1

switchport
switchport mode trunk
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switchport trunk allowed vlan add 5-10
switchport trunk tag native-vlan

Example

This example displays the running configuration information for a port-channel interface.

device# show running-config interface port-channel 5 switchport

interface Port-channel 5
switchport

switchport mode access
switchport access vlan 1

Displaying VLAN information

Do the following to display information about a specific VLAN.

Procedure

1. Enter the show wvlan to display information about VLAN 1.

device# show vlan 1

VLAN Name State Ports

(u) -Untagged, (t)-Tagged
(c) -Converged

1 default ACTIVE Eth 0/1(t) Eth 0/4(t)

Eth 0/5(t)

Eth 0/8(t)

2. Enterthe show vlan detail command to display detailed information.

device# show vlan det

VLAN: 1, Name: default
Admin state: ACTIVE, Config status: Static
Number of interfaces: 7

Eth 0/4, tagged, Static

Eth 0/3, tagged, Static

Eth 0/2, tagged, Static

Eth 0/8, tagged, Static

Eth 0/6, tagged, Static

Eth 0/9, untagged, Static

Po 20, tagged, Static
VLAN: 10, Name: VLANOO10
Admin state: ACTIVE, Config status: Static
Number of interfaces: 3

Eth 0/3, tagged, Static

Eth 0/2, tagged, Static

Eth 0/4, tagged, Static

Po 20, tagged, Static
VLAN: 11, Name: VLANOO11
Admin state: ACTIVE, Config status: Static
Number of interfaces: 3

Eth 0/3, tagged, Static

Eth 0/2, tagged, Static

Eth 0/4, tagged, Dynamic (MVRP)
VLAN: 12, Name: VLAN0O012
Admin state: ACTIVE, Config status: Dynamic (MVRP)
Number of interfaces: 1

Eth 0/4, tagged, Dynamic (MVRP)
VLAN: 13, Name: VLANOO13
Admin state: ACTIVE, Config status: Dynamic

Number of interfaces: 1

Eth 0/6,

tagged, Dynamic

(EP tracking)

(EP tracking)
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VLAN: 14, Name: VLANO0OO14
Admin state: INACTIVE (member port down), Config status: Static
Number of interfaces: 1

Eth 0/8, tagged, Static

Enabling Layer 3 routing for VLANSs

Do the following to enable Layer 3 routing on a VLAN.

Procedure

1. Enter global configuration mode.
device# configure terminal
2. Createa VLAN.
device (config) # vlan 200
3. Create a virtual Ethernet (VE), assign an IP address and mask, and enable the interface.

device (config) # interface ve 200
device (config-Ve-200)# ip address 10.2.2.1/24
device (config-Ve-200) # no shutdown

A VE interface can exist without a VLAN configuration, but it must be provisioned in the VLAN in
order to be used.

4. Enter the router-interface command and specify the VLAN.

device (config-vlan-200) # router-interface ve 200

VLAN statistics

Devices gather statistics for all ports and port channels on configured VLANS.

Use the statistics command in the VLAN configuration mode to enable statistics on a VLAN.

i Note
E Statistics has to be manually enabled for a specific VLAN, since it is not enabled by default for
VLANS.

Please note that:

* The statistics reported are not real-time statistics since they depend upon the load on the system.

¢ Statistics has to be manually enabled for a specific VLAN. This ensures better utilization of the
statistics resources in the hardware.

* Statistics for VLANs with VE interfaces consider only the switched frames. Packets which are routed
into or out of the VE interface are not counted.

* Enabling statistics on a VLAN has a heavy impact on the data traffic.

Enabling statistics on a VLAN

Follow this procedure to enable statistics on a VLAN.

1. Enter the global configuration mode.

device# configure terminal
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2. Enter the vlan command to specify a VLAN for statistics collection.

device (config)# vlan 5
device (config-vlan-5) #

3. Enterthe statistics command to enable statistics for all ports and port channels on configured

VLANS.

device (config-vlan-5)# statistics

Ll Note
E Use the no statistics command to disable statistics on VLANS.

device (config-vlan-5)# no statistics

Displaying statistics for VLANSs

Do the following to display statistics information for VLANS.

Enter the show statistics wlan command to view the statistics for all ports and port channels on

all configured VLANS.

device# show statistics vlan

Vlan 10 Statistics

Interface RxPkts RxBytes TxPkts TxBytes
eth 0/1 821729 821729 95940360 95940360
eth 0/2 884484 885855 95969584 95484555
po 1 8884 8855 9684 9955
Vlan 20 Statistics

Interface RxPkts RxBytes TxPkts TxBytes
eth 0/6 821729 821729 95940360 95940360
eth 0/21 8884 8855 9684 9955

po 2 884484 885855 95969584 95484555

Table 23: Output descriptions of the show statistics vlan command

Field Description

Interface

The interface whose counter statistics are displayed.

RxPkts The number of packets received at the specified port.
RxBytes The number of bytes received at the specified port.

TxPkts The number of packets transmitted from the specified port.
TxBytes The number of bytes transmitted from the specified port.

Displaying VILAN statistics for a specific VLAN

Enter the show statistics wvlan V/an /D command to view the statistics for a specific VLAN. Here

vian ID is the specific VLAN ID.

device# show statistics vlan 10

Vlan 10 Statistics
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Interface RxPkts
eth 0/1 821729
eth 0/2 884484
po 1 8884

Clearing statistics on VLANSs

RxBytes TxPkts

821729 95940360

885855 95969584
8855 9684

Follow the procedure to clear statistics' information for VLANS.

TxBytes

95940360

95484555
9955

Enter the clear statistics wlan command to clear the statistics for all ports and port channels

on all configured VLANS.

device# clear statistics vlan

Clearing statistics for a specific VLAN

Enter the clear statistics vlan vian /D command to clear the statistics for a specific VLAN.
Here vian ID is the specific VLAN ID.

device# clear statistics vlan 10

VE route-only mode

By default, physical ports and port-channels (LAG ports) support both Layer 2 switching and Layer 3
routing. VE route-only mode enables these ports to act exclusively as a Layer 3 virtual Ethernet (VE)

interface, dropping all ingress packets that require Layer 2 switching.

The MAC learning of dropped packets is not affected by this feature. ARP requests (broadcast), LACP,
and BPDU packet processing are also not affected. The following table lists the effects of this mode on a

variety of features.

Table 24: Effects of VE route-only mode on features

Feature

Ingress port as route-only port
(incoming frames)

Egress port as route-only port
(outgoing frames)

Packets requiring switching

Drop, learn MAC address

Forwarded/switched

Packets requiring routing Forwarded Forwarded
ARP requests Trapped/punted, ARP response | Forwarded
generated
LACP packets Trapped/punted and processed | Forwarded
STP/BPDU packets Trapped/punted and processed | Forwarded

Note the following considerations and limitations:

* Egress packets through a port configured as route-only are transmitted irrespective of whether they

are switched or routed.

* This feature is enabled on the active management module (MM), and is available on the other MM

after a failover.
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Configuring VE route-only mode on a physical port

The number of TCAM entries required for this feature depends on the maximum number of physical
ports. On a there are approximately 40 physical ports per PPE , and a maximum of 512 LAG ports for

the entire system. Therefore the maximum number of TCAM entries for route-only support is 40.

These entries are available on all TCAM profiles.

Configuring VE route-only mode on a physical port

1.

Do the following to configure VE route-only mode on a physical port.

Procedure

Enter global configuration mode.
device# configure terminal
Create a VLAN.
device (config)# vlan 100
Specify an Ethernet interface.
device (config) # interface ethernet 0/2
Enter the switchport command to configure Layer 2 characteristics.
device (conf-if-eth-0/2)# switchport
Specify trunk mode.
device (conf-if-eth-0/2)# switchport mode trunk
Tag the port to a VLAN.
device (conf-if-eth-0/2)# switchport mode trunk allowed vlan add 100
Enter the route-only command to enable Layer 3 routing exclusively on the port.
device (conf-if-eth-0/2)# route-only
Use the no route-only command to revert to default Layer 2 and Layer 3 behavior.
Enable the interface and exit to global configuration mode.

device (conf-if-eth-0/2)# no shutdown
device (conf-if-eth-0/2)# exit

Verify the Ethernet configuration.

device (conf-if-eth-0/2)# do show running-cocnfig interface ethernet 0/2
switchport

switchport mode trunk

switchport trunk allowed vlan add 100

route only

no shutdown

10. Verify the port statistics for switching packets dropped.

device (conf-if-eth-0/2)# do show interface ethernet 0/2
Ethernet 0/2 is up, line protocol is up (connected)
Hardware is Ethernet, address is 768e.f80a.033c
Current address is 768e.£80a.033c

Rate info:
Input 0.001008 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Output 0.000252 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Route-Only Packets Dropped: 17
Time since last interface status change: 21:35:41
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11. Enter virtual Ethernet (VE) configuration mode and specify the VLAN.
device (config)# interface ve 100
12. Assign an IP address and mask and enable the interface.

device (config-Ve-100)# ip address 10.2.2.2/24
device (config-Ve-100)# no shutdown

13. Confirm the VE configuration.

device (config-Ve-100) # do show running-config interface ve 100
interface Ve 100

ip proxy-arp

ip address 10.2.2.2/24

no shutdown

Configuring VE route-only mode on a LAG port

Do the following to configure VE route-only mode on a LAG (port-channel) port.

Procedure

1. Enter global configuration mode.
device# configure terminal
2. Create a VLAN.
device (config)# vlan 100
3. Specify a port-channel interface.

device# configure terminal
device (config)# interface port-channel 1

4. Enter the switchport command to configure Layer 2 characteristics.
device (config-Port-channel-1)# switchport
5. Specify trunk mode.
device (config-Port-channel-1)# switchport mode trunk
6. Tag the port toa VLAN.
device (config-Port-channel-1)# switchport trunk allowed vlan add 100
7. Enable tagging on native VLAN traffic.
device (config-Port-channel-1)# switchport trunk tag native-vlan
8. Enter the route-only command top enable Layer 3 routing exclusively on the port.
device (config-Port-channel-1)# route-only
Use the no route-only command to revert to default Layer 2 and Layer 3 behavior.
9. Enable the interface and exit to global configuration mode.

device (config-Port-channel-1)# no shutdown
device (config-Port-channel-1)# exit

10. Verify the port-channel configuration.

device (config-Port-channel-1)# do show running-cocnfig interface port-channel 1
interface Port-channel 1
switchport
switchport mode trunk
switchport trunk allowed vlan add 100,200
switchport trunk tag native-vlan
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route-only
no shutdown

11. Enter virtual Ethernet (VE) configuration mode and specify the VLAN.
device (config) # interface ve 100
12. Assign an IP address and mask and enable the interface.

device (config-Ve-100)# ip address 10.2.2.2/24
device (config-Ve-100) # no shutdown

13. Verify the VE configuration.

device (config-Ve-100)# )# do show running interface ve 100
interface Ve 100

ip proxy-arp

ip address 10.2.2.2/24

no shutdown
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VXLAN Layer 2 Gateway

VXLAN Layer 2 gateway overview on page 56

VXLAN Layer 2 gateway considerations and limitations on page 57
Configuring VXLAN Layer 2 gateway on page 59

VXLAN Layer 2 gateway support for bridge domains on page 61
VXLAN Layer 2 support for LVTEP on page 63

VXLAN Layer 2 gateway overview

SLX-OS devices can act as a Layer 2 gateway.

The following figure illustrates an example Layer 2 gateway topology.
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Figure 1: Layer 2 gateway topology

Device IP address Mapping

1: SLX 9540 series 1111 VNI 5000 < > VLAN 10
2: VDX 6740 series 2222 VNI'5000 < > VLAN 20
3: SLX 9540 series 3.3.3.3 VNI'5000 < >VLAN5

VLANS on each node are extended through common Virtual Network Instance (VNI) 5000. The MAC
addresses of local hosts are learned on access points, and MAC addresses are learned on VXLAN
tunnels. A split-horizon topology is supported. All nodes participating in the VLAN must be connected
through VXLAN tunnels, because there is no tunnel-to-tunnel flooding of broadcast, unknown unicast,
and multicast (BUM) traffic.

In this topology, Devices 1, 2, and 3 are VXLAN Layer 2 gateway devices. On Device 3, tunnel 1and
tunnel 2 are mapped to VLAN 5. VLAN 5 has two hosts, MAC 3 and MAC 4. Device 3 is connected to two
other hosts, Device 1and Device 2, which connect to hosts MAC 1and MAC 2, respectively, through
VXLAN tunnels Tand 2, respectively. If MAC 3 needs to establish traffic to MAC 1, initially there will be
BUM flooding and upon a response from MAC 1, MAC 1is learned through tunnel 1. Subsequent traffic
goes directly from MAC 3 to Device 1 on tunnel 1. Traffic in the reverse direction comes from Device 1, is
decapsulated, and goes to MAC 3.

VXLAN Layer 2 gateway considerations and limitations

Note the following considerations and limitations for VXLAN Layer 2 gateway.

¢  The maximum number of tunnels supported are:
o 250 for SLX 9150/ SLX 9250
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o 1024 for SLX 9540/ SLX 9640
* A maximum of 64 ECMP paths are supported.
* Layer 2 snooping is not supported.
* VRRPe source IP addresses and Multi-Chassis Trunks (MCTs) are not supported.

* QoS, TTL, and MTU values are not configurable. The MTU is based on the IP interface MTU. If a
packet is bigger than the IP interface MTU minus the VXLAN header, the packet is dropped. The
default TTL value is 255. The default QoS value is O, which is applied to the DSCP field of the IP
header.

¢ VXLAN tunnels have the standard UDP header encapsulated with the standard defined value of
4789. This value is not configurable. SLX-OS expects VXLAN tunnel packets to be received with this
value.

¢ VXLAN tunnels are supported in the default profile.

¢ VXLAN tunnels are not supported when the counter profile 1or 4 is configured. These profiles do not
allocate hardware resources for TX statistics, which is needed for VXLAN tunnels. (SLX 9540 and
SLX 9640 only).

* Static VXLAN Tunnels are not supported on the SLX 9150 and SLX 9250.
* The tunnel TX bytes statistics do not account for the outer VLAN header size.

* When BUM packets received on a tunnel are flooded, split horizon drops the packets to the same
tunnel. However, the TX Statistics counter on that tunnel increments.

VNI Mapping

VLAN-VNI mapping is shared by all VXLAN tunnels including the ICL. There are three methods of
configuring VNI mapping.
* Auto-Mapping
o This is the default configuration, and is recommended for use with the cluster. The first 32K are
reserved for the VNI range. A one-to-one mapping between the VLAN/BD and the VNI is
configured.
* Manual Mapping for a specific VLAN/BD (hybrid mode)
o Withmap vni auto configured, a specific VLAN/BD can be manually mapped. The manual
mapping VNI range starts at 32768. Other VLANs/BDs will continue to use auto mapping.
* Manual mapping of all VLANs/BDs (disable auto mapping)

o When auto mapping is disabled, manual VNI mapping is required for all VLANs/BDs created on
the system (even the VLANs/BDs that are not configured under EVPN). In this mode, the
complete VNI range (1-2°24) is available for manual mapping.

e Note
E =  When the VNI mapping is changed, traffic on the ICL is impacted.
= The VNI Mapping on the two nodes must match.
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Configuring VXLAN Layer 2 gateway

Follow these steps to configure a VXLAN Layer 2 gateway.

Procedure

1. Enter global configuration mode.
device# configure terminal

2. Enter the overlay-gateway command, specify the name of a gateway, and enter VXLAN overlay
gateway configuration mode.

device (config) # overlay-gateway GW1l
3. Enterthemap wlan wvni command and specify 12-extension.
device (config-overlay-gw-GWl) # map vlan 5 vni 5000
4. Enterthemap bridge-domain command and specify a bridge domain and VNI.
device (config-overlay-gw-GW1l) # map bridge-domain 1 wvni 2000
5. Enterthe ip interface command and specify a loopback ID.
device (config-overlay-gw-GW1l) # ip interface loopback 1
6. Enter the activate command to activate the site.
device (config-overlay-gw-GW1l) # activate
7. In global configuration mode, enable EVPN configuration mode and configure the EVPN instance.
a. Enter default EVPN configuration mode.
device (config) 