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Preface

Read the following topics to learn about:

+ The meanings of text formats used in this document.

+  Where you can find additional information and help.

+ How to reach us with questions and comments.

Text Conventions

Unless otherwise noted, information in this document applies to all supported
environments for the products in question. Exceptions, like command keywords
associated with a specific software version, are identified in the text.

When a feature, function, or operation pertains to a specific hardware product, the
product name is used. When features, functions, and operations are the same across an
entire product family, such as ExtremeSwitching switches or SLX routers, the product is
referred to as the switch or the router.

Table 1: Notes and warnings

Icon Notice type |Alerts you to...
\O, Tip Helpful tips and notices for using the product
000 Note Useful information or instructions
I Important |Important features or instructions
Caution Risk of personal injury, system damage, or loss of
| data
Warning Risk of severe personal injury

Extreme SLX-OS
Management Configuration Guide, 20.5.1 9




Documentation and Training

Preface

Table 2: Text

Convention

Description

screen displays

This typeface indicates command syntax, or represents
information as it is displayed on the screen.

The words enterand

When you see the word enterin this guide, you must type

type something, and then press the Return or Enter key. Do not
press the Return or Enter key when an instruction simply
says type.

Key names Key names are written in boldface, for example Ctrl or Esc.

If you must press two or more keys simultaneously, the
key names are linked with a plus sign (+). Example: Press
Ctrl+Alt+Del

Words in italicized type

Italics emphasize a point or denote new terms at the place
where they are defined in the text. Italics are also used
when referring to publication titles.

NEW!

New information. In a PDF, this is searchable text.

Table 3: Command syntax

Convention Description

bold text Bold text indicates command names, keywords, and
command options.

italic text Italic text indicates variable content.

Syntax components displayed within square brackets are
optional.

Default responses to system prompts are enclosed in
square brackets.

A choice of required parameters is enclosed in curly
brackets separated by vertical bars. You must select one of
the options.

x |y A vertical bar separates mutually exclusive elements.
> Nonprinting characters, such as passwords, are enclosed in
angle brackets.
Repeat the previous element, for example,
member [member...].
\ In command examples, the backslash indicates a “soft” line

break. When a backslash separates two lines of a command
input, enter the entire commmand at the prompt without the
backslash.

Documentation and Training

Find Extreme Networks product information at the following locations:

Current Product Documentation

Release Notes

10
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Preface Help and Support

Hardware and software compatibility for Extreme Networks products
Extreme Optics Compatibility
Other resources such as white papers, data sheets, and case studies

Extreme Networks offers product training courses, both online and in person, as well as
specialized certifications. For details, visit www.extremenetworks.com/education/.

Help and Support

If you require assistance, contact Extreme Networks using one of the following
methods:

Extreme Portal

Search the GTAC (Global Technical Assistance Center) knowledge base; manage
support cases and service contracts; download software; and obtain product
licensing, training, and certifications.

The Hub

A forum for Extreme Networks customers to connect with one another, answer
guestions, and share ideas and feedback. This community is monitored by Extreme
Networks employees, but is not intended to replace specific guidance from GTAC.

Call GTAC

For immediate support: (800) 998 2408 (toll-free in U.S. and Canada) or
1(408) 579 2826. For the support phone number in your country, visit:
www.extremenetworks.com/support/contact

Before contacting Extreme Networks for technical support, have the following
information ready:

Your Extreme Networks service contract number, or serial numbers for all involved
Extreme Networks products

A description of the failure

A description of any actions already taken to resolve the problem

A description of your network environment (such as layout, cable type, other
relevant environmental information)

Network load at the time of trouble (if known)

The device history (for example, if you have returned the device before, or if thisis a
recurring problem)

Any related RMA (Return Material Authorization) numbers

Subscribe to Product Announcements

You can subscribe to email notifications for product and software release
announcements, Field Notices, and Vulnerability Notices.

1. Goto The Hub.

2. In the list of categories, expand the Product Announcements list.

3. Select a product for which you would like to receive notifications.

Extreme SLX-OS
Management Configuration Guide, 20.5.1 n
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Send Feedback

Preface

4. Select Subscribe.

5. To select additional products, return to the Product Announcements list and repeat
steps 3 and 4.

You can modify your product selections or unsubscribe at any time.

Send Feedback

The Information Development team at Extreme Networks has made every effort to
ensure that this document is accurate, complete, and easy to use. We strive to improve
our documentation to help you in your work, so we want to hear from you. We welcome
all feedback, but we especially want to know about:

Content errors, or confusing or conflicting information.
Improvements that would help you find relevant information.
Broken links or usability issues.

To send feedback, do either of the following:

Access the feedback form at https:/mwww.extremenetworks.com/documentation-
feedback/.

Email us at documentation@extremenetworks.com.

Provide the publication title, part number, and as much detail as possible, including

the topic heading and page number if applicable, as well as your suggestions for
improvement.

12
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About This Document

What's New in this Document on page 13
Supported Hardware on page 13
Regarding Ethernet interfaces and chassis devices on page 14

What's New in this Document

This document is released with the SLX-OS 20.5.1 software release. No changes were
made to this document for this version.

For additional information, refer to the Extreme SLX-OS Release Notes for this version.

Supported Hardware

SLX-OS 20.5.1 supports the following hardware platforms.

Extreme 8820

Extreme 8720

Extreme 8520
ExtremeSwitching SLX 9540
ExtremeSwitching SLX 9250
ExtremeSwitching SLX 9150
ExtremeRouting SLX 9740
ExtremeRouting SLX 9640

Note
a All configurations and software features that are applicable to SLX 9150 and

SLX 9250 devices are also applicable for the Extreme 8520 and Extreme 8720
devices respectively.

All configurations and software features that are applicable to SLX 9740 devices
are also applicable for the Extreme 8820 devices.

The "Measured Boot with Remote Attestation" feature is only applicable to the
Extreme 8520, Extreme 8720, and Extreme 8820 devices. It is not supported on
the SLX 9150 and SLX 9250 devices.

Extreme SLX-OS
Management Configuration Guide, 20.5.1 13



Regarding Ethernet interfaces and chassis devices About This Document

uude Note

E Although many software and hardware configurations are tested and
supported for this release, documenting all possible configurations and
scenarios is beyond this document's scope.

For information about other releases, see the documentation for those releases.

Regarding Ethernet interfaces and chassis devices

However, the Ethernet interface configuration and output s/ot/port examples in this
document may appear as either 0/x or n/x, where "n" and "x" are integers greater than

0.

For all currently supported devices, specify O for the slot number.

Extreme SLX-OS
14 Management Configuration Guide, 20.5.1



Configuration Fundamentals

Configuration Files on page 15

Session connection on page 25

Ethernet management interfaces on page 34

Configuring an IPv6 address on the SLX platform on page 41

Port management on page 42

Interface Ethernet ports on page 48

Interface reload delay to prevent traffic black-holing in VLAG on page 49
Chassis and host names on page 52

System clock on page 53

Management VRFs on page 54

Heartbeat between SLX and EFA on page 57

Zero Touch Provisioning on page 60

MAC address aging on page 70

TCAM application-resource monitoring on page 71

Hardware profiles on page 72

Enter Maintenance Mode Before Performing Device Maintenance on page 81
Rebooting into Maintenance Mode on page 81

Support for OpenConfig Telemetry on page 82

Static Prefix Independent Convergence on page 86

Configuration Files

The startup configuration resides in the /var/config/vcs/scripts directory.

When you boot up a device for the first time, the default configuration is the

running configuration. As you configure the device, the changes are written to the
running configuration. To save the changes as the startup configuration, you must
copy the currently effective configuration (the running configuration) as the startup
configuration. Changes to the running configuration persist when the device reboots.

Extreme SLX-OS
Management Configuration Guide, 20.5.1 15



Default Configuration Files Configuration Fundamentals

Default Configuration Files

Default configuration files are part of the firmware package for the device and are
automatically applied to the startup configuration under the following conditions:

When the device boots up for the first time and no customized configuration is
available.

When you restore the default configuration.

You cannot remove, rename, or change the default configuration.

Startup Configuration Files

The startup configuration is persistent. It is applied when the system reboots.

When the device boots up for the first time, it uses the default configuration as the
startup configuration, depending on the mode.

When you make configuration changes to the running configuration and save

the changes to the startup configuration with the copy command, the running
configuration becomes the startup configuration.

The startup configuration file name is startup-config.

Running Configuration Files

The configuration currently effective on the device is referred to as the running
configuration. Any configuration change you make while the device is online are made
to the running configuration.

+ To save configuration changes, you must copy the running configuration to the
startup configuration. If you are not sure about the changes, you can copy the
changes to a file, and apply the changes later.

The running configuration file name is running-config.

Auto-Persistence of Configuration Data

All configuration changes performed on the device are automatically persisted. You
do not need to run the copy running-config startup-config command to persist
these changes.

Configurations are saved to a persistent configuration data store. After a device reboots,
or, is brought up, configurations are restored from this data store. If this data store
becomes unusable for any reason, configurations are then replayed from the startup-
config file.

Initially, the startup-config file has the factory-default configuration. When the copy
running-config startup-config command is executed, the configurations in the
running-config data store is copied to the startup-config data store. The same
configuration changes are also updated to the startup-config file.

16
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Configuration Fundamentals Auto-Persistence of Configuration Data

Controlling Configuration Replay During Device Boot

By default, configurations are restored from the startup data store when the device
boots up after a reboot. To ensure that the device uses the startup-config file instead of
the startup-config data store, execute one of the following commands:

* copy default-config startup-config
Copy <tftp:/scp:/ftp:/usb:/flash:>/<file> startup-config

followed by the device reboot.

Before Upgrading or Downgrading

Before upgrading or downgrading the device's firmware, it is recommended that you
execute copy running-config startup-configcommand. This will ensure that the

startup-config data store and startup-config file are updated with the changes stored
in the running-config data store.

Viewing the Various Configurations

The following examples illustrate how to display the default, startup, and running
configurations.

Displaying the Default Configuration:

To display the default configuration, enter show file with the default configuration
filename, in privileged EXEC mode.

(device) # show file defaultconfig.standalone

+ Displaying the Startup Configuration

To display the contents of the startup configuration, enter show startup-config,in
privileged EXEC mode.

(device) # show startup-config
Displaying the Running Configuration

To display the contents of the running configuration, enter show running-configin
privileged EXEC mode.

(device) # show running-config

% Note
The show startup-database command is deprecated.

Examples

The following example displays the status of auto persistence in a SLX device.

SLX (config) # show auto-persistence status
Auto persistence: Enabled
SLX (config) #

Extreme SLX-OS
Management Configuration Guide, 20.5.1 17



Displaying configurations Configuration Fundamentals

Displaying

The following examples illustrate how to enable and disable the auto persistence
on a SLX device. Auto persistence is enabled by default. When you use the auto-

persistence disable command, you disable this feature.

+ To enable the auto persistence when it is disabled,

SLX (config)# no auto-persistence disable

+ To disable the auto persistence when it is enabled,

SLX (config)# auto-persistence disable

To copy the running configuration to the startup configuration manually, use the
SLX (config) # copy running-config startup-configcommand.

SLX (config)# copy running-config startup-config

This operation will back up the current configuration. Do you want to
continue? [y/n]:y
Running-config was committed to startup-config successfully.

To view the contents of the startup-configuration or the running-configuration data
stores, use the show startup-database or the running-database commands.

SLX (config)# show startup-database VLAN

vlian 1
|

vlan 2
1

vlan 3
|

vlan 4
|

vlan 5
1

vlan dotlg tag native
SLX (config) #

configurations

The following examples illustrate how to display the default, startup, and running
configurations, respectively.

Displaying the default configuration

To display the default configuration, enter the show f£ile command with the default
configuration filenames in privileged EXEC mode.

device# show file defaultconfig.standalone
device# show file defaultconfig.cluster
Displaying the startup configuration

To display the contents of the startup configuration, enter the show startup-config
command in privileged EXEC mode.

device# show startup-config

Extreme SLX-OS
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Configuration Fundamentals Backing up a running configuration

Displaying the running configuration

To display the contents of the running configuration, enter the show running-config
command in the privileged EXEC mode.

device# show running-config

Backing up a running configuration

0 Note
E Before upgrading or downgrading the firmware, use one of the following tasks
to backup the running configuration.

Applying previously saved configuration changes

When you are ready to apply the configuration changes you previously saved to a file,
copy the file (myconfigin the example) to the startup configuration. The changes take
effect after the device reboots.

Enter the copy command in privileged EXEC mode. Specify the file name as the file
URL followed by the startup-config keyword.

device# copy flash://myconfig startup-config
This operation will modify your startup configuration. Do you want to continue? [Y/N]: y

Backing up configurations

Always keep a backup copy of your configuration files, so you can restore the
configuration in the event the configuration is lost or you make unintentional changes.

The following recommendations apply:

Upload the configuration backup copies to an external host or to an attached
Extreme-branded USB device.

Avoid copying configuration files from one device to another. Instead restore the
device configuration files from the backup copy.

Copying a configuration file to an external host

In the following example, the startup configuration is copied to a file on a remote server
by means of FTP.

device# copy startup-config ftp://admin@10.34.98.133//archive/startup-config device24-08 20101010

A Warning
It is recommended that you use the interactive way of providing password
when you copy a configuration file to an external host using FTP/SCP. Providing
the password in the URL will add the complete string including the password
to the command history in plain text. The password will be exposed when the
show history command is executed.

Extreme SLX-OS
Management Configuration Guide, 20.5.1 19



Configuration restoration Configuration Fundamentals

Backing up the startup configuration to a USB device

When you make a backup copy of a configuration file on an attached USB device,
specify the USB and the destination file name on the USB device. You do not need to
specify the target directory. The file is automatically recognized as a configuration file
and stored in the default configuration directory.

1. Enable the USB device.

device# usb on
USB storage enabled

2. Enter the copy startup-config command with the destination (USB) and file
name.

device# copy startup-config usb://startup-config slx-08 20160510

Configuration restoration
All interfaces remain online. The following parameters are unaffected:

Interface management IP address
Software feature licenses installed on the device
Virtual IP address

Restoring the default configuration

To restore the default configuration, perform the following procedure in privileged
EXEC mode.

1. Enter the copy default-config startup-config command to overwrite the
startup configuration with the default configuration.

device# copy default-config startup-config

2. Confirm that you want to make the change by entering Y when prompted.

This operation will modify your startup configuration. Do you want to continue? [Y/N]:
y

3. Reboot the device.

device# reload system

Tracking Configuration Changes

SLX devices can be configured from either their console or from applications, such as
EFA, that enable remote configuration. These applications need to keep their stored
configurations synchronized with the configuration currently applied on the SLX device
and use CLI commands, NETCONF, REST commands to achieve this synchronization.

SLX tracks changes made to its configuration through SSH/telnet/NETCONF by using

a timestamyp and counter that is incremented for every change that is made to the
configuration. The timestamp keeps track of the exact time when the last configuration
change was made.

Applications can use this information to determine if their stored configuration is
out-of-sync with SLX's current configuration and needs to be updated. If the stored

Extreme SLX-OS
20 Management Configuration Guide, 20.5.1



Configuration Fundamentals Managing flash files

configuration needs to be updated, applications will continue to use existing methods
of synchronization to update their configurations.

This feature is provided to enable applications to quickly detect differences in
configuration and perform reconciliation only when required.

i Note
E This support is not available for configuration changes performed through
REST/RESTCONF interface.

By default, tracking of configuration changes is enabled globally for the SLX device

and cannot be switched off globally. However, if required, applications can temporarily
switch off configuration change detection for the current session. Any changes made in
the session, where configuration change tracking is disabled, is not tracked by SLX.

» Important
Timestamp values are based on the SLX device's clock and is subject to clock
changes.

% Note
The Configuration Drift Tracking counter value persists across reboots.

Turning off tracking of configuration changes

An application that does not want its configuration changes tracked by SLX, should
turn off Configuration Drift Tracking in that session immediately after starting the
session.

To turn off Configuration Drift Tracking for a session, execute the following command in
CLI mode:

From the command prompt, run the config-drift-track off command.
SLX# config-drift-track off

SLX#

Configuration Drift Tracking is turned off for the current session.

(29 Note

|— ] Configuration Drift Tracking will be enabled for a session until it gets turned off
explicitly for that session.

(29 Note

|= ] Anyattempt to turn off Configuration Drift Tracking for a session where it is

already turned off, gets ignored by SLX. Also, application need not turn off drift
tracking for a read-only session.

Managing flash files

The Extreme device provides a set of tools for removing, renaming, and displaying files
you create in the device flash memory. You can use the display commands with any file,
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including the system configuration files. The rename and delete commands only apply
to copies of configuration files you create in the flash memory. You cannot rename or
delete any of the system configuration files.

Listing the contents of the flash memory
To list the contents of the flash memory, enter the dir commmand in privileged EXEC
mode.

device# dir
total 572

drwxr-xr-x 2 251 1011 4096 Jun 5 07:08

drwxr-xr-x 3 251 1011 4096 Mar 11 00:00 ..

-rw-r—--r-- 1 root sys 410 Jun 3 00:56 defaultconfig.standalone
-rw-r--r-- 1 root sys 695 Jun 3 00:56 defaultconfig.cluster
-rw-r--r—-- 1 root root 185650 Jun 5 09:38 startup-config

Deleting a file from the flash memory

To delete a file from the flash memory, enter the delete command with the file name
in privileged EXEC mode.

device# delete myconfig

Note
E You cannot delete a system configuration file in flash memory.

Renaming a flash memory file

To rename a file in the flash memory, enter the rename command with the source and
destination file names in privileged EXEC mode.

device# rename myconfig myconfig 20101010

Note
E You cannot rename a system configuration file in flash memory.

Viewing the contents of a file in the flash memory

To investigate the contents of a file in the flash memory, enter the show file
command with the file name in privileged EXEC mode.

device# show file defaultconfig.cluster
vlan dotlg tag native
1
cee-map default
remap fabric-priority priority O
remap lossless-priority priority O
priority-group-table 15.0 pfc off
priority-group-table 1 weight 40 pfc on
priority-group-table 2 weight 60 pfc off
priority-table 2 2 2 1 2 2 2 15.0
|
1
port-profile default
vlan-profile

switchport

switchport mode trunk

switchport trunk allowed vlan all
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1
protocol 1lldp
|
1

logging auditlog class CONFIGURATION
logging auditlog class FIRMWARE

logging auditlog class SECURITY
|

end

i Note

E To display the contents of the running configuration, use the show running-
config command. To display the contents of the startup configuration, use the
show startup-config command.

Rebooting the device

| Caution

. All reboot operations are disruptive, and the commands prompt for
confirmation before executing. When you reboot a device, all traffic to and
from it stops. All ports on that device remain inactive until the device comes
back online.

wie Note

E Any unsaved configurations are lost. During the boot process system
initialization, configuration data (default or user-defined) are applied to the
device through configuration replay.

The reload system command performs a cold reboot that powers off and restarts
the entire chassis. All session connections must be restarted. If the power-on self-
test (POST) is enabled (via FIPS or CC enable), POST is executed when the system
comes back up.

device# reload system
The fastboot command reboots the device without a POST.

device# fastboot

Copying Support Save Files

When Support Save files are copied using the copy support command, they are all
saved under a single directory on the remote server. The directory name is derived by
combining the hostname and serial number of the SLX device and the timestamp of
when the copy support command was executed.

A new directory with the format <HOSTNAME>_<SERIAL-NO>_<MMDD_HHMM=>is
automatically created on the remote server or USB device. The location of this sub-
directory will depend on the copy command parameters.
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Destination is a USB Drive

When the destination for saving the support save files is a USB device, the support save
directory is always created in the directory /usb/usbstorage/slxos/slxos/support/.

For example, if the SLX host details are as under:

Hostname: SLX-MY-HOST
Serial-Number: THO000001Q-00001
Time Stamp: 23-0CT-2021 02:25:36 PM

Then the Support Save files are stored in the newly created directory SLX-MY-
HOST_THOO000IQ-00001_1023_1425.

/usb/usbstorage/slxos/slxos/support/SLX-MY-HOST TH000001Q-00001_1023 1425

Destination is a remote FTP server

When using a remote FTP server to transfer your Support Save files, the destination
folder must be passed with the copy support command. You need not create the
destination directory. The copy support command will create the remote directory
structure before creating the Support Save sub-directory within it. It will then copy the
Support Save files into this newly created sub-directory.

For example, if the SLX host details are as under:

Hostname: SLX-MY-HOST
Serial-Number: THO0000010Q-00001
Time Stamp: 23-0CT-2021 02:25:36 PM

and the FTP server details are as under:

Hostname: 10.25.37.42

User-name: ftp-user

Password: password

Destination Directory: /ftp-dir/support-saves/

Then the Support Save files are stored in the newly created directory SLX-MY-
HOST_THO0O000TQ-00001_1023_1425. If the destination directory /fto-dir/support-save

is not available, then it will be created automatically and the directory SLX-MY-
HOST_THOO000IQ-00001_1023_1425 created within it. All the Support Save files are then
copied to the newly created directory. The path under which you will find the Support
Save files will be:

/ftp-dir/support-saves/SLX-MY-HOST TH000001Q-00001 1023 1425
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Destination is a remote server and SCP is used to transfer the files.

When using SCP to transfer the Support Save files to a remote server, the destination
folder must be passed with the copy support command. The Support Save files will be

created in the directory named SLX-MY-HOST_THOOO00T1Q-0000]_1023_1425 within the
destination directory. If the destination directory is not present on the remote-server,
then this action will fail. The copy support command will not create the remote

directory.

For example, if the SLX host details are as under:

Hostname: SLX-MY-HOST
Serial-Number: TH000001Q-00001
Time Stamp: 23-0CT-2021 02:25:36 PM

and the remote server details are as under:

Hostname: 10.25.37.42

User-name: scp-user

Password: password

Destination Directory: /scp-dir/support-saves/

Then the Support Save files are stored in the newly created directory SLX-MY-
HOST_THOO000TQ-00001_1023_7425. If the destination directory /fcp-dirsupport-save is
not available, then SCP copy will fail.

The path under which you will find the Support Save files will be:

/scp-dir/support-saves/SLX-MY-HOST TH000001Q-00001 1023 1425

Session connection

You can connect to your device through a console session on the serial port, or
through a Telnet or Secure Shell (SSH) connection to the management port or the
inband port belonging to either the mgmt-vrf, default-vrf, or a user-defined vrf. You
can use any account login present in the local device database or on a configured
authentication, authorization, and accounting (AAA) server for authentication. For
initial setup procedures, use the pre-configured administrative account that is part of
the default device configuration.

The device must be physically connected to the network. If the device network
interface is not configured or the device has been disconnected from the network, use
a console session on the serial port.
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Refer to the appropriate hardware guide for information on connecting through the
serial port and establishing an Ethernet connection for a console session.

Warning

A If you try to create more than 32 non-root CLI sessions (either SSH or TELNET
sessions, or a combination of both sessions), a message will be displayed to
close one of the existing sessions to proceed.

Telnet

Telnet allows access to management functions on a remote networking device. Unlike
SSH, Telnet does not provide a secure, encrypted connection to the device.

Telnet support is available in privileged EXEC mode on all Extreme platforms. The
device supports a combined maximum (SSH, Telnet, and serial) of 32 non-root CLI
sessions. Both IPv4 and IPv6 addresses are supported. Root users have another five
dedicated sessions.

The Telnet service is enabled by default on the device. When the Telnet server is
disabled, existing inbound Telnet connections are terminated and access to the device
by additional inbound connections is not allowed until the Telnet server is re-enabled. If
you have admin privileges, you can disable and re-enable inbound Telnet connections
from global configuration mode.

0 Note
E Outgoing Telnet connections from the device to any remote device are not
affected by disabling or enabling the Telnet server in the device.

o0 Note
E When using Telnet, the root ID is blocked and you cannot login as root. Use
root enable command to enable root ID.

Connecting to an Extreme device with Telnet

A Telnet session allows you to access a device remotely using port 23. However, it is not
secure. If you need a secure connection, use SSH.

1. Establish a Telnet session to the Extreme device from a remote device.
client# telnet 10.17.37.157

The example establishes a Telnet session to the device with the IP address of
10.17.37.157.

If the device is active and the Telnet service is enabled on it, a display similar to the
following appears.
Trying 10.17.37.157...
Connected to 10.17.37.157.
Escape character is '"]1'.
2. Once you have established the Telnet connection, you can log in normally.

device login: admin
Password:
SECURITY WARNING: The default password for at least
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one default account (root, admin and user) have not been changed.

Welcome to the Extreme SLX-0S Software
admin connected from 10.252.24.5 using telnet on device
device#

200 Note
E The default admin login name is admin. The default user name is user. The
default password for both admin and user accounts is password.

Extreme recommends that you change the default account password when you log
in for the first time. For more information on changing the default password, refer to
the Extreme SLX-OS Security Configuration Guide.

Connecting to a remote device with Telnet

A Telnet session is not secure. If you need a secure connection, use SSH.

To connect to a remote server with Telnet, perform the following steps:

1. Establish a Telnet session connection to the remote device.

device# telnet 10.20.51.68 vrf mgmt-vrf

The example establishes a Telnet session to a device with the IP address of
10.20.51.68.

You can override the default port by using the port-number port option. However,
the device must be listening on this port for the connection to succeed.

If the device is active and the Telnet service is enabled on it, a display similar to the
following appears.

device# telnet 10.20.51.68 vrf mgmt-vrf
Trying 10.20.51.68...

Connected to 10.20.51.68.

Escape character is '"~]'.

device login:

2. Once you have established the Telnet connection, you can log in normally.

Enable or Disable Telnet service

1. In privileged EXEC mode, enter global configuration mode.

device# configure terminal

2. Disable Telnet service on the device.

device (config) # telnet server use-vrf ?
Possible completions:
<VRF Name> Provide the vrf (mgmt-vrf,default-vrf or <user defined vrf>) on which to
start/stop telnet server
device# telnet server use-vrf red shutdown

All Telnet sessions including any currently active sessions are immediately
terminated, and cannot be re-established until the service is re-enabled.
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3. Enable Telnet service on the device.
device (config) # no telnet server use-vrf red shutdown
% Note
The shutdown option for a given VRF is displayed only when the Telnet
server was configured and then shutdown on that VRF. Otherwise, the
VRF name and shutdown option are not displayed for the no form of the
command.
SSH

Secure Shell (SSH) allows secure access to management functions on a remote
networking device. Unlike Telnet, which offers no security, SSH provides a secure,
encrypted connection to the device.

SSH support is available in privileged EXEC mode on all Extreme platforms. The device
supports a combined maximum (SSH, Telnet, and serial) of 32 non-root CLI sessions.
Both IPv4 and IPv6 addresses are supported. Root users have another five dedicated
sessions.

The SSH service is enabled by default on the device. When the SSH server is

disabled, existing inbound SSH connections are terminated and access to the device
by additional inbound connections are not allowed until the SSH server is re-enabled.
If you have admin privileges, you can disable and re-enable inbound SSH connections
from global configuration mode.

(%9 Note

|=— ] Outgoing SSH connections from the device to any remote device are not
affected by disabling or enabling the SSH server in the device.

(29 Note

|— ] When using SSH, the root ID is blocked and you cannot login as root. Use root

enable command to enable the root ID.

Feature support for SSH

SSHV2 is the supported version of SSH, but not all features typically available with
SSHvV2 are supported on the Extreme devices.
The following encryption algorithms are supported:
+ 3des-cbc Triple-DES
+ aes256-cbc: AES in Cipher Block Chaining (CBC) mode with 256-bit key
aesl92-cbc: AES in CBC mode with 192-bit key
aesl28-cbc: AES in CBC mode with 128-bit key
aes256-gcm: AES in Galios/Counter Mode (GCM) mode with 256-bit key
aes256-gcm@openssh.com

aes192-gecm: AES in GCM mode with 192-bit key
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aesl28-gcm: AES in GCM mode with 128-bit key
aesl28-gcm@openssh.com
aes256-ctr: AES in Counter Mode (CTR) mode with 256-bit key
aesl92-ctr: AES in CTR mode with 192-bit key
aesl28-ctr: AES in CTR mode with 128-bit key
blowfish-cbc
castl28-cbc
arcfour
arcfourl28

* arcfour256

* rijndael-cbc@lysator.liu.se

* chacha20-polyl305@openssh.com

The following Hash-based Message Authentication Code (HMAC) message
authentication algorithms are supported:

hmac-md5: MD5 encryption algorithm with 128-bit key.
hmac-md5-96
hmac-shal: SHAI encryption algorithm with 160-bit key.
hmac-shal-96
hmac-sha2-256: SHA2 encryption algorithm with 256-bit key.
hmac-sha2-256-etm@openssh.com
+ hmac-sha2-512: SHA2 encryption algorithm with 512-bit key.
* hmac-sha2-512-etm@openssh.com
hmac-ripemd160
hmac-ripemdl60@openssh.com
umac-64@openssh.com
umac-128@dopenssh.com
hmac-shal-etm@openssh.com
hmac-shal-96-etm@openssh.com
hmac-md5-etm@openssh.com
hmac-ripemdl60-etm@openssh.com
umac-64-etm@openssh.com
umac-128-etm@openssh.com

* hmac-ripemdl60-etm@openssh.com

The following host keys are supported:
ssh-dsa
ssh-rsa
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ECDSA

The following key exchange algorithms are supported:

+ diffie-hellman-group-exchange-sha256

- diffie-hellman-group-exchange-shal

+ diffie-hellman-groupl18-sha512

+ diffie-hellman-groupl6-sha512

- diffie-hellman-groupl4-sha256

« diffie-hellman-groupl4-shal

+ diffie-hellman-groupl-shal

+ curve25519-sha256
curve25519-sha256@libssh.org
ecdh-sha2-nistp256
ecdh-sha2-nistp384
ecdh-sha2-nistp521

SSH user authentication is performed with passwords stored on the device or on an
external authentication, authorization, and accounting (AAA) server.

Connecting to an Extreme device with SSH

An SSH session allows you to access a device remotely using port 22.

1. Establish an SSH session connection to the Extreme device.

client# ssh admin@10.17.37.157

The example establishes an SSH session to the device with the IP address of
10.17.37.157.

2. Enter yes if prompted.

The authenticity of host '10.17.37.157 (10.17.37.157)"' can't be established.
RSA key fingerprint is 9f:83:62:cd:55:6c:09:e8:1d:79:ab:b4:04:f4:f6:2a.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '10.17.37.157' (RSA) to the list of known hosts.
admin@l10.17.37.157's password:

SECURITY WARNING: The default password for at least
one default account (root, admin and user) have not been changed.

Welcome to the Extreme SLX-0S Software
admin connected from 10.70.4.113 using ssh on device
device#

0 Note
E The default admin login name is admin. The default user login name is user.
The default password for both admin and user accounts is password.

It is recommended that you change the default account password when you log in
for the first time. For more information on changing the default password, refer to
the Extreme SLX-OS Security Configuration Guide.
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Connecting to a remote server with SSH

To connect to a remote server with SSH, perform the following steps:

1.

Establish an SSH connection with the login name and IP address for the remote
server.

device# ssh 10.20.51.68 -1 admin vrf mgmt-vrf

You can use the -m and -c options to override the default encryption and hash
algorithms

2. Enter yes if prompted.

The authenticity of host '10.20.51.68 (10.20.51.68)"' can't be established.
RSA key fingerprint is ea:32:38:£7:76:b7:7d:23:dd:a7:25:99:e7:50:87:d0.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '10.20.51.68' (RSA) to the list of known hosts.
admin@l10.20.51.68"'s password: ***xkxxsk

SECURITY WARNING: The default password for at least

one default account (root, admin and user) have not been changed.
Welcome to the Extreme SLX-0S Software

admin connected from 10.20.51.66 using ssh on C60 68F

Managing SSH Client Public Keys

To manage the SSH client public keys, perform the following steps.

1.

Import an SSH client public key to the device.

device# certutil import sshkey directory /root/.ssh/ file id rsa.pub
host 10.20.238.152 login root password pass protocol SCP user admin

This example imports the SSH client public key for the admin user from the remote
10.20.238.152 host using the directory and file information for the key and using SCP
log-in credentials.

You can also copy the public key directly. For example:

device# certutil sshkey user admin pubkey “ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAABAQ
Dnim+Ofjx/1d3z2jDxXu9DcMuQqvq/
NKi2Lms+g7dA5Dqww8]1lrO0GawG8tMySOvnBlZEvJtlkgNneRi4160t4/7hfd

99rIOPGBP/

NJs6xTLUrQhDgxB78ddTg+6euBtkYLTAaTC7kbXGXcO8VVBI+4xrH+0bkvjUIRRVGIquUfdiFKEfIGVOy
t0atdHildmgQ9BEOcO65nc/1i9MjMIedBel 74/
QT4TxeGeEgaQ57c2AL5It2V4CzrZBDtnixdnHUOSw2vmBR61LZIDVT1

fuX/xYxDAM9H8SDpDX8pZl FFpQBy/wrkIYPZ/p4OLrUApPRE/XAJGu  r1N1ZLEU9UIMPVM/
root@ldap.hc-fusion.in”

After the public key is imported or copied for a user, password-based authentication
becomes a fallback option for that particular user. This user can log in using the
public key. If a user tries to log in from a device on which the public key is not
present, then the user is prompted for a password. When the public key is removed
for the user, only password-based authentication is enabled for that particular user.

wie Note
E When the public key is imported or removed, the SSH server is
automatically rebooted and all active SSH connections are terminated.
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2. Enter the password for the user.
Password: **%kkkkkkxx

When the SSH key is imported, the following message is displayed.

device# 2019/01/14-10:28:58, [SEC-3050], 75, INFO, SLX9540,
Event: sshutil, Status: success, Info: Imported SSH public key from 10.70.4.106 for
user 'admin'.

3. Delete an SSH public key from the device.

This action resets the device to a password-based login.

device# no certutil sshkey user admin

This example deletes the SSH client key for the admin user.

uhude Note
E When the public key is imported or removed, the SSH server is
automatically rebooted and all active SSH connections are terminated.

Enable or Disable SSH Service

phd Note

E When shutting down the service, either the SSH or the Telnet server on the
Management VRF must remain operational. For example; if the Telnet server
on the default-vrf and mgmt-vrf are shut down, the ssh server can be disabled
on the default-vrf, but NOT on the mgmt-vrf.

1. In privileged EXEC mode, enter global configuration mode.
device# configure terminal

2. Disable SSH service on the device.

device (config)# ssh server use-vrf

Possible completions:

<VRF Name> Provide the vrf (mgmt-vrf,default-vrf or <user defined vrf>) on which to
start/stop ssh server

device (config) # ssh server use-vrf default-vrf shutdown

All SSH sessions on the specified vrf are immediately terminated, and cannot be

re-established until the service is re-enabled.
3. Enable SSH service on the device.

device (config)# no ssh server use-vrf default-vrf shutdown

e Note

E The shutdown option for a given VRF is displayed only when the SSH server
was configured and then shutdown on that VRF. Otherwise, the VRF name
and shutdown option are not displayed for the no form of the commmand.

e Note
E Additionally, the SSH Server can be restarted on all VRF instances using
ssh-server restart.
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Configuring the terminal session parameters
To set the parameters, perform the following steps:
1. In privileged EXEC mode, set the display length.
device# terminal length 30

This example sets the lines to be displayed on the terminal session at 30 lines.

e Note
E Setting the terminal length to O removes page breaks for the show
commands' output.

2. Set the timeout length.

device# terminal timeout 3600

This example sets the timeout of 3600 seconds (60 minutes) for the terminal session.

e Note
E Specifying a value of O allows the terminal session to stay open until the
device is rebooted or the connection is terminated by other means.

3. Access global configuration mode.

device# configure terminal

4. Configure the maximum login attempts to establish a session.

device (config) # password-attributes max-retry 4

This example sets the maximum login attempts of four to establish a session.

5. Set the maximum number of minutes the user account remains locked when user
fails to login within the maximum login attempts.

device (config) # password-attributes admin-lockout max-lockout-duration 5

This example specifies that the user account be unlocked after 5 minutes.

The following configuration is the example of the previous steps.

device# terminal length 30

device# terminal timeout 3600

device# configure terminal

device (config) # password-attributes max-retry 4

device (config) # password-attributes admin-lockout max-lockout-duration 5

Configuring a login banner

The Extreme device can be configured to display a greeting message on user terminals
as a banner when they enter the Privileged EXEC CLI level or access the device through
Telnet/SSH.

Complete the following steps to set and display a banner.

1. In privileged EXEC mode, access global configuration mode.

device# configure terminal
Entering configuration mode terminal
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2. Configure the login banner.

device (config) # banner login "Please do not disturb the setup on this device"

This example configures a text message on a single line by enclosing the text in
double quotation marks (" ").

The banner can be up to 2048 characters long. To create a multi-line banner, enter
the banner login command followed by the Esc-m keys. Enter Ctrl-D to terminate

the input.

You can use the no banner login command to remove the banner.
3. Verify the configured banner.

device (config)# do show running-config banner

The configured banner is displayed.

banner login "Please do not disturb the setup on this device"

The following example is the configuration of the previous steps.

device# configure terminal
Entering configuration mode terminal
device (config)# banner login "Please do not disturb the setup on this device"

Ethernet management interfaces

The management Ethernet network interface provides management access, including
direct access to the device CLI. You must configure at least one IP address using a serial
connection to the CLI before you can manage the system. You can either configure
static IP addresses, or you can use a Dynamic Host Configuration Protocol (DHCP)
client to acquire IP addresses automatically. For IPv6 addresses, both static IPve and
stateless |IPv6 autoconfiguration are supported.

» Important
Setting static IPv4 addresses and using DHCP are mutually exclusive. If DHCP
is enabled, remove the DHCP client before you configure a static IPv4 address.
However, this does not apply to IPv6 addresses.

Configuring a static ethernet address

Before you configure a static address, connect to the device through the serial console.
To configure static Ethernet network interface addresses, perform the following steps:

1. In privileged EXEC mode, enter global configuration mode.
device# configure terminal
2. Access the interface management mode for the management interface.

device (config)# interface Management 1

This interface uses the default mgmt-vrf VRF.
3. Disable DHCP.

device (config-Management-0) # no ip address dhcp
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4. Configure the IP address for the management interface.

device (config-Management-0)# ip address 10.24.85.81/20

5. If you are going to use an IPv6 address, configure the address.

device (config-Management-0)# ipv6 address 2001:DB8::69bc:832:e61f:13ff:fe67:4b94/32
6. Verify the configuration.

device (config-Management-0)# do show running-config interface Management 0
interface Management 0

no ip address dhcp

ip address 10.24.85.81/20

ipv6 address 2001:DB8::69bc:832:e61f:13ff:fe67:4b94/32
|

The following example is the configuration of the previous steps.

device# configure terminal

device (config) # interface Management 0

device (config-Management-0)# no ip address dhcp

device (config-Management-0)# ip address 10.24.85.81/20

device (config-Management-0)# ipv6 address 2001:DB8::69bc:832:e61f:13ff:fe67:4b94/32

Displaying the management interface

device# show interface management 0

interface management O

line-speed actual "1000baseT, Duplex: Full"

line-speed configured Auto

oper-status up

ip address "static 10.20.161.66/20"

ipv6 ipv6-address [ "static 2620:100:0:£814:10:20:161:66/64 preferred" ]

Redundant Management Interface

Introduction

Redundant Management Interface provides fault tolerant management access to
remote SLX boxes by providing multiple management access paths to the device. RMI
works by pairing the Physical Management Port of the SLX box with one of the physical
front panel User Ports. The paired User Port starts in the 'Active-Standby' mode. By
default, the Physical Management port is the 'Active' and 'Primary' port and the paired
User Port, the 'Standby'. Only one User Port can be configured as the Redundant
Management Interface.

Redundant Management Interface uses Linux's native bonding feature to enable the
inbuilt Management Port of the SLX box to work with the user configured physical port
to provide redundancy.

sl Note
E In-band ports bandwidth shall be rate limited as per platform and are
unrelated to front-panel port capability.
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uude Note
E Redundant Management is supported on the SLX 9250/Extreme 8720 and the
SLX 9740/Extreme 8820 devices.

ethOis a logical virtual bridge interface serving both SLX-Linux and TPVM
management interfaces. It has a secondary interface bond0, which is a Linux LAG in
Active-Standby mode, providing fault-tolerance on the Management Path. bond0Ohas a
preconfigured Primary-Active member, eth3 Primary which implies that this member
is used and active whenever available. The eth3interface represents the physical
management interface RJ45 port available on the front panel. For fault tolerance, you
can select a standby member from any of the front panel ports, with any native speed.
The standby member is used only if the active member becomes faulty.

A user port may be used with a Mellanox Adaptor at 1G Cu SFP or 10G Cu SFP.

To configure a physical front panel port on the device (for example, eth0/15) as a
redundant management port, execute the redundant-management enable command

from within its context. Both the configured redundant management interface ports
(eth 0/15 and primary port eth3) must be physically connected to two (2) management
LAN switches where these switches share the same default gateway.

Configuration Considerations

Front panel user port member can have limited bandwidth, irrespective of port's
native speed.

Only one user port can be added as the redundant management interface.

Across reboot / power cycle, redundancy is enabled only when redundant-
management enable command is executed when the configuration is replayed back
from the last persisted startup configuration.

Configure Redundant Management

To configure Redundant Management, use the following commands.

e Note
E Redundant Management is supported on the SLX 9250/Extreme 8720 and the
SLX 9740/Extreme 8820 devices.

1. Ensure interface management is enabled.

device# configure

device (config)# interface management 0
device (config-Management-0)# ip address dhcp
device (config-Management-0)# no shut

device (config-Management-0)# exit

2. Enable redundant management on an interface/port. RMI is always enabled on one
of the physical user ports. To enable RMI| on an interface/port:
device (config) # interface ethernet 0/15
device (conf-if-eth-0/15) # redundant-management enable
(
(

device (conf-if-eth-0/15)# no shut
device (conf-if-eth-0/15)# exit
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3. Use show interface management and show interface ethernet commandsto

verify the configuration.

(device) # show interface Management 0

interface Management O

line-speed actual "1000baseT,

oper-status up

ip address "static 10.24.12.89/22"
ip gateway-address 10.24.12.1

ipv6 ipvé6-address [ ]
ipv6 ipvé-gateways [ ]

redundant management port 0/15

(device) # show interface ethernet 0/15
Ethernet 0/15 is admin down,
Redundant management mode is enabled

line protocol is down (admin down)

Hardware is Ethernet, address is 609c.9f5a.a35f

Current address is 609c.9f5a.a35f
Pluggable media not present
Description: Insight port
Interface index (ifindex)

MTU 9216 bytes

Maximum Speed : 106G
LineSpeed Actual : Nil
LineSpeed Configured : Auto,

Priority Tag disable

Forward LACP PDU: Disable

Route Only: Disabled
Tag-type: 0x8100

Last clearing of show interface counters:

Queueing strategy: fifo
FEC Mode - Disabled

Receive Statistics: 0 packets,
Unicasts: 0, Multicasts:
64-byte pkts: 0, Over 64-byte pkts:

Over 255-byte pkts:

Errors: 0, Discards:
Transmit Statistics:
0 packets, 0 bytes

Unicasts: 0, Multicasts:
Underruns: O Errors:

Rate info:

Input 0.000000 Mbits/sec,
Output 0.000000 Mbits/sec,
Route-Only Packets Dropped:
Time since last interface status change:

is 202350592

Broadcasts:

Broadcasts:

0 packets/sec,
0 packets/sec, 0.00% of line-rate

(0xc0£a000)

00:01:13

0

Over 127-byte pkts: 0

Over 51l-byte pkts: 0, Over 1023-byte pkts: 0
Over 1518-byte pkts (Jumbo) :
Runts: 0, Jabbers: O,

0

0

0.00% of line-rate

00:01:13

Configure Redundant Management with a Mellanox Adapter

The following procedure configures redundant management on port 0/15 with a

Mellanox Adapter.

1. Configure port 0/15.

device# configure

device (config) # hardware
device (config-hardware) # connector 0/15
device (config-connector-0/15) #

device#
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2. Configure breakout mode of 4x1G. (only on SLX 9250/Extreme 8720 devices)

device (config-connector-0/15) # breakout mode 4x1G
device (config-connector-0/15) # end
device#

3. Configure breakout mode of 4x10G. (on both SLX 9250/Extreme 8720 and SLX 9740/
Extreme 8820 devices)

device (config-connector-0/15) # breakout mode 4x10G
device (config-connector-0/15)# end
device#

4, Configure redundant management on port O/15.

device# configure

device (config) # interface Ethernet 0/15:1

device (config-hardware) # connector 0/15

device (conf-if-eth-0/15:1) # redundant-management enable
device (conf-if-eth-0/15:1)# no shut

device (conf-if-eth-0/15:1)# end

device#

When using the Mellanox adaptor, only the first member of the breakout board
can be used as the Redundant Management Interface. This is shown in the above
example.

The following example displays the Redundant Management Interface configuration
on SLX 9250/Extreme 8720 devices with 4x10G.

SLX# show running-config hardware connector 0/15 breakout mode
hardware
connector 0/15

breakout mode 4x10g

SLX# show running-config interface Ethernet 0/15:1
interface Ethernet 0/15:1
redundant-management enable

no shutdown
1

SLX# show interface ethernet 0/15:1

Ethernet 0/15:1 is up, line protocol is up (connected)

Redundant management mode is enabled

Hardware is Ethernet, address is f46e.95al.f826
Current address is f46e.95al.£826

Fixed Copper RJ45 Media Present

Interface index (ifindex) is 201589248 (0xc040200)

MTU 9216 bytes

IP MTU 1500 bytes

Maximum Speed : 10G

LineSpeed Actual : 10000 Mbit

LineSpeed Configured : Auto, Duplex: Full

Priority Tag disable

Forward LACP PDU: Disable

Route Only: Disabled

Tag-type: 0x8100

Last clearing of show interface counters: 02:45:29

Queueing strategy: fifo

FEC Mode - Disabled

Receive Statistics:
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81295 packets, 6130007 bytes
Unicasts: 1212, Multicasts: 71717, Broadcasts: 8363
64-byte pkts: 62703, Over 64-byte pkts: 17088, Over 127-byte pkts: 545
Over 255-byte pkts: 606, Over 511-byte pkts: 117, Over 1023-byte pkts: 233
Over 1518-byte pkts (Jumbo): O
Runts: 0, Jabbers: 0, CRC: 0, Overruns: O
Errors: 0, Discards: O
Transmit Statistics:
742 packets, 66702 bytes
Unicasts: 426, Multicasts: 316, Broadcasts: 0
Underruns: O
Errors: 0, Discards: 0
Rate info:
Input 0.005267 Mbits/sec, 9 packets/sec, 0.00% of line-rate
Output 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Route-Only Packets Dropped: 0
Time since last interface status change: 00:00:44

Force 1G connection speed on physical interfaces

In some scenarios, it is desirable that connections on a specific interface be restricted
to a lower speed than the maximum supported speed. Such scenarios occur when the
device that is connected to the interface is unable to connect at the highest speed
possible for that interface.

This speed setting is only supported on the 1G/10G copper ports (ports 1-48) of the

SLX 9150-48XT and Extreme 8520-48XT devices to enable the user to force 1000Mbps
(1G) speed setting on these interfaces in both full-duplex and half-duplex mode. The
master/slave setting allows the interface to act as either a clock master or a slave in the
forced speed setting.

The following speed configurations are available:

+ 1000-auto-full-duplex

+ 1000-master-full-duplex
+ 1000-master-half-duplex
+ 1000-slave-full-duplex

+ 1000-slave-half-duplex

The 1000-auto-full-duplex command enables the configuration of the ports to be
set at 1G speed and in full duplex mode.

To reset the above setting to the default setting of 1G/10G AN mode, use either the
speed auto or the no speed command.

When using the master/slave configuration, ensure that the peer port is configured
with the complimentary configuration for the port to come up. For example:

- Ifthelocal port is configured as 1000-master-full-duplex, then the peer port must
be configured as 1000-slave-full-duplex.

+ Ifthe local port is configured as 1000-slave-half-duplex, then the peer port must
be configured as 1000-master-half-duplex.
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« Ifthe local port is configured as 1000-auto-full-duplex, then the peer port must
be configured for auto-negotiation for the link to be established.

The show interface ethernet command is also enhanced to show the configured
speed for the interface.

SLX (conf-if-eth-0/1-2)# do show interface ethernet 0/1
Ethernet 0/1 is up, line protocol is up (connected)
Hardware is Ethernet, address is f064.26f2.d80c
Current address is f064.26£2.d80c

Fixed Copper RJ45 Media Present

Interface index (ifindex) is 201334784 (0xc002000)
MTU 9216 bytes

Maximum Speed : 10G

LineSpeed Actual : 1000 Mbit

LineSpeed Configured : 1G forced master, Duplex: Half
Priority Tag disable

Forward LACP PDU: Disable

Route Only: Disabled

The following example displays the forced 1G configuration on the Extreme 8520-48XT
device

8520-48XT# show interface ethernet 0/36

Ethernet 0/36 is up, line protocol is up (connected)

Hardware is Ethernet, address is f064.26f4.4c2f
Current address is f064.26f4.4c2f

Fixed Copper RJ45 Media Present

Interface index (ifindex) is 201621504 (0xc048000)

MTU 9216 bytes

Maximum Speed : 10G

LineSpeed Actual : 1000 Mbit

LineSpeed Configured : 1G auto full, Duplex: Full

Priority Tag disable

Forward LACP PDU: Disable

Route Only: Disabled

The following example how to configure the Force 1G speed configuration on an
Extreme 8520-48XT device.

8520-48XT (config) # interface Ethernet 0/36
8520-48XT (conf-if-eth-0/36)# speed ?
Possible completions:

100 100Mbps

1000 1Gbps

1000-auto 1Gbps AN (802.3 Clause 37 Auto-Negotiation)
1000-auto-full-duplex 1Gbps Auto Negotiation for copper cable

1000-master-full-duplex 1Gbps - Set as Master with Full Duplex
1000-master-half-duplex 1Gbps - Set as Master with Half Duplex

1000-slave-full-duplex 1Gbps - Set as Slave with Full Duplex
1000-slave-half-duplex 1Gbps - Set as Slave with Half Duplex
10000 10Gbps

25000 25Gbps

40000 40Gbps

100000 100Gbps

auto Auto Detection (default)

8520-48XT (conf-if-eth-0/36) # speed 1000-auto-full-duplex
8520-48XT (conf-if-eth-0/36)# no shutdown

8520-48XT (conf-if-eth-0/36) # end

8520-48XT# show running-config interface Ethernet 0/36
interface Ethernet 0/36
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speed 1000-auto-full-duplex

no shutdown
1

8520-48XT#

Configuring an IPv6 address on the SLX platform

Following are the basic pre-requisites for configuring an IPv6 address on the SLX
platform:

PC connected to the serial port of the device.

IPv6 network assignment with a netmask and router address from the network
administrators. This will generally be a /64 network.

e Note

E If you are provided an IPv6 prefix with a /65 to /128 net mask, assign the
addresses according to your network administrator's direction, and do NOT
follow this procedure.

To configure IPv6 addresses, perform the following steps:

1. Enter the show system command to know the STACK MAC and the BURNED IN

MAC.

SLX# show system

Stack MAC : 60:9c:9f:de:29:14
-— UNIT 0 --

Unit Name : SLX

Up Time : up 11 days

Current Time : 10:41:45 GMT

SLX-0S Version 0 20.4.1

Jumbo Capable : yes

Burned In MAC : 60:9c:9f:46:e2:06

Management IP : 10.20.131.53

Management Port Status : UP

The MAC addresses are used to create the IPv6 SLAAC address for the following
mapping:
Stack MAC - IPv6 address for chassis virtual-ipve.

2. Convert each MAC address to a modified EUI-64 format, and then into the final IPv6
address for the interfaces by performing the following steps:

a. Remove any punctuation from the MAC.
609c9f46e206
b. Insert fffe after the first 6 characters.

609c9ffffed6e206

c. Using a calculator application in HEX Mode on a PC, do a Bitwise OR operation of
the modified MAC with 0200000000000000.

629c9ffffed6e206

d. Convert the result to IPve format by inserting colons after every 4 characters from
the right hand side.

629c:9fff:fed6:e206
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e. Prepare the IPv6 network information for use. This example uses a sample
network of 2001:DB8::/32 provided by the Admin.

Normalize the address to a fully expanded format.
2001:0DB8:0000:0000:0000:0000:0000:0000/32

Remove the cider notation.
2001:0DB8:0000:0000:0000:0000:0000:0000

Remove the host portion of the address based on a /64 netmask.
2001:0DB8:0000:0000:

Contract the remaining portion of the address of any leading zeros.
2001:DB8::

f. Combine the IPv6 network prefix from step 2e and the result of step 2d to make
the IPv6 address.

2001:DB8::629c:9fff:fed6:e206/32

g. Repeat steps 2a to 2f for each MAC address.

3. Apply the addresses to the appropriate interfaces and configure the default route

using the router address provided by the network administrator.

Port management

The Extreme device allows the port management of the following features for interface
Ethernet ports.

SLX 9540 port management includes the following:

o Supports 54 ports in total. Ports 1 - 48 support 10G, 1G and 100 Mbps speed
(default is10G).

o Ports 49-54 support 40G, 100G; and also support 4x10G and 4x25G breakout
configurations. Default is 100G.

o Forward Error Correction (FEC) is supported only in 100G mode.
SLX 9640 port management includes the following:
o Supports 36 ports in total. Ports 1 - 24 support 10G and 1G speed (default is10G).

o Ports 25-36 support 40G, 100G; and also support 4x10G, 4x25G, and 2x50G
breakout configurations. Default is T100GC.

o Forward Error Correction (FEC) is supported only in 100G mode.

SLX 9250/Extreme 8720 port management includes the following:

o  Supports 32 ports of 40G and 100G.

o Ports may be broken out into 4x10G or 4x25G.

SLX 9150-48Y/Extreme 8520-48Y port management includes the following:

o Supports 56 ports in total

° 48 ports support 1G, 10G, and 25C.

o 8 ports support 40G, and 100G. These ports are able to break out to 4x10G.
o 4x25Gb is supported on 2 ports only (0/49 and 0/56).

SLX 9150-48XT/Extreme 8520-48XT port management includes the following:
o Supports 54 ports in total.

° 48 ports support 1G and 10GC.
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° 6 ports support 40G and 100G.
o Ports 49 and 54 support break out configurations of 4x10G or 4x25C.

+ Interface Ethernet port management features discussed this section include the
following:

o Port transition hold timer
o Port flap dampening
o Link fault signaling

SLX 100G ports

You can configure 40G mode using the speed 40000 command from the interface

configuration mode. Each 100G port also supports 4x25G and 4x10G breakout
configurations.

Configuring breakout mode

Before performing the following procedure, you can verify the current port
configuration using the show interface status command:

Port Status Mode Speed Type Description
Eth 0/1 adminDown -— -— -—
Eth 0/2 adminDown —— —— ——
Eth 0/3 adminDown -— -— -—
Eth 0/4 adminDown -— -— -—
Eth 0/5 adminDown —— —— ——

e Note

E When configuring breakout mode - either breaking into multiple interfaces
or consolidating into one interface - it is a best practice to remove all
configuration on the interface, and set the interface to the disabled state.

Perform the following steps:

1. Access global configuration mode.
device# configure terminal
2. Shut down the port or ports to be configured.

device (config)# interface ethernet 0/1
shutdown
exit

Or;

device (config)# interface ethernet 0/1:1-4
shutdown
exit

3. Access hardware configuration mode.
device (config) # hardware

4. Access the port to be configured.

device (config-hardware) # connector 0/1
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5. Set the breakout mode.

device (config-connector-0/1) # breakout mode 4x10g

0 Note
E Dynamic breakout is supported; the user does not need to reboot the

switch to execute the breakout.

6. Exit configuration mode.

device (config-connector-0/1) # exit
device (config-hardware) # exit

device (config) #

7. Verify the configuration.

device (config)# show interface status

Eth 0/1:4

Eth 0/2

Eth 0/3

Eth 0/4

Eth 0/5

10G/1G auto negotiation and auto detection mode

adminDown

adminDown

adminDown

adminDown

adminDown

adminDown

adminDown

adminDown

+ Auto negotiation is supported on ports 1to 24 on the front plate. However, ports 25

to 72 support 1G mode without auto negotiation.

- Auto detection occurs when the interface speed is configured based on the
detected optic type.

«  Only full duplex is supported in the CL37 auto-negotiation.

You can manually configure the port speed. In manual mode, the inserted optic must
match the configured speed. Otherwise, the link will not come up. You can configure
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1G mode with or without auto negotiation. The following speed matrix shows different
combinations of modes on the SLX 9540.

Table 4: Port speed matrix

Ports 1to 48 on SLX 9540

speed auto (default) Auto-detection:

If 1G SFP optic is detected: Port is
configured as 1G with 1000Base-X AN
enabled.

If 1G SFP copper is detected: Port is
configured as SGMII with 1000Base-T
AN enabled; 1G, 100Mbyps Full-Duplex
advertised.

If 10G SFP is detected: port is
configured as 10G

speed 1000 Force to 1G mode, AN disabled

speed 1000-auto Force to 1G mode, AN enabled

- If1G SFP optic is detected: Port is
configured as 1G with 1000Base-X AN
enabled.
If 1G SFP copper is detected: Port is
configured as SGMII with 1000Base-T
AN enabled; 1G, 100Mbyps Full-Duplex

advertised.
speed 10000 Force to 10G mode
Speed 100 - If1G SFP optic is detected: No

configuration change; link stays down
If 1G SFP copper is detected: Port is
configured as SGMII (AN enabled) but
1000Base-T AN disabled.

no speed Equivalent to speed auto

Port flap dampening

Port flap dampening allows you to configure a wait period before a port, whose link
goes down then up, becomes enabled.

If the port link state toggles, from down to up or from up to down, for a specified
number of times within a specified period, the interface is physically disabled for the
specified wait period. Once the wait period expires, the port’s link state is re-enabled.
However, if the wait period is set to zero (0) seconds, or you want to re-enable the port
before the wait period expires, the port must be manually re-enabled.

Configuring port flap dampening
Perform the following steps to configure port flap dampening:

1. From privileged EXEC mode, access global configuration mode.

device# configure terminal
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2. Access the interface configuration mode for the port that you want to configure.

device (config) # interface Ethernet 0/4

3. Configure port flap dampening.

device (conf-if-eth-0/4)# link-error-disable 10 3 10

In this example, the values for the parameters are as follows:

+ The toggle threshold is set to 10 times. The threshold is the number of times that
the port’s link state goes from up to down and down to up before the wait period
is activated.

The sampling time is set to 3 seconds. This time period is the amount of time
during which the specified toggle threshold can occur before the wait period is
activated.

The wait time is set to 10 seconds. This period of time is the amount of time the
port remains disabled (down) before it becomes enabled. Entering O indicates
that the port will stay down until an administrative override occurs.

The following example shows the steps in the previous configuration.

device# configure terminal
device (config) # interface Ethernet 0/4
device (conf-if-eth-0/4)# link-error-disable 10 3 10

Port transition hold timer

While link down events are reported immediately in the Syslog, their effect on higher
level protocols such as OSPF is delayed according to how the hold timer is configured.
When configured, the timer affects the physical link events. However, the resulting
logical link events are also delayed.

(%9 Note

=] All LAG member ports must have the same delayed-link-event configuration.

(29 Note

|— ] The delayed-link-event configuration is applicable only on a physical interface.
It is not valid on a VLAN, VE, LAG, or loopback interfaces.

(29 Note

|= ] The port transition hold timer does not take effect when the interface is

administratively shut down.

Configuring the port transition hold timer
Perform the following steps to configure the port transition hold timer:

1. From privileged EXEC mode, access global configuration mode.

device# configure terminal

2. Access the interface configuration mode for the port that you want to configure.

device (config) # interface Ethernet 0/2
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3. Configure the port transition hold timer.
device (conf-if-eth-0/2)# delay-link-event 2 down
The polling iteration is 50 ms. In this example, 50 ms is multiplied by 2 and the

sending of port down event is delayed by 100 ms. If the port is detected to be in the
up state within the 100 ms, the delayed down event is cancelled.

You can specify a multiplier value from 1 to 200 for delay times from 50 ms to 10
seconds and a port event of up, down, or both.
4. Verify the configuration.

device (conf-if-eth-0/2)# do show running-config internet ethernet 0/2
interface Ethernet 0/2

delay-link-event 2 down
no shutdown
1

The following example shows the steps in the previous configuration.

device# configure terminal
device (config) # interface Ethernet 0/2
device (conf-if-eth-0/2)# delay-link-event 2 down

Link fault signaling

E Note
LFS is not supported in 1G mode.

When the device detects a local fault, it returns a remote fault to the link partner. When
the device detects a remote fault, it returns an idle state.

A port's physical link detection is independent of LFS detection. When either of these
link fault signals is detected, the following behaviors occur:

The link is declared as DOWN and the port should display Protocol Down on the
SLX-OS CLI.

The physical link is not bought down in both of the previous cases. The peer side
based on its implementation might display that the link is UP when the Extreme
device displays that the link is DOWN due to a fault detection.

+ The transmit (TX) packets, if any, are dropped at the MAC layer. The receive (RX)
packets, if any, are dropped in the software.
The detected signal is reported as a RASTRACE message on the line card. The same

information is reported on the MM as a RASLOG. The same behavior occurs when
the signal is cleared.

You can enable or disable LFS globally and on the interface level for both RX and TX
directions:

If the LFS is enabled for RX, the normal local and remote fault detection and
processing described previously occur. If it is disabled for RX, local and remote fault
detection are ignored.
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« Ifthe LFS is enabled for TX and a local fault occurs, a remote fault (pause frame)
is generated to the remote side. If it is disabled for TX, the remote fault is not
generated.

Configuring link fault signaling

Perform the following steps to configure LSF globally or on an interface.

1. From privileged EXEC mode, access global configuration mode.

device# configure terminal

2. Globally change the LFS, if required.

device (config) # link-fault-signaling rx off tx on

In this example, the global LFS is disabled for the link fault RX and enabled for link
fault TX.

3. Access the interface configuration mode for the port that you want to configure.

device (config) # interface Ethernet 0/1

4. Shut down the interface.

device (conf-if-eth-0/1)# shutdown

The interface must be in the shutdown state before you disable or enable TX LFS.
5. Change the LFS for the interface.
device (conf-if-eth-0/1)# link-fault-signaling rx on tx off
In this example, the LFS for the interface is enabled for the link fault RX and

disabled for the link fault TX. This configuration on the interface overrides the global
configuration.

6. Enable the interface.

device (conf-if-eth-0/1)# no shutdown

7. Verify the configuration for the interface.

device (conf-if-eth-0/1)# do show running-config interface ethernet 0/1
interface Ethernet 0/1

link-fault-signaling rx on tx off

no shutdown
I}

The following example shows the steps in the previous configuration.

device# configure terminal

device (config)# link-fault-signaling rx off tx on

device (config) # interface Ethernet 0/1

device (conf-if-eth-0/1) # shutdown

device (conf-if-eth-0/1)# link-fault-signaling rx on tx off
device (conf-if-eth-0/1)# no shutdown

Interface Ethernet ports

All Extreme device ports are pre-configured with default values that allow the device
to be fully operational at initial startup without any additional configuration. In some
configuration scenarios, changes to the port parameters may be necessary to adjust to
attached devices or other network requirements.
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Displaying device interfaces

The device supports Ethernet, loopback, management, and virtual Ethernet interfaces
(VEs).

Enter the show running-config interface command to display the interfaces and
their status.

The following example displays the Ethernet interfaces on the device and are identified
by the port number.

For example, the notation 0/8 indicates port 8 on a device.

device# show running-config interface ethernet
interface Ethernet 0/1

no shutdown

1

interface Ethernet 0/2

channel-group 101 mode active type standard
lacp timeout long

no shutdown

|

interface Ethernet 0/3

channel-group 101 mode active type standard
lacp timeout short

no shutdown

1

interface Ethernet 0/4

shutdown

1

interface Ethernet 0/5

shutdown

1

interface Ethernet 0/6

shutdown

1
interface Ethernet 0/8

channel-group 143 mode active type standard
lacp timeout short

no shutdown

1
interface Ethernet 0/9

shutdown
1

Interface reload delay to prevent traffic black-holing in VLAG

The reload-delay feature has two configuration commands.

+ reload-delay <1-3600>Global delay time (all unconfigured interfaces) configures a

default delay-time value. This value is applied to the interfaces on which reload-delay
is enabled but a delay-time value has not been configured.

+ reload-delay enable <1-3600>Interface delay time;the interface configuration
always takes precedence over the global configuration.

Consider the two following scenarios.
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Scenario 1
Scenario 1
Nodel in VCS Clusterl is reloading. The vLAG between Nodel and Node2 is not formed
yet, but the BGP session between leaf and spine nodes is established. Servers could
start load balancing the traffic to Nodel, but that traffic is black holed as the vLAG is not
formed yet.
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Figure 1: Scenario 1
Scenario 2

Nodel in VCS Clusterl is reloading. Routing protocols between leaf and spine nodes
could be converging before all tunnels are formed in Nodel. Spine nodes could start
load balancing the overlay traffic to Nodel, but all this traffic could be dropped as the

tunnels are not yet formed in Nodel.
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vLAG vLAG

Figure 2: Scenario 2

After a switch reload, interfaces on which reload-delay is enabled remain
administratively down for at least the delay-time configured by the user. After this time,
the interface becomes administratively up.

For graceful VLAG host-traffic restoration, the reload delay must be configured on client
interfaces such as physical interfaces and vLAG/port-channel interfaces. For graceful
spine-traffic restoration, reload delay isconfigured on a loopback interface whose IP
address is used as the source IP address of a tunnel end point. The routing protocols
become aware of the tunnel interfaces only after the specified reload-delay time, after
the tunnel has been established. This avoids traffic black-holing.

Configuration examples

This example enables reload delay and specifies an optional delay time of 1200 seconds

on a port-channel.

device# configure terminal

device (config) # interface port-channel 10

device (config-Port-channel)# reload-delay enable 1200

This example enables reload delay and specifies a delay time on an Ethernet interface.

device# configure terminal

device (config)# int eth 0/12

device (conf-if-eth-0/12) # reload-delay enable 1600

Newly configured reload delay value will be applicable after system reload.
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device (conf-if-eth-0/12)#

This example enables reload delay and specifies a delay time on a loopback interface.

device# configure terminal
device (config) # interface loopback 10
device (config-1lo-10) # reload-delay enable 1200

This example specifies a global reload-delay time of 1800 seconds. (The interface
configuration always takes precedence over the global configuration.)

device# configure terminal
device (config) # reload-delay 1800

This example uses the show interface port-channel command to display the
configuration on a port-channel.

device# show interface port-channel 10
Port-channel 10 is admin down, line protocol is down (admin down)
Hardware is AGGREGATE, address is d884.66e9.fb60
Current address is d884.66e9.fb60
Interface index (ifindex) is 671088650 (0x2800000a)
Minimum number of links to bring Port-channel up is 1
MTU 1548 bytes
LineSpeed Actual : Nil
Allowed Member Speed : 10000 Mbit
Priority Tag disable
Forward LACP PDU: Disable
Route Only: Disabled
Tag-type: 0x8100
Reload delay time: 1200, Remaining time: 975
Last clearing of show interface counters: 00:03:45
Queueing strategy: fifo
Receive Statistics:

Chassis and host names

A device can be identified by its IP address or by its host name and chassis name.
You can customize the host name and chassis name. You can also change the default
chassis IPv4 or IPv6 address.

Customizing chassis and host names
To customize the chassis name and host name, perform the following steps:
1. In privileged EXEC mode, enter global configuration mode.
device# configure terminal
2. Configure the chassis name.
device (config) # switch-attributes chassis-name SLX-marketl
A chassis name can be from 1 through 30 characters long, must begin with a letter,

and can contain letters, numbers, and underscore characters.

The default chassis name is SLx<model> where modelis the model name of the
chassis.
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3. Configure the host name.

device (config)# switch-attributes host-name SLX-mrkt
SLX-mrkt (config) #

This example changes the host name to SLX-mrkt and it is displayed in the prompt.
A host name can be from 1through 30 characters long. It must begin with a letter,
and can contain letters, numbers, and underscore characters. The default host name
is SLX.

4. Exit global configuration mode.

SLX-mrkt (config) # exit

5. Verify the configuration.

SLX-mrkt# show running-config switch-attributes
switch-attributes chassis-name SLX-marketl

switch-attributes host-name SLX-mrkt
1

The following configuration is an example of the previous steps.

device# configure terminal

device (config)# switch-attributes chassis-name SLX-marketl
device (config)# switch-attributes host-name SLX-mrkt
SLX-mrkt (config) #

System clock

e Note

E You can set the system clock if there are no NTP servers configured. Otherwise,
an active NTP server, if configured, automatically updates and overrides the
system clock.

Setting the clock

To set the clock, perform the following step:

1. In privileged EXEC mode, set the current date and time in the UTC timezone.

wh Note
E This must be set to the UTC time, otherwise configuration of the timezone
will cause the system to adopt the incorrect local time.

device# clock set 2019-12-10T16:38:00

This example sets the time and date to 16:38:00 on December 10, 2019.

e Note
E Setting the clock is not required whtn NTP is configured and the clock is
synchronized to an external NTP server.

2. Enter global configuration mode.

device# configure terminal
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3. Change the time zone.

device (config) # clock timezone America/Los A
device (config) # end

device# show clock

2019-12-10 08:38:18 America/Los_Angeles
device#

This example changes the time zone to the region of America and the city of Los
Angeles.

The following configuration is an example of the previous steps.

device# clock set 2019-12-10T16:38:00
device# conf

Entering configuration mode terminal

device (config) # clock timezone America/Los_A
device (config) # end

device# show clock

2019-12-10 08:38:18 America/Los_Angeles
device#

Management VRFs

All management services on the Extreme device are VRF aware. The management
services can select a particular VRF to reach a remote server based on a VRF. The VRFs
are management (mgmt-vrf), default (default-vrf), and user defined VRF (user-vrf).

By default, the device creates a VRF for management named mgmt-vrf and, all
manageability services are accessible through this VRF. Multiple instances of IP services
can be instantiated in multiple VRFs. For example, SSH can be in more than one VRF. IP
services can have up to five VRF instances.

VRF reachability

VRF reachability indicates the details of the VRF for servicing requests from the clients.
It also indicates the clients specifying the VRF for reaching a source to ensure that the
management packets are serviced or routed in a server VRF domain.

These two types of reachability services are also referred to as device-initiated and
server-based services.
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VRF reachability for device-initiated services

The following table lists the device-initiated services and associated commmands that
VRF reachability supports.

Table 5: Device-initiated services and associated commands that VRF reachability

supports
Service VRF-related command Additional information
Firmware firmware download [ default- Uses TCP IPv4 or IPv6.
download config ] ftp | scp | sftp By default, mgmt-vrfis used:
[ use-vrf vrf-name ]... use-vrf is optional.
LDAP ldap-server host { ip-address Default vrf is mgmt-vrf. use-
| host name } [ use-vrf vrf- vrfis optional.
name ] [ port portnum ]
[ 1daps ] [ timeout seconds ]
[ retries num ][ basedn base
domain name ]
Logging logging syslog-server { ipv4 | Uses TCP UDP IPv4 or |IPv6.
server ipv6é address } [ use-vrf vrf-
name ]
NTP ntp server ip-address [ use-vrf |Uses NTP UDP IPV4.
vrf-name |
RADIUS radius-server host host-name Uses UDP IPv4 or IPv6
[ use-vrf vrf-name ]
sFlow [no] sflow collector ipv4/ipvé Uses sFlow UDP IPv4 or |IPv6.
address port-number [ use-vrf In the case of the sflow
vrf-name ] source-interface command,
[no] sflow source-interface the VRF of the specified
interface-type interface-number |interface is used.
Note: Any given interface can
belong to only one VRF at any
given time.
SSH Client ssh { IP address | hostname } VRF is optional; default-vrf is
[ -1 ] remote user/login name | |ysed by default.
[vrf vrf-name ]
SNMP snmp-server host ip-address Uses SNMP UDP IPv4 or IPv6.
notification | [ use-vrf vrf-name ] By default, mgmt-vrf is used to
snmp-server v3host ip-address send the SNMP notifications.
[ use-vrf vrf-name |
Support copy support { ftp | scp } Uses TCP IPv4 or |IPv6.
save [ use-vrf vrf-name ] .. By default, mgmt-vrfis used and
a user-defined VRF is optional.
TACACS+ tacacs-server host host-name Uses TCP IPv4 or IPv6
[ use-vrf vrf-name |
Telnet client |telnetIP address | hostname VRF is optional; default-vrf is
[vef vrf-name ] used by default.
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All these implementations use forward referencing of the VRF name in the use-vrf

option, unless noted. At runtime when making the socket connection, the VRF ID by
name must be resolved. If it does not resolve, it will result in a connection error.

VRF reachability for server-based services

The server services running on the Extreme device must listen to the requests in all
the VRFs or a specified VRF and send the response back to the client in the same VRF
where the request arrived. Thus, the services can come through any in-band interface
bound to any VRF.

Each server-based service can have a maximum of 32 VRF instances; one mgmt-vrf,
one default-vrf, and 30 user-defined VRFs. The following table lists the server services
and associated commands that VRF reachability supports.

phd Note
E The SNMP server listens on all VRFs and sends the response back on the same
VRF where the request arrived.

HTTP and HTTPS are mutually exclusive on the Extreme device and both will
not be enabled in different VRFs.

Table 6: Server-based services and associated commands that VRF reachability

supports
Service VRF-related command Additional information
HTTP [no] http server [ use-vrf vrf- By default, the HTTP service
name ] [ shutdown ] is associated and started on
mgmt-vrf and default-vrf. A
user-defined VRF is optional.
SSH [no] ssh server [ use-vrf vrf- By default, the SSH service
name ] shutdown is associated and started on
mgmt-vrf and default-vrf. A
user-defined VRF is optional.
Telnet [no] telnet server [ use-vrf vrf- |Bydefault, the Telnet service
name ] shutdown is associated and started on
mgmt-vrf and default-vrf. A
user-defined VRF is optional.

Telnet, HTTP, and SSH limitations and considerations

Telnet, HTTP, and SSH limitations and considerations are as follows:

+ By default, SSH and Telnet services are associated and started on mgmt-vrf and
default-vrf.

You cannot remove mgmt-vrf from the SSH and Telnet services.
Telnet and SSH server can be enabled on a maximum number of 32 VRFs.

SSH and Telnet Services started on VRF context is applicable for both IPv4 and IPv6
addresses.
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A maximum of 32 user logins are allowed in the device. These sessions are a
cumulative count of login sessions through SSH and Telnet across all the configured
VRFs.

Inter-VRF route leaking is not supported for SSH, HTTP, HTTPS, and Telnet. When
you try to use any of these services to access a leaked VRF (user-vrf), the connection
is refused. In addition, the access service ceases to function correctly on the local
VRF (mgmt-vrf) and you must restart it; for example, to restart the SSH service on
the local VRF, run the ssh server restart command.

Heartbeat between SLX and EFA

This feature enables changing the state of the SLX OS device depending on the
availability of heartbeats from an external management application, specifically,
Extreme Networks's Extreme Fabric Automation (EFA) application.

Once this feature is enabled on the SLX device, it starts to listen to periodic heartbeats
from the remote EFA application. When the SLX device - that is listening to a heartbeat
- does not receive these heartbeat messages for a configured time interval, it can
declare itself as being Out Of Service and perform a set of pre-defined actions.

When this feature is not enabled, the SLX device ignores any heartbeats it receives. It is
considered to be in the Management Operational State - Down state.

When enabled for the first time

When the feature is enabled for the first time, the SLX device starts with a state
of Management Operational State - Down. It enables itself and starts to listen for
the heartbeats from EFA. When it receives the first heartbeat, it brings itself up to
Management Operational State - Up.

When heartbeat messages are not received

When the device is in the Management Operational State - Up state, it keeps on
listening for heartbeat messages. When any heartbeat message is not received for a
pre-defined time interval, it enters itself into Management Operational State - Down. It
then can perform a few pre-defined actions. After completing these actions, the device
places itself in Maintenance Mode.

After a reboot

When the SLX device comes up after a reboot, it enters itself into the state it was

in before the reboot. If the Management Heartbeat feature was enabled, the device
starts listening for the first heartbeat message from EFA and on receiving it enters into
Management Operational State - Up state.
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Transitioning between Management Operational State - Down and Up states.

If the SLX device enters the Management Operational State - Down state after not
having receiving heartbeat messages from EFA, it remains in the Admin Up State.
While in this state, it continues to listen for the first heartbeat message from EFA and
on receiving it, enters into the Management Operational State - Up state.

When the SLX device is Admin Up State due to it being in Management Operational
State - Down, an administrator May change its state to Admin Down State.

Heartbeat Setting

Heartbeat monitoring is configured from a sub-context under Global Configuration.

1. From within the Global Configuration context, issue the management-heartbeat
manager command.
The context changes to SLX (config-management-heartbeat-manage) # prompt.

SLX (config) # management-heartbeat manager
SLX (config-management-heartbeat-manage) #

2. Set the heartbeat message listening threshold value. Use the threshold-value
<threshold-value-in-minutes> command to configure this value.

Use the [no] threshold-value command to reset the threshold timer value.

This is the time duration for which the SLX device listens for a heartbeat message
from EFA and on expiry of this threshold time, the device goes into a Management
Operational State - Down state.

This example sets the threshold value to thirty (30) minutes. The default value for this
command is five (5) minutes.

SLX (config-management-heartbeat-manage) # threshold-value 30

When the no threshold-value command is used, the threshold is reverted to the
default value of 5 minutes.

SLX (config-management-heartbeat-manage) # no threshold-value
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3. Set the actions that need to be performed when the SLX device does not receive any
heartbeat message for the threshold duration. Use the action command to do so.

The action command can set the SLX device into management mode only. If no
action is needed, the use the no-action command.

When the SLX device does not receive any heartbeat message from the EFA, then it
can either enter into Management Operational State - Down or perform no action.

The following example is for configuring an action of setting the SLX device to
Management Operational State - Down.

SLX (config-management-heartbeat-manage) # action maintenance-mode-enable

The following example is for taking no action.

SLX (config-management-heartbeat-manage) # action no-action

4. Verify the configuration using the show management-heartbeat-manager
command.

The command displays the current heartbeat manager configuration.

SLX (config-management-heartbeat-manage) # show management-heartbeat-manager
Admin state: down
Operational state: up
Threshold time: 30 minutes
Action: Maintenance mode enable
Time to last heartbeat: 4 minutes

SLX (config-management-heartbeat-manage) #
5. Use the enable command to enable Heartbeat monitoring on the SLX device.

SLX (config-management-heartbeat-manage) # enable

SLX (config-management-heartbeat-manage) # show management-heartbeat-manager
Admin state: up

Operational state: up

Threshold time: 30 minutes

Action: Maintenance mode enable

Time to last heartbeat: 30 minutes
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Zero Touch Provisioning

ahde Note
E The Zero Touch Provisioning feature is supported on the following platforms:
SLX 9540
SLX 9640
SLX 9250
SLX 9150-48Y
SLX 9150-48XT
Extreme 8720
Extreme 8520-48Y
Extreme 8520-48XT

Zero Touch Provisioning (ZTP) is an automated process that uses the DHCP process to
download firmware and set up the device configuration.

The ZTP process eliminates the need to log in manually to the console to bring up the
device with the correct firmware and required configuration. When the device is in the
factory default configuration, ZTP can start automatically upon device bootup.

This process reduces the time taken for firmware download and device configuration.
All switches download the same firmware and configuration script from the ZTP
configuration file.

The following configuration considerations apply to ZTP:

ZTP is not supported for customers who do not use DHCP.

ZTP supports only DHCPVA4.

The DHCP server must be configured with GET options 66 and 67 to set the ZTP
configuration file.

ZTP is triggered on a new device by means of Open Network Install Environment
(ONIE), by means of the write erase command.

« ZTP supports both in-band ports and management interfaces in the management
VRF.

After ZTP completes, all the in-band ports return to the default VRF state.

To establish network connectivity, ZTP retries indefinitely to establish a network
connection among in-band ports and management interfaces until the firmware
download completes, downloading all firmware packages before the device reboots.

The interface is selected when it passes the sanity test. The order of selection is
based on the response order of GET options 66 and 67 during the DHCP server
detection process.

All the interfaces are scanned in parallel to detect DHCP options 66 and 67.

If ZTP is enabled and there is no DHCP server configured with options 66 and 67 for
ZTP, the device indefinitely tries to discover a DHCP server. The user must disable
ZTP by using the dhecp ztp cancel command and must reboot the device before
applying any configuration.
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Network connectivity through the management interface has higher priority over
connectivity through in-band ports.

ZTP is supported only in standalone mode.
Customer configurations are supported with the Python script.

The ZTP configuration file supports both a common setting or device-specific
settings.

The ZTP progress is displayed on the serial console and is saved in a log file.

The DHCP client ID of the device must be set up in the device-specific ZTP
configuration file.

The RASIlog is disabled during the early stages of the ZTP process.
Breakout ports are not supported, because a device reboot is required.

Only the default speeds (10 or 100 G) on in-band ports are supported for the ZTP
process.

Routing for ZTP

ZTP supports FTP and HTTP to fetch ZTP configurations, scripts, switch startup
configurations, and firmware.

Using ZTP

The DHCP and FTRP/HTTP server may not be reachable by all the nodes in the IP Fabric.
A route must be configured on the first-level node with a connection to DHCP and
FTP/HTTP servers. ZTP must first be run on the first-level node by means of the Python
script to enable iphelp to forward the traffic to the servers. The ZTP process can then
run on the next-level nodes. Eventually the farthest nodes can connect to the servers
for ZTP.

1.

Establish a network connection with cable on one-to-multiple in-band ports or a
management interface.

Power up the device in the factory default configuration or run the write erase
command from the SLX-OS CLI.

On device boot up, the ZTP process performs the following actions:

a. Disables the RASlog to the serial output.
b. Enables in-band ports in the management VRF.

c. Detects a DHCP server with option 66 or 67 configured over a management
interface and all in-band port interfaces.

. Selects one interface not used before to assign the DHCP |IP address.
Downloads the ZTP configuration file from the FTP/HTTP server.
Validates the ZTP configuration file.

. If required, ZTP performs a firmware download. Firmware download reboots
the device automatically. If no firmware download is needed, the ZTP process
continues to configure the switch.

Q@ 0 Q

In the current state the ZTP process returns to substep (b) in the following situations:
If there is a failure in any of the above-mentioned substeps from (b) through (g)
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If the device reboots from the CLI
If the device crashes
On device bootup, the continuation of the ZTP process is indicated on the console.

Wait for firmware commit to complete. If the firmware commit fails, the ZTP process
aborts. If the script is enabled, the script is launched automatically.

4. Enable the RASIog.

For more information and log outputs for canceling DHCP ZTP, refer to the SLX-OS
Command Reference Guide.

ZTP configuration

DHCP Server

FTRIHTTP Server

DaD config file Dhep.conf
Firmware dhecp-client-id or
Scripts MAC addresses

option 66 and 67
get ip address of
fip server

waet ftpal..

option 67 get
firmware path

Switch
DHCF enabled

Figure 3: ZTP configuration

DHCP server

DHCP Server version 4.2.4 was tested on Ubuntu 14.04 (Trusty). The dhcpd.conf file
must have option 66 (TFTP Server Name) and option 67 (Filename) set for ZTP. Option
66 is used for the FTP server IP address or host name. Option 67 is used for the ZTP
configuration file path.

When the device starts the DHCP process, it sends the DHCP client ID to the DHCP
server to get the IP address and options 66/67. The device then downloads the ZTP

configuration file from the FTP server. To set up a different ZTP configuration file for
different devices, the DHCP Client ID can be used in the dhcpd.conf file. Whenever

dhcpd.confis changed, the dhcpd server must be restarted.

FTP server

VvsFTP server version 3.0.2 was installed and tested on Ubuntu 14.04 (Trusty). The FTP
server stores the ZTP configuration file, firmware, switch configuration file, or Python
script. The location of these configuration files under the FTP server base directory is
flexible.

HTTP server

Apache server version 2.4.18 was installed and tested on Ubuntu 14.04 (Trusty). The
HTTP server stores the ZTP configuration file, firmware, switch configuration file, or
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Python script. The location of these configuration files under the HTTP server base
directory is flexible.

ZTP configuration script

The ZTP process can run the script to set up the device configuration automatically. For
now, only the Python script is supported. The script takes no parameters.

The script can automate any command ling, including SLX-OS and Linux commands,
such as the configuration download command, copy £ftp:// . . . running-config.

ZTP configuration file

The ZTP configuration file has two configuration sections: common and device-specific.
The common section is shared by all the switches in the IP Fabric. The settings in the
device-specific section can be used for a single switch or a group of switches with the
DHCP client ID. If the host_client_id string matches the starting substring of the DHCP
client ID of the switch, the device-specific section is used by the switch.

Python script example

The following is an example Python script.

# !/usr/local/python/3.3.2/bin/python3
import os
import sys, getopt

def main(argv) :
log.write ("apply config\n")
# change login banner
CLI (“conf ; banner login DAD ; end”)
# config download
CLI (“copy scp://root:extrl23@192.169.0.2/castorT.startup.cfg running-config”)
if name == "_ main_ ":
main(sys.argv([l:])

FTP server configuration file

The following is an example FTP server configuration file.

local_enable=YES

write enable=YES

local umask=022
dirmessage enable=YES
xferlog enable=YES
connect from port 20=YES
xferlog_std format=YES
listen=NO

listen ipv6=YES

pam_service name=vsftpd
userlist enable=NO
tcp wrappers=YES

# dad settings
anonymous_ enable=YES
no_anon_password=YES
anon_root=/var/ftp
delay failed login=30
max clients=100

anon _max rate=8388608
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DHCP server configuration file

The following is an example DHCP server configuration file, dhcp.conf

# ddns-update-style standard;

ddns-update-style interim;

ddns-ttl 600;

ignore client-updates; # Overwrite client configured FQHNs
ddns-domainname "infralab.com.";

ddns-rev-domainname "in-addr.arpa.";

option ntp-servers 192.168.0.2;

option domain-name-servers 192.168.0.2;
option domain-name "infralab.com";
option domain-search "infralab.com";

default-lease-time 600;
max-lease-time 7200;

authoritative;
log-facility local7;

key "extr-key" {

algorithm hmac-md5;

secret
"dtBgNTAogZmwV5c4SueybjOvhe60IggacluQrzGBv504X4nIEBEEGWRE01CnbFhuI JXGExNB]jDANSqgBMeNI 8w=="

}i

subnet 192.168.0.0 netmask 255.255.255.0 {

range 192.168.0.100 192.168.0.200;
option subnet-mask 255.255.255.0;
option broadcast-address 192.168.0.255;
zone 0.168.192.in-addr.arpa. {

primary 192.168.0.2;

key "extr-key";
}
zone infralab.com. {

primary 192.168.0.2;

key "extr-key";

}

# cluster switches

group{
option bootfile-name "/config/unified-cfg.min";
option tftp-server-name "192.168.0.2";
option routers 192.168.0.2;

# sw0
host sw0O {
option dhcp-client-identifier = "EXTREMENETWORKS##SLX9240##EXG3342L00V";
hardware ethernet 52:54:00:0E:95:8B;
fixed-address 192.168.0.90;
# fixed ip address

ZTP configuration file

The following example has three sections: common, switch 1, and switch 2.

version=3
date=03/20/2018
supported nos=17s.1.03

common_begin
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vcsmode=SA

scriptcfgflag=2 #0-config file only, l-script only, 2 both
script=/script/ztp.py

fwdir=/fw/slxosl7s.1.03_bld04

common_end

# model SLXL9140 hosts

host client id=EXTREMENETWORKS##SLX9140
script=/script/Frreddomlic.py
startup=/config/freedomlic.cfg
host_end

# model SLX9140 with serial number

host client i1id=EXTREMENETWORKS##SLX9140##EXH3327M014
startup=/config/freedom ospf.cfg
script=/script/FreedomZTP.py

host_end

# model Accton hosts with serial number
host_client_ id=EXTREMENETWORKS##ModelNumber##SerialNumber
startup=/config/AcctonConfig.cfg

script=/script/AcctonZTP.py
host _end

ZTP configuration file definitions

The following table contains the ZTP configuration file definitions.

Table 7: ZTP configuration file definitions

Variable description

Description

version

Only version 3 is supported.

date

The last modified date.

supported_nos

The release firmware version supporting
the ZTP configuration file.

host_client_id, host_end

Host_client_id marks the beginning of the
section host_end marks the end. User
could set up the switch specific section
with full dhcp client id or its prefix.

Ex.
host_client_id=EXTREMENETWORKS##SL
XO140##EXH3319MO1T
script=/script/dadinew.py

host_end

common_begin, common_end

The setting in the section will be shared by
all switches.

vcsmode=SA

Only standalone mode is supported.
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Table 7: ZTP configuration file definitions (continued)

Variable description

Description

vcstimeout

If omitted, the default is 60 minutes.
The timeout to wait for ZTP to complete
configuration file download or Python
script. If the configuration download
process or Python script has issues, the
zero touch provisioning process will stop
the download after timeout and claim
that ZTP is complete. You will need

to increase the timeout if configuration
download or Python script takes a long
time to complete.

fwdir

Firmware path in the FTP/HTTP server. For
example Fwdir=/fw/ slxoss17r.1.00_bld34.
If base directory of the server is /var/

ftp, then the absolute path of firmware
in ftp server is located at /var/ftp/fw/
slxossl74.1.00 bld34.

startup

The path to the switch configuration file in
the FTP server. If omitted, the switch will
take the default configuration. The value
can be "default" or user configuration file.

scriptcfgflag

The default is O, when not specified. The
meaning of the value is:

0 - only use startup, script is ignored

1- only use script, startup is ignored

script

The device configuration Python script file.

ZTP commands

ZTP has two commands, dhep ztp logand
below.

The following displays current ZTP progress.

device# dhcp ztp log

ZTP, Sat Feb 17 02:48:51 2001, ========== Z7TP
ZTP, Sat Feb 17 02:48:51 2001, disable raslog
ZTP, Sat Feb 17 02:48:51 2001, CLI is ready
ZTP, Sat Feb 17 02:49:19 2001, inband ports a
ZTP, Sat Feb 17 02:49:19 2001, serial number
ZTP, Sat Feb 17 02:49:19 2001, model name = A
ZTP, Sat Feb 17 02:49:19 2001, use both manag
ZTP, Sat Feb 17 02:49:19 2001, checking inban
ZTP, Sat Feb 17 02:49:19 2001, find link up o
ZTP, Sat Feb 17 02:49:19 2001, start dhcp pro
ZTP, Sat Feb 17 02:49:20 2001, interface ethO
ZTP, Sat Feb 17 02:49:20 2001, ping server 19
ZTP, Sat Feb 17 02:49:21 2001, ping succeed
ZTP, Sat Feb 17 02:49:21 2001, download ZTP c
ztp.conf

ZTP, Sat Feb 17 02:49:21 2001, download ZTP c
ztp.conf

dhcp ztp cancel. These are illustrated

start =s========

re enabled
= 771232X1750017
S7712-32X
ement inteface and inband interfaces
d interfaces link status
n intefaces: ethO
cess on interfaces: eth0
receives dhcp response
2.169.0.1

onfig file from https://192.169.0.1/config/

onfig file from http://192.169.0.1/config/
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ZTP, Sat Feb 17 02:49:21 2001, receive ZTP configuration file [ztp.conf]
ZTP, Sat Feb 17 02:49:21 2001, interface ethO connectivity test pass
ZTP, Sat Feb 17 02:49:21 2001, download switch config file [startup.cfg]
ZTP, Sat Feb 17 02:49:21 2001, ZTP configuration sanity check pass

ZTP, Sat Feb 17 02:49:22 2001, skip firmware upgrade

ZTP, Sat Feb 17 02:49:38 2001, replay config file...

ZTP, Sat Feb 17 02:50:25 2001, commit configuration

ZTP, Sat Feb 17 02:50:25 2001, ZTP succeed

ZTP, Sat Feb 17 02:50:25 2001, enable raslog

ZTP, Sat Feb 17 02:50:25 2001, ========== ZTP completed ==========

device# dhcp ztp cancel
Warning: This command will terminate the existing ZTP session
Do you want to continue? [y/n] y

The following cancels the current ZTP session.

0 Note

E Before making any configuration changes from the CLI, the user must reboot
the switch to return to the default configuration. A reboot abandons all switch
configuration set by ZTP.

device# dhcp ztp cancel
Warning: This command will terminate the existing ZTP session
Do you want to continue? [y/n] y

Example of ZTP in a two-node topology

In the following figure, Switch 1 Eth 0/8 has direct connection to the DHCP or FTR/HTTP
server. Switch 1acts as a router for Switch 2 to reach the DHCP or FTRP/HTTP server.

A default route on Switch 1is configured on the server for traffic sent from the DHCP
server to reach Switch 2 (see the default route below). External access to the DHCP
server is on Eth 0. There are two configurations for Switch T

+ Oneisset up on Eth 0/8 by the DHCP server for ZTP to establish a connection to the
DHCP server to download the ZTP configuration file.

+ The other is set up by the Python script to configure Switch 1 as a router with Eth 0/8
to the server and Eth 0/3 to Switch 2.

DHCP relay is configured on Eth 0/3 in Switch 1 for DHCP requests from Switch 2.
Switch 1 Eth 0/8 and Eth 0/3 must be in different subnets.
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External access
Eﬂ1q"“f¢r¢~¢~rf~,r

- ipaddr 192.169.0.2/24
Server : default route 192.169.0.8
Eth 7
config by dhcp config by python script
int eth 0/8 vlan 3, router ve 3
ipaddr 192.169.0.100/24 || intve 3, ip addr192.169.0.8/24
Eth 0/8 default route int eth 0/8, switchportaccess vlan 3
Switch 1 = config by python script
3 vilan 30, router ve 30
Eth 0/3 ‘\ int ve 30
ip addr 192.169.1.1/24
ip dhep relay addr 192.169.0.2
int eth 0/3, switchport access vian 30
Eth 073 config by dhcp
. int eth 0/3
Switch 2 - ip addr 192.169.1.100/24 (dhcp)
3 default route 192.169.1.1 (dhcp)

Figure 4: ZTP two-node topology

uie Note
The Python script for Switch 1should be manually tested to verify the routing
configuration before ZTP is started for Switch 2.

The DHCP server configuration has two subnet address pools, based on the DHCP

client ID: "level_1" for Switch 1and "level_2" for Switch 2, as in the following example.
class "level 1" {
match if option dhcp-client-identifier = "EXTREMENETWORKS##SLX9140##EXH3319M01J";
<EXH3319M01J is the device serial number>
}
class "level 2" {
match if option dhcp-client-identifier = "EXTREMENETWORKS##SLX9140##EXH3314MO0OL";
<EXH3314MOOL is the device serial number>
}
subnet 192.169.0.0 netmask 255.255.255.0 {
pool {
allow members of "level 1";
range 192.169.0.100 192.169.0.200;
}
option bootfile-name "/config/ztp.cfg";
option tftp-server-name "192.169.0.2";
option routers 192.169.0.2;
option subnet-mask 255.255.255.0;
option broadcast-address 192.169.0.255;
}
subnet 192.169.1.0 netmask 255.255.255.0 ({
pool {
allow members of "level 2";
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range 192.169.1.100 192.169.1.200;
}
option bootfile-name "/config/ztp.cfg";
option tftp-server-name "192.169.0.2";
option routers 192.169.1.1; ip address as routers in level 2 subnet
option subnet-mask 255.255.255.0;
option broadcast-address 192.169.1.255;

Configuration file example

The following is an example configuration file.

version=3
date=04/29/2016
supported nos=17s.1.00 17r.1.00

common_begin

vcsmode=SA
fwdir=/bld/Nightly nos fusion davinci dev 160822 0600/dist
scriptcfgflag=2 #0-config file only, l-script only, 2 both
script=/script/ztp.py

common_end

# model SXL9140 hosts

host_client id=EXTREMENETWORKS##SLX9140 [] for Switch 2
startup=/config/startup.cfg

host end

# switch 1 as router node
hOSticlientiid=EXTREMENETWORKS##SLX91 404 #EXH3319M01J
startup=/config/freedoml ospf.cfg

host_end

Configuration flow

The following sequence summarizes the configuration flow:

1. Execute the write erase command from the CLI on both Switch 1and Switch 2
simultaneously.
2. Switch 1 behaves as a single-node ZTP switch.

3. Switch 2 is delayed in detecting the DHCP server by means option 66 or 67 until ZTP
on Switch 1 succeeds, so that the static route is configured successfully. If Switch 1
fails, Switch 2 waits indefinitely.

4. IfZTP is enabled, it shows the ZTP progress log as follows:

device# dhcp ztp log

ZTP, Wed Jun 29 17:32:36 2016, ========== ZTP start ==========
ZTP, Wed Jun 29 17:32:36 2016, disable raslog

ZTP, Wed Jun 29 17:32:36 2016, CLI is ready

ZTP, Wed Jun 29 17:33:11 2016, inband ports are enabled

ZTP, Wed Jun 29 17:33:11 2016, serial number = EXH3343L014

ZTP, Wed Jun 29 17:33:11 2016, model name = SLX9140

ZTP, Wed Jun 29 17:33:11 2016, use inband interfaces only

ZTP, Wed Jun 29 17:33:13 2016, get link down on all the interfaces
ZTP, Wed Jun 29 17:33:13 2016, retry in 10 seconds

ZTP, Wed Jun 29 17:33:23 2016, inband ports are enabled

ZTP, Wed Jun 29 17:33:24 2016, serial number = EXH3343L014

ZTP, Wed Jun 29 17:33:24 2016, model name = SLX9140

ZTP, Wed Jun 29 17:33:24 2016, use inband interfaces only

ZTP, Wed Jun 29 17:33:24 2016, get link down on all the interfaces
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ZTP, Wed Jun 29 17:33:24 2016, retry in 10 seconds

ZTP, Wed Jun 29 17:33:34 2016, inband ports are enabled

ZTP, Wed Jun 29 17:33:34 2016, serial number = EXH3343L014

ZTP, Wed Jun 29 17:33:34 2016, model name = SLX9140

ZTP, Wed Jun 29 17:33:34 2016, use inband interfaces only

ZTP, Wed Jun 29 17:33:35 2016, checking inband interfaces link status

ZTP, Wed Jun 29 17:34:25 2016, find link up on intefaces: Eth0.6 Eth0.8

ZTP, Wed Jun 29 17:34:25 2016, start dhcp process on interfaces: Eth0.6 Eth0.8
ZTP, Wed Jun 29 17:34:34 2016, interface Eth0.8 receives dhcp response

ZTP, Wed Jun 29 17:34:34 2016, config ip address 192.169.0.147/24 on interface Eth0.8
ZTP, Wed Jun 29 17:34:39 2016, ping ftp server 192.169.0.2

ZTP, Wed Jun 29 17:34:40 2016, ping succeed

ZTP, Wed Jun 29 17:34:41 2016, download ZTP config file from ftp://192.169.0.2/config/
ztp.cfg

ZTP, Wed Jun 29 17:34:41 2016, receive ZTP configuration file [ztp.cfg]

ZTP, Wed Jun 29 17:34:41 2016, interface Eth0.8 connectivity test pass

ZTP, Wed Jun 29 17:34:41 2016, download script file [ztp.py]

ZTP, Wed Jun 29 17:34:41 2016, ZTP configuration sanity check pass

ZTP, Wed Jun 29 17:38:22 2016, ========== ZTP continue ==========

ZTP, Wed Jun 29 17:38:22 2016, disable raslog

ZTP, Wed Jun 29 17:38:22 2016, CLI is ready

ZTP, Wed Jun 29 17:38:58 2016, running configuration script [ztp.py]

ZTP, Wed Jun 29 17:39:25 2016, commit configuration

ZTP, Wed Jun 29 17:39:25 2016, ZTP succeed

ZTP, Wed Jun 29 17:39:25 2016, enable raslog

ZTP, Wed Jun 29 17:39:25 2016, ========== ZTP completed ==========

device# dhcp ztp cancel

device# dhcp ztp cancel

Warning: This command will terminate the existing ZTP session

After ZTP has been confirmed canceled, you need to run "reload system" before
configuring the switch.

Do you want to continue? [y/n]

uude Note

E ZTP is enabled by default for switch in factory default or after running "write
erase". User must cancel ZTP and reload system. After switch restarts, switch is
ready for all commands.

ZTP session is designed to retry forever to detect the DHCP server and establish
network connection for firmware download. If it is in the middle of firmware download,
firmware download is completed successfully and the switch is in normal mode.

Limitation
1. If firmware download has not started yet, user should reboot the switch manually for

normal mode.

2. If firmware download has already started, user should wait for firmware download to
complete, before running any other commmands, power cycle the switch, start a new
firmware download, or to start a new ZTP session.

3. If firmware download completes and fails to reboot the switch, user should restart
the switch manually for normal mode.

MAC address aging

MAC addresses that are dynamically learned are stored in MAC address table. The MAC
address aging feature provides a mechanism to flush out the dynamic MAC addresses
that remain inactive for a specified period.
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The aging time of dynamic MAC address entries can be configured using the mac-
address-table aging-time command. The MAC aging time can be configured to a

value from 60 through 86400 seconds. By default, the aging time of dynamic MAC
address entries is 300 seconds. The configured MAC aging time is applied to all MAC
addresses in the system. You can disable the MAC address aging by specifying the
aging time as O (zero).

Note
E MAC address aging configuration per VLAN is not supported.

TCAM application-resource monitoring

TCAM is used for storing different application filtering rules. These can be either L2,
L3, or L4 control protocols. TCAM resources are used at different stages of the packet
processor pipeline for providing the functionality. Some examples are:

VT stage for inlif id

TT stage for termination
FWD stage for IPv6, IPv4 MC
ACL - Ingress, Egress

A single lookup is performed per packet per TCAM bank.

oot Note
E For the Extreme 8720, Extreme 8520, SLX 9250, and SLX 9150 devices, TCAM
banks are referred to as s/ices.

It is possible to hit multiple TCAM banks for a single packet and the priority among the
entries is selected based on either priority mode or interleaved mode. In priority mode
bankl, entryl takes precedence over bank2, entry2. In interleaved mode, minimal line
entry is selected and first if both lines are equal. Associative data is 24b/48b when a
TCAM bank is configured as 4K/2Kx80b/160b. When two TCAM banks are configured as
2K/128x320b model AD is 96b.
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The following table is applicable for Extreme 8820, SLX 9740, SLX 9640, and SLX 9540
devices:

Table 8: TCAM Ingress and Egress details

TCAM 12 TCAM banks and 4 Small banks. 3 key
arrangement options per bank

TCAM (Shared by Ingress and Egress) 256 entries per small banks
4K entries of 80 bits

2K entries of 160 bits

2K entries of 320 bits

Concatenate two banks for a wider Key.
The result options are:

24 bits
48 bits
96 bits

Accesses: 1 per packet per bank

ok Note
E For devices based on Extreme 8720, Extreme 8520, SLX 9250, and SLX 9150,
there are 12 TCAM slices, each containing 768 entries.

TCAM library-resource monitoring

The same TCAM hardware resources are shared by multiple applications, for example,
PBR, IPv4 ACL. So, monitoring and reporting the threshold status for each of the
applications at hardware is not possible. TCAM software library is created to abstract
this single hardware resource shared by multiple applications.

To support this capability of TCAM, each resource has to go through the TCAM library
code path of resource allocation to achieve monitoring.

Based on the allocation via TCAM library, resource usage statistics are collected and
RAS logs are generated and associated with the specific TCAM application resources
with flags as critical, warning and info. Shared/fixed comment is present in the logs to
reflect shared/fixed TCAM hardware resource by applications.

Hardware profiles

700 Note

E When you change a hardware profile, the supported scale numbers remain
the same with respect to the configuration even if hardware may not be able
to fulfill them. This ensures that the same protocol and interface information
remain valid with all hardware profile settings.
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TCAM profiles

uude Note
E TCAM profiles other than default are supported only on Extreme 8820, SLX
9740, SLX 9640, and SLX 9540.

TCAM is used by various forwarding applications. A TCAM profile supports a specified
group of forwarding applications.

The following TCAM profiles are supported:

default: Optimizes resources with basic support for all applications. MCT is
supported.

app-telemetry: Optimizes resources for application telemetry. MCT is supported.
border-routing: Optimizes resources for border routing and BGP Flowspec features.

cam-share: Enables TCAM sharing for security or policy-based routing (PBR) ACLs
applied to multiple interfaces.

layer2-ratelimit: Optimizes resources for Layer 2 ACL egress rate-limiting and related
applications.

(Not currently supported) multicast-profile: Optimizes resources for L2/3 IPv6
multicast.

vxlan-visibility: Optimizes resources for VXLAN transit visibility and GRE.

TCAM Profile Scaling (on SLX 9540, SLX 9640, SLX 9740, and Extreme 8820)

For Extreme 8820, SLX 9740, SLX 9640, and SLX 9540 devices, the following table
displays maximum TCAM entries by features and TCAM profile.

border- vxlan- app- layer2- |multicast-
Features default routing | visibility tele::;try rat“;limit profile
L2 ACL 2K 2K
IPv4 ACL, rACLv4, PBRv4,| 4K* K 6K* BK* 2K*
BGP-FLOW-SPECv4 6K
IPvb ACL, rACLvb, PBRvb, 2K 2K NS NS aK
BGP-FLOW-SPECvb
Ingress |VLL (PWE + VXLAN) NS NS NS NS NS
BUM-RL, Port-RL, VLAN- | 1.5K" 1.5K** | 1.5K** | 1.5K** | 1.5K** 2H**
RL, BD-RL
XC STAT 256 768 NS NS NS NS
Tunnel 4096 256 4096 256 256 256
Application telemetry NS NS NS 1K NS NS
L2 ACL 1K 1K 1K 1K 1K 1K
Egress |IPv4 ACL 1K 1K 1K 1K 1K 1K
L2 ACL-RL NS NS NS NS 2k NS

Figure 5: TCAM-entries available per profile (Extreme 8820, SLX 9740, SLX 9640, and
SLX 9540 devies)

* For shared limits, the TCAM is filled using first-come first-served.

** DB is shared with L2 and L3 control protocol features.
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NS = not supported.

RL = rate limiting.

BD = bridge domain.

TCAM Profile Scaling (SLX 9150, SLX 9250, Extreme 8520, and Extreme 8720 devices)

For Extreme 8720, Extreme 8520, SLX 9250, and SLX 9150 devices, the following table
displays maximum TCAM entries by features. The only TCAM profile supported is

default.
Features TCAM Entries
L2 ACL 501
IPv4 ACL, rACLv4, PBRv4,
BGP-FLOW-SPECv4 767
IPv6 ACL, rACLv6, PBRvG, 767
Ingress |BGP-FLOW-SPECv6
VLL (PWE + VXLAN)
BUM-RL, Port-RL, VLAN-RL, 767
BD-RL
XC STAT NS
Application telemetry 768
12 ACL 256
Egress |IPv4 ACL 256
L2 ACL-RL NS

Figure 6: Maximum TCAM entries by features

* For shared limits, the TCAM is filled using first-come first-served.

** DB is shared with L2 ctrl protocol, L3 protocol, and so forth.

NS = not supported.

RL = rate limiting.
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BD = bridge domain.

Table 9: TCAM Profile Feature Support (SLX 9740/Extreme 8820)

TCAM Profile Feature Default IPv6 Optimised
Ingress L2 MAC ACLs Supported Supported
Ingress IPv4 ACLs (ACLs, Supported Supported
PBR, RACL, RL, RACL-RL,
v4Broadcast ACL)
Ingress IPve ACLs (ACLs, PBR, Supported Supported
RL, RACL, RACL-RL)
INGRESS VLL(PWE + VXLAN) Supported
BUM RL, PORT RL, VLAN RL + Supported
BD RL
Tunnel Supyported Supported
App telemetry Not Supported Not Supported
XC stat Supyported Supported
Egress Ipv6 acl Not Supported Supported
EGRESS Egress L2 ACL (ACL, RL) Supported Supported
Egress IPv4 ACL Supported Supported

For scale information, refer Scale and Standards Matrix document for this version.

Specifying a TCAM profile

1. Enter global configuration mode.

device# configure terminal

2. Enter the hardware command to enable hardware configuration mode.

device (config) # hardware

3. Enterthe profile tcam command to specify a TCAM profile.

device (config-hardware) # profile tcam multicast-profile

4. Return to privileged EXEC mode.

device (config-hardware) # end

5. Save the configuration.

device# copy running-config startup-config

6. Enter the reload system command to reboot the device.

device# reload system

TCAM sharing

Lk Note
E TCAM sharing is supported only on Extreme 8820, SLX 9740, SLX 9640, and SLX
9540 devices.
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No TCAM profile provides simultaneous support for all five flavors of TCAM sharing. The
following table displays which and how many TCAM-sharing flavors are supported for

each TCAM profile:

Table 10: TCAM-sharing support matrix ( only for 9540 and 9640 )

TCAM profile Maximum | Layer 2 IPv4 ACL |[IPv4 PBR |[IPv6e ACL |IPve PBR
sharing- |ACL TCAM- TCAM- TCAM- TCAM-
flavors TCAM- sharing sharing sharing sharing

sharing

default 0 No No No No No
app-telemetry |0 No No No No No
border-routing |0 No No No No No
layer2-ratelimit | O No No No No No
multicast- 3 Yes Yes Yes No No
profile

vxlan-visibility |4 Yes Yes Yes Yes Yes

Enabling TCAM sharing

1. Enter global configuration mode.

device# configure terminal

2. Enter the hardware command to enable hardware configuration mode.

device (config) # hardware

3. Enter the profile tcam command to specify the TCAM-sharing profile or profiles
that you require.

device (config-hardware) # profile tcam cam-share 13-v4-ingress-acl 13-v6-ingress-acl

Counter profiles

Counter Engines (CEs) are used for Application Statistics.

Counting sources are:
+ Ingress: InLIF, Ingress PMF(iACL)
+ Egress: OutLIF, Egress PMF(eACL)

Counter Profiles determine the amount of CEs each counting source receives.

Each counter profile defines:

Counter Engine (CE) distribution across counting sources.
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Counter Engine (CE) mode - Hit counter or Forward and Drop Counter.

The following table displays the list of counter profiles.

Table 11: Counter profiles

Profile

Recommended applications

Default

VLAN and BD local switching, MCT

Counter-profile-1

Ingress ACL, OF, Egress ACL

Counter-profile-2

OF, MPLS, VPLS, VLL, MCT

Counter-profile-3

MPLS, VPLS, VLL, MCT

Counter-profile-4

Ingress ACL, VPLS, Egress ACL

Counter-profile-5

Egress Rate Limit optimized, support up
to 32K VOQs counting

Counter-profile-6

Egress VE stats support

Specifying a counter profile

1. Enter global configuration mode.

device# configure terminal

2. Enter the hardware command to enable hardware configuration mode.

device (config) # hardware

3. Enter the profile counter command, specifying a counter profile.

device (config-hardware) # profile counters counter-profile-2

FIB compression

FIB compression is enabled for IPv4 and IPv6, supporting up to (approximately) 5.7 M
IPv4 routes and 900 K IPv6 routes. Refer to release notes and scale documentation for

further information.

Note the following:

FIB next-hop/adjacency comprises the set of IGP paths used for forwarding a packet,
for example, ECMP paths used by a route to forward matching packets.

If both a less-specific route and a more-specific route point to the same next-hop/
adjacency, the more-specific route is not programmed in hardware.

The packet for the less-specific route hits the parent route with the same next-hop,
ensuring that there is no traffic black hole, and forwarding result is the same.

Compression limitations

Compressions can save hardware resources. However, FIB compression can result in

the following:

1. Because compression requires a parent route with the same next-hop, Level 1 routes
cannot be compressed, as they may not have a parent route (default route).
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2. Level 1routes in the Internet BGP FIB can be compressed in the range of 40% to

50%.

Configuring FIB compression

1. Enter hardware configuration mode.

device# config

device (config) # hardware
device (config-hardware) #

2. Enable FIB compression by using the profile route route-enhance command as
in the following example for both IPv4 and IPv6 compression.

device (config-hardware) # profile route route-enhance v4_fib comp v6_fib comp on

3. Confirm the configuration by using the show hw route-info command for an

interface.

device# show hw route-info interface 1/2

HW-Route-Info

Slot 1

Tower 0

LEM

Total Entries

95% Threshold

85% Threshold

Total In Use
IPV4 routes
IPV6 routes

Status

LPM

Total Entries

95% Threshold

85% Threshold

Total In Use
IPV4 routes
IPV6 routes

Status

750000
712500
:637500

:39 (.000000%)
539

:0

:Green

350000

332500

297500

:331 (.000000%)
:156

:175

:Green

Border profiles for Internet peering

Note
E This feature is applicable only for SLX 9640 devices.

Previous releases supported Internet routing tables with limited IPv4 routes after FIB
compression and hardware optimization features were enabled. This scale is applicable
to Internet routing only on the default VRF.

The FIB compression feature compresses route entries to ensure optimal resource
utilization. When there is a more-specific and a less-specific route pointing to a same
next-hop, FIB compression addresses the more-specific route and programs only the
less-specific route in the hardware.
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The hardware optimization feature allows the user to program /24 prefix routes in
longest exact match (LEM) table. When this feature is enabled, all /23 routes (split into
two /24 routes) and /24 prefix routes are programmed into the LEM table. This feature
uses more LEM memory than is required for longest prefix match (LPM), and so can be
used on devices that have more LEM than LPM capacity.

External TCAM profiles

SLX 9640 devices support up to 5.7 M IPv4 and 900 K IPv6 internet routes under certain
ETCAM profiles when FIB compression is enabled. These profiles can be used at border
nodes for Internet peering to support Internet route tables over multiple VRFs.

The following external TCAM (ETCAM) profiles are supported, by means of the profile

etcam in hardware configuration mode:

+ Profile ETCAM default: This profile programs IPv4 unicast routes into an external
lookup device (ELK), and the internal LPM table is used to program IPv6 unicast
routes. This is the default profile in the system.

Profile ETCAM IPv6-route: This profile programs IPv6 unicast routes into the ELK, and
the internal LPM table is used to program IPv4 unicast routes.

Profile ETCAM |IPv4-IPv6-route: This profile programs both IPv4 and IPv6 unicast
routes in the ELK.

The following table provides values that can be used for network design purposes.

» Important
These values are to be viewed as approximate, for design purposes only. They
are based on a compression ratio of 30%. The compression ratio is subject to
the routes and next-hop combinations that are available in the system, and it
may vary from one network design to another. Refer to release notes and scale
documentation for further information.

Table 12: Approximate scale support, per profile, for design purposes

ETCAM profile | FIB compression disabled FIB compression enabled
IPv4 unicast IPV6 unicast IPv4 unicast IPV6 unicast
routes routes routes routes

profile etcam |4 000,000 256,000 5,700,000 365,000

default

profile etcam |]000,000 1,000,000 1,400,000 1,400,000

ipvé-route

profile 4,000,000 700,000 5,700,000 900,000

etcam ipv4-

ipv6-route

Configuring support for border profiles

1. Enter hardware configuration mode.

device# config
device (config) # hardware
device (config-hardware) #
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2. Specify a profile option by using the profile etcam command.

device (config-hardware) # profile etcam ipv4-ipvé6-route

This example specifies that IPv4 and IPv6 routes are programmed in the external

lookup device (ELK).

3. Enable FIB compression by using the profile route route-enhance command, as
in the following example for IPv4 and IPv6 routes.

device (config-hardware) # profile route route-enhance v4_fib comp v6_fib comp on

4, Confirm the configuration by using the show hw route-info command, asin the

following example for a linecard.

device# show hw route-info linecard 0

HW-Route-Info

Slot O

Tower 0

LEM

Total Entries : 750000

95% Threshold : 712500

85% Threshold 1637500

Total In Use :58 (.000000%)
IPV4 routes :58
IPV6 routes :0

Status :Green

LPM

Total Entries 1000000

95% Threshold : 950000

85% Threshold :850000

Total In Use :696 (.000000%)
IPV4 routes :0
IPV6 routes :174

Status :Green

eTCAM

Total Entries 4000000

95% Threshold :3800000

85% Threshold :3400000

Total In Use :156 (.000000%)
IPV4 routes :156
IPV6 routes :0

Status :Green

Hardware profile show commands

Table 13: Hardware profile show commands in the Command Reference

Command

Description

show hardware profile

Displays details of the all current hardware
profiles. You can also display TCAM-
sharing details, or details for a specific
TCAM, counter, or LAG profile.

show hw route-info

Displays the route-info counters.
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Enter Maintenance Mode Before Performing Device Maintenance

Planned maintenance operations may require the device to be shut down or restarted,
resulting in traffic disruption even if alternative paths are available. Maintenance mode
provides graceful traffic diversion to alternative traffic paths, helping to minimize traffic
loss during such planned operations.

When an alternative path is available, the BGP and MCT protocols redirect traffic away
from the node that is going into maintenance mode. When maintenance mode is
enabled, all protocols that are running on the maintenance mode node are notified
and redirection of traffic (convergence) begins in stages.

ahde Note
E Maintenance mode is not supported for the following features: BGP address-
family, Flowspec, Layer 3 VPN, VPLS, and VLL (virtual leased line).

1. Access configuration mode.
device# configure terminal
2. Access system mode.
device (config) # system
3. Access system maintenance mode.
device (config-system)# maintenance
4. Enable maintenance mode.
device (config-system-maintenance) # enable

5. Specify the number of seconds allowed per stage of the convergence of traffic to the
maintenance mode node.

device (config-system-maintenance) # convergence-time 125

This example sets the convergence time to 125 seconds.

The following example summarizes the commands in this procedure.

device# configure terminal

device (config) # system

device (config-system)# maintenance

device (config-system-maintenance) # enable

device (config-system-maintenance)# convergence-time 125

Rebooting into Maintenance Mode

Maintenance mode provides graceful traffic diversion to alternative traffic paths,
helping to minimize traffic loss during such planned operations. When an alternative
path is available, the BGP and MCT protocols redirect traffic away from the node that
is going into maintenance mode. When maintenance mode is enabled, all protocols
that are running on the maintenance mode node are notified and redirection of traffic
(convergence) begins in stages.

Use the enable-on-reboot command to enable the device to come up in maintenance
mode after a reboot. This process allows any network errors detected with Extreme
Fabric Automation (EFA) to be addressed. After the errors have been resolved, the
device can be added back to the network.
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The following example enables system reboot into maintenance mode

device# configure terminal

device (config) # system

device (config-system) # maintenance

device (config-system-maintenance) # enable-on-reboot

Use the enable parameter with a specified convergence time, to put the device into
maintenance mode without a reboot.

device# configure terminal

device (config) # system

device (config-system)# maintenance

device (config-system-maintenance) # enable

device (config-system-maintenance) # convergence-time 120

Support for OpenConfig Telemetry

Introduction

OpenConfig is a vendor-neutral, model-driven network management specification,
where data models are used for both configuration as well as retrieving operational
state of the network across platforms.

OpenConfig proposes to use gNMI (QRPC Network Management Interface) framework
as the network management protocol for configuration, data retrieval, and real-time
network monitoring support. gNMl is a gRPC based protocol developed by Google™.
It provides mechanisms to modify and retrieve configuration information from target
devices. It also provides the ability to generate and control telemetry streams from
these target devices to a data collection system.

SLX can at present only fetch some operational state for a small set of modules. It does
not support setting the configuration of these modules which support gNMI.

SLX supports fetching operational state for the following modules:

1. Platform
2. Interface
3. BGP

For each module, of the large amount of information that can be fetched, we support
a small set. The following section lists the operational state information that can be
fetched for each module.

OpenConfig-Interface YANG Module

For the /nterface Module, the following operational state information can be fetched:

module: operconfig-interfaces
path: /interfaces/interface [name=<ifname>]/state

module: operconfig-interfaces
+--rw interfaces
+--rw interface* [name]
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+--rw name --> ../config/name

+--ro name? string

+--ro mtu? uintle

+--ro loopback-mode? boolean

+--ro description? string

+--ro enabled? boolean

+--ro ifindex? uint32

+--ro counters

| +--ro in-octets? oc-yang:counter64
+--ro in-unicast-pkts? oc-yang:counter64

+--ro in-broadcast-pkts? oc-yang:counter64d
+--ro in-multicast-pkts? oc-yang:counter64

+--ro in-discards? oc-yang:counter64
+--ro in-errors? oc-yang:counter64
+--ro in-fcs-errors? oc-yang:counter64
+--ro out-octets? oc-yang:counter64
+--ro out-unicast-pkts? oc-yang:counter64

+--ro out-broadcast-pkts? oc-yang:counter64
+--ro out-multicast-pkts? oc-yang:counter64
+--ro out-discards? oc-yang:counter64

+--ro out-errors? oc-yang:counter64

OpenConfig-BGP Yang Module

For the BGP Module, the following operational state information can be fetched:

module: openconfig-bgp
path: /bgp/neighbors/neighbor [neighbor-address=<nAddress>]

module: openconfig-bgp
+--rw bgp

+--rw neighbors

| +--rw neighbor* [neighbor-address]
+--rw neighbor-address -> ../config/neighbor-address
| +--ro neighbor-address? oc-inet:ip-address
+--rw transport
| +--ro state
| +--ro local-port? oc-inet:port-number
| +--ro remote-port? oc-inet:port-number
+--rw use-multiple-paths
| +--ro state

| | +--ro enabled? boolean
| +--rw ebgp

| +--ro state

| +--ro allow-multiple-as? boolean

OpenConfig-Platform Yang Module

For the Platform Module, the following operational state information can be fetched:

module: openconfig-platform
path: /components/component [name=<cmpntName>]/state

+--rw components
+--rw component* [name]
+--rw name -> ../config/name
+--ro state
| +--ro name? string
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| +--ro id? string
| +--ro mfg-name? string
| +--ro hardware-version? string
| +--ro firmware-version? string
| +--ro software-version? string
| +--ro serial-no? string
| +--ro part-no? string
| +--ro removable? boolean
| +--ro empty? boolean
| +--ro parent? -> ../../config/name
| +--ro temperature

| | +--ro alarm-status? boolean
| | +--ro alarm-threshold? uint32

Enabling OpenConfig Telemetry Support

It is assumed that your infrastructure is set up with a gNMI| client. Its configuration is
beyond the scope of this document.

SLX-OS provides a simple switch to enable OpenConfig Telemetry Support. By default,
this feature is disabled and must be enabled.

1. Navigate to the device's Configuration Terminal context.

SLX#
SLX# config terminal
SLX (config)#

2. Usethe operational-state syncup enable <module>command to enable all the
supported modules or a specific module.

The operational-state syncup enable all command enables support for all the
modules

Use the specific module switch to enable OpenConfig Telemetry for that module.

SLX (config)# operational-state syncup enable ?
Possible completions:

All Enable oper db syncup for all modules
Bgp Enable oper db syncup for bgp

Interface Enable oper db syncup for interface
Platform Enable platform specific oper db syncup

SLX (config)#

The following example enables OpenConfig Telemetry Support for the BGP module.

SLX (config)# operational-state syncup enable bgp
SLX (config)#
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Securing OpenConfig Telemetry Connections

It is assumed that your infrastructure is set up with a gNMI| client. Its configuration is
beyond the scope of this document.

Configuring a port for the gNMl server to listen on enables securing incoming
connection.
1. Navigate to the device's Configuration Terminal context.

SLX#
SLX# config terminal
SLX (config)#

2. Navigate into the gNMI Server context.

SLX (config)# gnmi server
SLX (config-gNMI-server) #

3. Configure a secure port on which to listen to incoming connections.

SLX (config-gNMI-server)# secure-port 48151
SLX (config-gNMI-server) #

The gNMI server will start listening to incoming connections on port number 48151

Importing gNMI Server Private Key and Server Certificate

This topic describes the process to import the gNMI server's private key and server
certificate in the pkcsformat.

From within the SLX-OS context, run the eryto ca import-pkecs command and pass
appropriate information for this commmand.

SLX # crypto ca import-pkcs type pkcsl2 cert-type gNMI-server directory
/root/certfolder/AV2 file av2.pfx host 10.x.x.x user root pass pass protocol SCP pkcs-
passphrase pkcs

The server certificate is imported and saved.

Importing gNMI Client CA Root Certificate
It is assumed that your infrastructure is set up with a gNMil client. Its configuration is
beyond the scope of this document.
Importing the gNMI client's CA Root Certificate for password less connection between

the gNMI Server and Client.

From within the SLX-OS context, run the erypto import gnmiclientca command
and pass appropriate information for this cormmand.

SLX # crypto import gnmiclientca directory /root/certfolder/AV2/certs file ca.cert.pem
host 10.x.x.x user root password pass protocol SCP

The CA certificate of the gNMl client is imported from the remote server.
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Static Prefix Independent Convergence

Static Prefix Independent Convergence

The time taken for a network to converge after any kind of link failure is an important
factor in preventing major disruptions in the network. The Static Prefix Independent
Convergence (Static PIC) feature reduces the time taken for the network to converge
for static routes when there is a failover in primary static nexthop to backup static
nexthop.

Static PIC is supported on all SLX platforms.

Single Gateway Failure

As seen in the following image, static routes are configured to reach a single Edge
Gateway from each border leaf router. There is a redundant pathway for failover where
the external network is connected through two Edge Gateways. In the case where

the link between Border-Leaf 1 and Edge Gateway 1 fails, the traffic is automatically
switched to the ICL link and then switched to the Edge Gateway 2.

A
INTERNET / OTHER DC

%
- o

4 F 4 F

PODS PODS

Dual Gateway Failure

As seen in the following image, static routes are configured to reach the Edge Gateway
from the border leaf routers per VRF. Generally, the link from a border leaf to the

Edge Gateway is a port channel with ECMP links. When all ECMPs in the port channel
towards both the Edge Gateways go down, the traffic is immediately switched to the
ICL link and then switched to the other Border Leaf.
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Configuring Static PIC

To configure Static Prefix Independent Convergence, do the following:

1. Navigate to the Configuration Mode.

SLX # configure terminal
SLX (config) #

2. Execute the prefix-independent-convergence-static command to enable Static
PIC.

SLX (config) #prefix-independent-convergence-static

SLX (config)#

%$Warning: Please run '"clear ip[v6] route all vrf <vrf name>" for all static routes
configured in VRFs

3. Exit out of the Configuration Mode.

SLX (config)# exit
SLX #

When configured, if there is a link fail, the traffic is switched over ICL to the configured
backup Border Leaf.

This example configures Static PIC.

SLX (config)# prefix-independent-convergence-static

SLX (config)#

SWarning: Please run "clear ip[v6] route all vrf <vrf name>" for all static routes
configured in VRFs
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Overview

Overview on page 88

Executing Linux shell commands from SLX-OS on page 89
Executing scripts from SLX-OS on page 89

Accessing the Linux shell from SLX-OS on page 91

Executing SLX-OS commands from the Linux shell on page 91
Escalating Linux permissions to root on page 92

Saving and appending show command output to a file on page 93
Logs of Linux shell activities on page 93

As an SLX-OS user with admin permissions, you can perform the following tasks:

Limitations

Running permitted Linux commands and scripts from the SLX-OS CLI

Accessing the SLXVM Linux shell, and:

o Running permitted Linux commands and scripts. However, if you have access to
the root password, you can then escalate your permissions, by using the su root
Linux command.

o Running SLX-OS configuration and show commands.

o Running scripts that contain multiple SLX-OS commands.

By default, only the Bash shell is supported. With Linux root permissions, you can
install a different shell, such as the C shell or KornShell. However, shell-activity
logging is supported only for the Bash shell.

If you open multiple Bash sessions, the Linux shell timeout is applicable only on the
current Bash session.

If you run Linux commands as part of the script or through a file, the device logs the
script or file execution. It does not log the commands.

If you use the c1i_run command to execute SLX-OS CLI show commands from the
shell, pagination is not supported, and commands that require user input are also
not supported.

At the SLX-OS CLI, a window resizing issue occurs when you execute Linux
commands such as top using the esemd command. Extreme recommends that you
execute these commands from the Linux shell.
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+ Although as an SLX-OS admin, you have permissions to run the following
commands from the Linux shell, you do not have permissions to run them—from
the SLX-OS CLI—appended to the osemd command.

° bash

° script
° wvi

° vim

« Do not modify SLX-OS user accounts from the Linux shell. For information on
modifying user accounts, refer to the Extrermne SLX-OS Security Configuration Guide.

Executing Linux shell commands from SLX-OS

In the following example, the Linux ps -ef command lists the process status.

device# oscmd ps -ef

UID PID PPID C STIME TTY TIME CMD

root 1 0 0 Jul24 ? 00:00:04 /sbin/init
root 2 0 0 Jul24 ? 00:00:00 [kthreadd]
root 3 2 0 Julz24 2 00:00:00 [migration/0]
root 4 2 0 Jul24 ? 00:00:03 [ksoftirgd/0]
root 5 2 0 Jul24 » 00:00:00 [migration/1]
root 6 2 0 Jul24 ? 00:00:03 [ksoftirgd/1]
root 7 2 0 Jul24 » 00:00:00 [migration/2]
root 8 2 0 Jul24 » 00:00:02 [ksoftirgd/2]
root 9 2 0 Julz24 2 00:00:00 [migration/3]
root 10 2 0 Jul24 ? 00:00:02 [ksoftirgd/3]
root 11 2 0 Jul24 » 00:00:00 [migration/4]
root 12 2 0 Jul24 ? 00:00:02 [ksoftirgd/4]
root 13 2 0 Jul24 » 00:00:00 [migration/5]
root 14 2 0 Jul24 » 00:00:03 [ksoftirgd/5]
root 27 2 0 Julz24 2 00:00:00 [cpuset]

root 28 2 0 Jul24 ? 00:00:01 [khelper]
root 31 2 0 Jul24 » 00:00:00 [netns]

root 34 2 0 Jul24 ? 00:00:00 [async/mgr]
root 270 2 0 Jul24 » 00:00:00 [sync_ supers]
root 272 2 0 Jul24 » 00:00:00 [bdi-default]
root 8kblockd/6]1182 1 0 Jul24d 2 00:00:00 /usr/sbin/inetd
root 8237 1 0 Jul24 ? 00:00:00 /usr/sbin/sshd

admin 27536 27535 0 04:19 pts/4 00:00:00 ps -ef

Executing scripts from SLX-OS

Downloading a script to the SLX-OS device

After writing and testing a user-defined script file, copy it from an accessible network
location to the flash memory of the SLX-OS device.

device# copy ftp://MyUserID:MyPassword@10.10.10.10//<copy script.sh> flash://
copy_script.sh
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After copying the script to the device, verify that the script file is displayed with the list
of files in the flash memory of the device.

device# dir
total 24

drwxr-xr-x 2 root sys 4096 Oct 26 15:22

drwxr-xr-x 3 root root 4096 Oct 1 1970 ..

-rw-r—-r-- 1 root root 1051 Oct 24 16:09 copy script.sh
—rw-r—-r-- 1 root root 207 Oct 24 16:09 create vlans.py
—rw-r—-r-- 1 root sys 557 Oct 26 10:37 defaultconfig.novcs
-rw-r—-r-- 1 root sys 778 Oct 26 10:37 defaultconfig.vcs

1922789376 bytes total (828317696 Dbytes free)

If the copied script does not have executable permissions, you need to assign
executable permissions from the SLXVM Linux shell. Note that you need root access
for this action, as described in "Escalating Linux permissions to root."

[root@SLX]# cd /var/config/vcs/scripts/

[root@SLX]# chmod 755 copy script.sh

[root@SLX]# 1s -lart copy script.sh

-rwxr-xr-x 1 root root 1051 Oct 24 16:09 copy script.sh

You can also display the contents of a script file.

device# show file copy script.sh

Creating scripts in the Linux shell
You can create scripts by using the Linux shell vi editor, as in the following example.

device# start-shell

Entering Linux shell for the user: admUser
[admUser@SLX]# cd scripts

[admUser@SLX] # vi create script.sh

After you write the script, make sure that it exists in the /fabos/users/admin/script
directory and is executable under Linux.

[admUser@SLX] #pwd
/fabos/users/admin/scripts

Running scripts from the SLX-OS CLI

You can run scripts directly from SLX-OS CLI. Enter osemd followed by the name of the
script.

device# oscmd my script
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Accessing the Linux shell from SLX-OS

ahde Note

E Inside the SLXVM Linux shell, you can execute commands that do not require
root permissions. To escalate your permissions, refer to "Escalating Linux
permissions to root".

1. To access the SLXVM Linux shell, enter the start-shell command.

device# start-shell
Entering Linux shell for the user: admUser
[admUser@SLX]#
2. Enter Linux commands and run scripts as needed. You can also run SLX-OS
commands from the Linux shell.

3. To exit the shell and return to the SLX-OS CLI, enter exit.

[admUser@SLX]# exit

Upon exiting, the following message appears and you return to the SLX-OS CLI
prompt.

exit

Exited from Linux shell

device#

Executing SLX-OS commands from the Linux shell

1. To execute an SLX-OS command, enter the Linux eli_run -c command.

[admUser@SLX]# cli run -c "show ip interface brief" | grep Port-channel > /tmp/
interface

In the previous example, the output of show ip interface brief isredirected to
the /tmp/interface file.

2. Display the contents of the file to verify the redirection.

[admUser@SLX]# cat /tmp/interface
Port-channel 1 unassigned administratively down down
Port-channel 2 unassigned administratively down down

3. To execute a file containing multiple SLX-OS commands, enter the Linux eli_run
-f command.

[admUser@SLX]# cli run -f /tmp/slxcli cmd file > /tmp/newfile

In this example, slxcli cmd file contains the following commands:

[admUser@SLX]# cat /tmp/slxcli cmd file
show ssh server status

conf t

router bgp

local-as 23

capability as4-enable

E Note
Make sure that each command is on a new line.

4. Display the contents of the target file to verify that it contains the redirected output.

[admUser@SLX]# cat /tmp/newfile
Welcome to the Extreme SLX-0S Software
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admin connected from 127.0.0.1 using console on SLX
SLX# show ssh server status | nomore

VRF-Name: mgmt-vrf Status: Enabled

VRF-Name: default-vrf Status: Enabled

device# conf t

Entering configuration mode terminal

Current configuration users:

admin console (cli from 10.70.4.183) on since 2017-01-31 05:49:59 terminal mode
device (config) # router bgp

device (config-bgp-router)# local-as 23

device (config-bgp-router)# capability as4-enable
device (config-bgp-router) #

Escalating Linux permissions to root

Caution
. A user with SLXVM Linux-shell root permissions can—unintentionally or
maliciously—execute commands that can render the SLX inoperable.

1. From the SLX-OS CLI prompt, enter start-shell to access the SLXVM Linux shell.

device# start-shell
Entering Linux shell for the user: admUser
[admUser@SLX] #

You can now execute commands that do not require root permissions.
2. To escalate your permissions, enter the Linux su root command.

[admUser@SLX]# su root
Password:

3. Enter the root password.
Password:

After successful login, the following warning is displayed:
We trust you have received the usual lecture from the local System
Administrator. It usually boils down to these three things:

#1) Respect the privacy of others.

#2) Think before you type.

#3) With great power comes great responsibility.
[root@SLX] #

4. Enter Linux commands and run scripts as needed.

You can also run SLX-OS commands from the Linux shell.
5. To exit root level and return to the default SLXVM Linux shell, enter exit.

[root@SLX]# exit
exit
[admUser@SLX] #

6. To exit the default SLXVM Linux shell and return to the SLX-OS CLI, enter exit.

[admUser@SLX]# exit
exit

Exited from Linux shell
device#
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Saving and appending show command output to a file

1. Save the show command output to a file.

device# show ssh server status | save status

In this example, the show ssh server status output is saved to the status file.
2. Display the contents of the file with the Linux ecat commmand.

device# oscmd cat status
VRF-Name: mgmt-vrf Status: Enabled
VRF-Name: default-vrf Status: Enabled

3. Append the show output to an existing file.
device# show ip interface brief | last 5 | append status

In this example, the show ip interface brief outputis appended to the status
file.
4. Display the contents of the file with the Linux cat command.

device# oscmd cat status

VRF-Name: mgmt-vrf Status: Enabled

VRF-Name: default-vrf Status: Enabled

Ethernet 2/58 unassigned default-vrf administratively down down
Ethernet 2/59 unassigned default-vrf administratively down down
Ethernet 2/60 unassigned default-vrf administratively down down
Ethernet 2/125(I) unassigned default-vrf administratively down down
Ethernet 2/126(I) unassigned default-vrf administratively down down

Logs of Linux shell activities

Linux shell user entry and exit logs

SLX-OS uses RASLOG to log entries when the user enters and exits the Linux shell. If
you configure a remote Syslog server, the same logs can also be seen on that server.

From privileged EXEC mode, use the show logging raslog command to display the

RASLOG entries.

+ When a user enters the Linux shell, the show logging raslog command displays
an SH-1001 message.

device# show logging raslog

2016/06/25-06:42:54, [SH-1001], 1547, M1 | Active, INFO, SLX, SLXVM Linux shell login
information: User [admUser]. Login Time : Sat Jun 25 06:42:54 2016

+  When a user exits the Linux shell, the show logging raslog command displays an
SH-1002 message.

device# show logging raslog
2016/06/25-06:43:59, [SH-1002], 1548, M1 | Active, INFO, SLX, Event: exit, Status:

success, Info: User [admUser] successfully exited from SLXVM Linux shell. Exit Time:
Sat Jun 25 06:43:59 2016

s Note
E An SH-1003 message indicates failure to log in to the Linux shell.
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Linux shell command execution logs

Command activities at the Linux shell are logged locally in the /var/log/
shell activity.log file and remotely on a Syslog server.

When a user executes a command at the Linux shell, the shell activity.log file
includes SH-1005 messages:
[admUser@SLX]# tail -f /var/log/shell activity.log

shell: [log@1588 value="SHELL"] [timestamp@1l588 value="2017-12-14T11:17:03"] [msgid@1588
value="SH-1005"] [severity@1588 value="INFO"] [swname@1588 value="SLX9540"] [arg0@1588
value="no" desc="root access"][argl@l588 value="admin" desc="username"] BOM Executed
command at Linux shell : pwd

shell: [log@1588 value="SHELL"] |[timestamp@1588 value="2017-12-14T11:17:18"] [msgid@1588
value="SH-1005"] [severity@1588 value="INFO"] [swname@l1588 value="SLX9540"] [arg0@1588
value="no" desc="root access"][arglll588 value="admin" desc="username"] BOM Executed
command at Linux shell : 1s

uude Note

E The /var/log/shell activity.log fileis rotated every thirty minutes if it
goes over 2 MB in size. The old version of the file is compressed; a maximum of
four rotated files can exist at the same time.

Configuring remote logging of Linux shell activities

From SLX-OS CLI, you can perform the following tasks to control the logging of
commands executed at the Linux shell to a remote Syslog server. These tasks do not
affect the local logging.

e Note
E Changes of the 1og-shell stop and log-shell start commands are
applicable only on new Linux shell sessions.

1. To disable remote logging, enter log-shell stop.
device# log-shell stop

Local logging of user activities continues.
2. To restart remote logging, enter log-shell start.

device# log-shell start
3. To check the remote logging status, enter log-shell status.
device# log-shell status

When remote logging is enabled, the following message is displayed.
Linux shell activity logging : Enabled
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VM Access Management on page 95

Insight Interface and TPVM on page 100
TPVM on page 115

TPVM Configuration Persistence on page 136

TPVM, or Third-Party Virtual Machine, is a general server that resides on ExtremeSLX-OS
devices. The guest OS that it provides is different from SLX-OS. TPVM supports both
IPv4 and IPv6 address assignments.

VM Access Manhagement

Extreme SLX-OS devices support the provisioning of a Guest OS, referred to as TPVM

or the Third-Party Virtual Machine. Currently only one instance of the TPVM and one
image for the TPVM is provided. The Extreme SLX-OS will run the TVPM in Baremetal
mode on these devices - SLX 9540, SLX 9640, SLX 9150, and SLX 9250. The figure

shows the baremetal mode and how multiple operating systems are stacked. The table
following the figure provides the platform support details.
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Figure 7: SLX-OS VM and Baremetal Modes

Table 14: Platform OS Mode Details

Platform OS Mode Host OS|SLX-0S TVPM Image| Insight
Image Image Version Interface
Version Version
SLX 9540 Baremetal N/A Linux SLX 5.3| Ubuntu Yes
HWE 18.04.4 LTS
SLX 9640 Baremetal N/A Linux SLX 53| Ubuntu Yes
HWE 18.04.4 LTS
SLX 9150 Baremetal N/A Linux SLX 5.3| Ubuntu Yes
HWE 18.04.4 LTS
SLX 9250 Baremetal N/A Linux SLX 53| Ubuntu Yes
HWE 18.04.4 LTS

Extreme SLX-OS VM Access Management

On the SLX 9540, the front-panel port 0/48 is shared with the insight interface (port
0/125) through a command line controlled hardware switch. This interface can only be
operational as either a data forwarding port, or as an insight interface at any given
time. By default, interface 0/48 is operational as a data forwarding port. When insight
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mode is configured, interface 0/48 is deleted dynamically along with any associated
configurations, and interface 0/125 is created.

On the SLX 9640, the front-panel port 0/24 is shared with the insight interface (port
0/126) through a command line controlled hardware switch. This interface can only be
operational as either a data forwarding port, or as an insight interface at any given
time. By default, interface 0/24 is operational as a data forwarding port. When insight
mode is configured, interface 0/24 is deleted dynamically along with any associated
configurations, and interface 0/126 is created.

The SLX 9150 and SLX 9250 will assign the following ports for VM access after the
port-channel has been configured using the insight enable command:
SLX 9150T : 0/73

SLX 9150: 0/81
SLX 9250: 0/129

Default credentials for the hosts

The following table provides the default user credentials to access the hosts of the
operating systems on SLXVM1 and the commands to change the passwords.

Table 15: Default credentials for the hosts

VM access

Host name Default user login | Default password |Changing the password
SLX-0OS root fibranne From the SLXVM shell,
the passwd commmand
admin password From the SLXVM CLI, the
User ~ssword username command with
P RBAC rules
TPVM extreme password From the SLX CLI, run
tpvm password

You can access the VMs and host operating systems through the SLX-OS CLI, SLXVM OS
shell or the serial console.

SLX-OS CLI to VM access

The SLX-OS CLI allows you to access to the SLXVM shell by using the start-shell

command.

When you log into the SLX-OS CLI, you can use the default admin or user credentials.
Non-default users are authenticated through AAA.

The following example shows Telnet access to the SLX-OS CLI with admin credentials.
client# telnet 10.24.12.71

Trying 10.24.12.71...

Connected to 10.24.12.71.

Escape character is
SLX login: admin

Password:

ESEN
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SECURITY WARNING: The default password for at least
one default account (root, admin and user) have not been changed.

Welcome to the Extreme SLX Operating System Software
admin connected from 10.70.5.113 using telnet on device
device#

The default SLX-OS prompt is SLX#. However, throughout this guide, the device# is
used as the prompt.

To exit the session, enter exit.

Serial Console Access

When using the SLX 9540 in VM Mode, the shortcut keys shown below allow access to
the SLXVM, Host OS, or TVPM operating systems.

For SLX platforms operating in the Baremetal mode (SLX 9640, SLX 9150), use the tvpm
console command to access the TVPM serial console port, and the key sequence Ctrl+
\ to return to the SLX console.

SLX 9540 Serial Console to TPVM example
From the SLXVM shell, start TPVM.

[admin@SLX]# tpvm install

Installation starts. To check the status, run 'tpvmadm show'

[admin@SLX]# show tpvm status

TPVM is installed but not running, and AutoStart is disabled on this host.
[admin@SLX]# tpvm start

start succeeds

[admin@SLX] #

Authenticate and access the TPVM shell prompt.

The tpvm console command allows connection to the TPVM console from an SLX Telnet or
console session, as in the following example.

[SLX]# tpvm console

Connected to domain TPVM

Escape character is "\

Ubuntu 18.04.4 LTS TPVM ttySO

TPVM login:

Once in the TPVM console, you can execute ctrl+\ on the SLX-9450, to switch back to
the session from where the TPVM console was started.

Once in the TPVM console, you can execute ctrl+\ to switch back to the session from
where the TPVM console was started.
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Accessing the Linux shell from SLX-OS

Ll Note
E Inside the SLXVM Linux shell, you can execute commands that do not require

root permissions. To escalate your permissions, refer to "Escalating Linux
permissions to root".

1. To access the SLXVM Linux shell, enter the start-shell command.
device# start-shell
Entering Linux shell for the user: admUser
[admUser@SLX] #
2. Enter Linux commands and run scripts as needed. You can also run SLX-OS
commands from the Linux shell.

3. To exit the shell and return to the SLX-OS CLI, enter exit.
[admUser@SLX]# exit

Upon exiting, the following message appears and you return to the SLX-OS CLI
prompt.

exit

Exited from Linux shell

device#

Serial console to VM access

The serial console allows access to the following:
+ SLXVM OS
+ TPVM

Initial authentication occurs at the SLX-OS CLI prompt.
SLX login: admin
Password:

SECURITY WARNING: The default password for at least
one default account (root, admin and user) have not been changed.

Welcome to the Extreme SLX Operating System Software

admin connected from 127.0.0.1 using console on SLX
device#

Each OS requires its own credentials.

TPVM Console Access

The tpvm console command allows connection to the TPVM console from an SLX
Telnet or console session, as in the following example.

[SLX]# tpvm console

Connected to domain TPVM
Escape character is "\

Ubuntu 18.04.4 LTS TPVM ttySO
TPVM login:
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Once in the TPVM console, you can execute etrl+\ to switch back to the session from
where the TPVM console was started.

TVPM address assignment

TPVM has Ethernet O and 1 interfaces. Ethernet O (ethQ) is enabled and its IP address is
configured using DHCP.

On the SLXVM, the show tpvm ipaddr command configures the address.

If DHCP is not available, you can use the serial console to login. Use ‘extreme’as the
user name and 'password as the password. You can then use standard Ubuntu (18.04
LTS) commands to configure the IP address of the ‘ethO’interface.

ethlis connected to the Insight interface and allows packet monitoring.

Insight Interface and TPVM

TPVM is a server that resides on Extreme SLX-OS devices, connected through the
Insight Interface. It may be used in one of the following modes:

Data plane traffic mirroring - Analytic mode
TVPM Reachability - Bi-directional Reachability mode

Support for TPVM is through a front-panel port (SLX 9540 and SLX 9640), shared with
the Insight Interface using a hardware switch configured through a CLI command. The
SLX 9150 and SLX 9250 have a dedicated Insight port. Physically, it may be a direct or
indirect ethernet point-to-point connection between the device fast forwarding Data
Plane ASIC Chip port to the TPVM. In order to use TVPM, each endpoint must be set up
individually on the appropriate OS (the SLX-OS and the TVPM OS). The following table
details access to the Insight Interface on Extreme SLX platforms.

Table 16: Insight Interface Support on Extreme SLX platforms

Extreme SLX device Support for Insight Interface

SLX 9540 On port 0/48 (Insight Interface 0/125 is
created)

SLX-9640 On port 0/24 (Insight Interface 0/125 is
created)

SLX-9250 Dedicated Insight port

SLX-9150-48XT Dedicated Insight port

SLX-9150-48Y Dedicated Insight port

The Insight Interface endpoint is configured from the command line as a Port Channel
with Insight enabled. There can only be one such Port Channel on the device; you
cannot add any new members to this Port channel. However, a port channel with
existing members cannot have Insight enabled.

On the TPVM, the Insight Interface endpoint shows as Linux Network Interface eth,
and is configured statically. For DHCP-based configuration, refer to the section below

Extreme SLX-OS
100 Management Configuration Guide, 20.5.1



Guest OS for TPVM Insight interface port-channel

The following section addresses the management details of using the Insight Interface
port on supported Extreme SLX devices. For the details of TPVM applications supported
on all Extreme SLX devices, refer to "TPVM" |ater in this chapter.

Insight interface port-channel

Extreme SLX 9540

Either front-port 0/48 or the insight interface port 0/125 can exist at a given time, as
these ports share the same ASIC port.

By default, 0/48 is created.

Insight mode can be configured by means of the connector 0/48 command.

A port-channel cannot be made an insight port-channel until insight interface
mode is enabled on connector 0/48. Similarly, insight mode cannot be removed on
connector 0/48 until the connector is unbound from the insight port-channel.
Upon insight mode configuration, interface 0/48 is dynamically deleted and 0/125 is
created.

All the configurations under interface 0/48 are deleted upon insight mode
configuration.

An existing port-channel with existing member ports cannot be made an insight
interface port-channel.

The following is an example configuration.

device (config) # hardware

device (config-hardware) #

device (config-hardware) # connector 0/48

device (config-connector-0/48)# [no] insight mode
device (config)# interface port-channel 20

device (config-Port-channel-20)# insight enable

Extreme SLX 9640

Either front-port 0/24 or the insight interface port 0/126 can exist at a given time, as
these ports share the same ASIC port.

By default, 0/24 is created.

Insight mode can be configured by means of the connector 0/24 command.

A port-channel cannot be made an insight port-channel until insight interface
mode is enabled on connector 0/24. Similarly, insight mode cannot be removed on
connector 0/24 until the connector is unbound from the insight port-channel.
Upon insight mode configuration, interface 0/24 is dynamically deleted and 0/126 is
created.

All the configurations under interface 0/24 are deleted upon insight mode
configuration.

An existing port-channel with existing member ports cannot be made an insight
interface port-channel.
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TPVM on the SLX 9150 series

The SLX 9150 series platforms support only one disk of 128-GB. 64-GB of the disk are
used to store SLX-OS, and the remaining 64-GB is used to store the TPVM image and
any additional TPVM virtual disks. The TPVM disk image (or TPVM main disk) and any
additional TPVM virtual disks share the same single 64-GB partition reserved for TPVM.
It is important to be aware of this when creating virtual disks inside the TPVM.

The total size of the TPVM main disk and the all the virtual disks is limited to 64-GB, the
size of the actual physical partition. Because these platforms are bare-metal systems,
the SLX-OS reload behavior affects TPVM. When SLX-OS is rebooted, TPVM is rebooted
as well. However, on the contrary, when TPVM is rebooted, SLX-OS is not affected.

All platforms are in baremetal mode in SLX-OS 20.2.x. A new command tpvm console
allows connection to the TPVM console directly from an SLX 7e/net or Console session.

The following is an example of logging to a TPVM console using the tpvm console
command.

[SLX]# tpvm console

Connected to domain TPVM
Escape character is "\

Ubuntu 18.04.4 LTS TPVM ttySO
TPVM login:

Once in the TPVM console, you can execute etrl+\ to switch back to the session from
where the TPVM console was started.

Configuring the Insight Interface for the SLX 9150/9250

1. Enter global configuration mode.
device# configure terminal
2. In global configuration mode, specify a port-channel. You can create a new port-

channel or use an existing unconfigured port-channel. The Insight Interface can only
be configured on one port-channel

device (config)# interface port-channel 50
3. In interface subtype configuration mode, enter the insight enable command.
device (config-Port-channel-50)# insight enable

4. Set the port ip-address.

device (config-Port-channel-50)# ip address 10.0.0.1/24

5. Enable the interface.

device (config-Port-channel-50) # no shutdown

6. Use the show interface port-channel and the show port-channel commands to
confirm the configuration, as in the following example.

device# show interface port-channel 50

Port-channel 50 is up, line protocol is up

Insight mode is enabled

Hardware is AGGREGATE, address is f46e.959f.1laf5
Current address is f46e.959f.1af5

Interface index (ifindex) is 671088690 (0x28000032)

Minimum number of links to bring Port-channel up is 1
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MTU 9216 bytes
LineSpeed Actual : 10000 Mbit
Allowed Member Speed : 10000 Mbit
Priority Tag disable
Forward LACP PDU: Disable
Route Only: Disabled
Tag-type: 0x8100
Last clearing of show interface counters: 4d18h22m
Queueing strategy: fifo
FEC Mode - Disabled
Receive Statistics:
0 packets, 0 bytes
Unicasts: 0, Multicasts: 0, Broadcasts: O
64-byte pkts: 0, Over 64-byte pkts: 0, Over 127-byte pkts: 0
Over 255-byte pkts: 0, Over 51l-byte pkts: 0, Over 1023-byte pkts: 0
Over 1518-byte pkts (Jumbo): O
Runts: 0, Jabbers: 0, CRC: 0, Overruns: 0
Errors: 0, Discards: 0
Transmit Statistics:
12 packets, 5589 bytes
Unicasts: 0, Multicasts: 12, Broadcasts: 0
Underruns: O
Errors: 0, Discards: O
Rate info:
Input 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Output 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Route-Only Packets Dropped: 0
Time since last interface status change: 00:00:25

Insight interface

Insight interface supported features

Insight interface supports the standard features seen in other front end interfaces
including:

+ Port and ACL-based mirroring destination
+ QoS and rate shaping

Insight Interface Data Path

The port-channel interface is created as default LAGs in the system. It is visible to you,
configured with default settings, and is a static LAG. All other options on the LAG

are disabled. Insight Interface ports and port-channels work independently with each
providing up to 20 GB bandwidth for applications.

On the SLX 9540, port 0/48 is multiplexed for normal use and as access to the Insight
Interface. On the SLX 9640, port 0/24 is used.

When Insight is invoked, the hardware switch reconfigures port 0/48 (or 0/24 on the
SLX 9640) to ethernet interface 0/125 and is used exclusively for Insight configuration/
management. The user never has to specifically configure Eth 0/125. When a show

command is run, no configuration is displayed for port 0/48 (or 0/24 on the SLX 9640).

Insight Interface port-channel creation, addition, or deletion is similar to the standard
port-channel creation, addition, or deletion except it is programmatically invoked
during system initialization.
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Configure the Insight Interface SLX Endpoint

1. Enter global configuration mode.

device# configure terminal

2. Enter the hardware command to enter hardware configuration mode. (This is

required for the SLX 9540/9640 only.)

device (config) # hardware

3. Enter the connector command to specify a slot and port.

device (config-hardware) # connector 0/48

4. Enter the insight mode command to enable the insight interface on a port-

channel, and exit to global configuration mode.

device (connector-0/48)# insight mode

For the SLX 9640 use Eth 0/24. The command will toggle the physical port, and will

display as port 0/125 in any show commands.
5. Exit to global configuration mode.

device (connector-0/48) # exit

o

In global configuration mode, specify a port-channel. You can create a new port-

channel or use an existing unconfigured port-channel. The Insight Interface can only

be configured on one port-channel

device (config)# interface port-channel 22

N

device (config-Port-channel-22)# insight enable

8. Set the port ip-address.

device (config-Port-channel-20)# ip address 10.0.0.1/24

9. Enable the interface.

device (config-Port-channel-22)# no shutdown

In interface subtype configuration mode, enter the insight enable command.

10. Use the show interface port-channel and the show port-channel commands to

confirm the configuration, as in the following example.

device# show interface
Port-channel 22 is up,
Hardware is AGGREGATE,

Current address is

port-channel 22

line protocol is up
address is 609c.9f5a.4558
609c.9f5a.4558

Interface index (ifindex) is 671088673
Minimum number of links to bring Port-channel up is 1

MTU 1548 bytes
LineSpeed Actual
Allowed Member Speed :
Priority Tag disable

10000 Mbit
10000 Mbit

Forward LACP PDU: Disable

Route Only: Disabled

Last clearing of show interface counters: 1d23h53m

Queueing strategy: fifo

Receive Statistics:
0 packets, 0 bytes

Unicasts: 0, Multicasts: 0, Broadcasts: O
64-byte pkts: 0, Over 64-byte pkts: 0, Over 127-byte pkts: 0

Over 255-byte pkts:

0, Over 51l-byte pkts: 0, Over 1023-byte pkts:

Over 1518-byte pkts (Jumbo): O

Runts: 0, Jabbers:

0, CRC: 0, Overruns: 0

Errors: 0, Discards: 0
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Transmit Statistics:
5 packets, 380 bytes
Unicasts: 0, Multicasts: 5, Broadcasts: O
Underruns: O
Errors: 0, Discards: O
Rate info:
Input 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Output 0.000000 Mbits/sec, 0 packets/sec, 0.00% of line-rate
Route-Only Packets Dropped: 0
Time since last interface status change: 00:00:21

device# show port-channel 22
Static Aggregator: Po 22
Aggregator type: Standard
Number of Ports: 1
Member ports:

Eth 0/125 @

Configure the Insight Interface TVPM Endpoint for Analytic Mirroring
1. Start TVPM.

device# tvpm start
2. From a Linux prompt, configure ethl to promiscuous mode.

bash# ifconfig ethl promiscuous
bash# tcpdump -i ethl

3. In global configuration mode, specify a port-channel. You can create a new port-
channel or use an existing unconfigured port-channel. The Insight Interface can only
be configured on one port-channel

device (config)# interface port-channel 20

4. In interface subtype configuration mode, enter the insight enable command.
device (config-Port-channel-20)# insight enable

5. Enable the interface.
device (config-Port-channel-20)# no shutdown

6. From the SLX CLI, configure the session monitor.

device (config)# monitor session 1
device (config-session-1)# source ethernet 0/49 destination port-channel 20
direction both

Configure the Insight Interface TVPM Endpoint for Routing
1. Start TVPM.

device# tvpm start

2. From a Linux prompt, configure the IPV4 address and route entry.

bash# ifconfig ethl 10.0.0.100 netmask 255.255.255.0
bash# route add -net 1.1.1.0 netmask 255.255.255.0 gw 10.0.0.1

3. In global configuration mode, specify a port-channel. You can create a new port-
channel or use an existing unconfigured port-channel. The Insight Interface can only
be configured on one port-channel

device (config) # interface port-channel 20
4. In interface subtype configuration mode, enter the insight enable command.

device (config-Port-channel-20)# insight enable
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5. Set the port ip-address.
device (config-Port-channel-20)# ip address 10.0.0.1/24
6. Enable the interface.

device (config-Port-channel-20)# no shutdown

Configure the Insight Interface TVPM Endpoint for Switching
1. Start TVPM.

device# tvpm start

2. From a Linux prompt, configure the IPV4 address and route entry.

bash# ifconfig ethl 10.0.0.100 netmask 255.255.255.0
bash# route add -net 1.1.1.0 netmask 255.255.255.0 gw 10.0.0.1

3. In global configuration mode, specify a port-channel. You can create a new port-
channel or use an existing unconfigured port-channel. The Insight Interface can only
be configured on one port-channel

device (config)# interface port-channel 20
4. In interface subtype configuration mode, enter the insight enable command.
device (config-Port-channel-20)# insight enable

5. Perform the following configuration:

SLX# conf t

Entering configuration mode terminal

SLX (config)# vlan 100

SLX (config-vlan-100)# router-interface ve 100

SLX (config-vlan-100) # exit

SLX (config) # interface ve 100

SLX (config-if-Ve-100)# ip address 10.0.0.1/24

SLX (config-if-ve-100) # no shut

SLX (config-if-Ve-100) # exit

SLX (config)# interface port-channel 20

SLX (config-Port-channel-20) # switchport

SLX (config-Port-channel-20)# switchport mode access
SLX (config-Port-channel-20) # switchport access vlan 100
SLX (config-Port-channel-20) # no shutdown

Inbound ACL-based mirroring

A Layer 2 or Layer 3 extended ACL permit filter must be configured to mirror the
incoming matching traffic to a given port. You can also configure different mirror ports
for different filters in the same ACL.

Enabling ACL-based port mirroring
1. Create an ACL.

+ Traffic can only be selected using a permit clause.
+ The ACL can be bound to a physical pot or a LAG.
+ The physical port or LAG interface should be configured as a switchport.

+ Configure the mirror keyword in an ACL filter to enable inbound ACL mirroring.
This directs selected traffic to the mirrored port.
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2. Associate the ACL mirror source and destination port. The mirror source port should
be physical and the mirror destination port is either a physical port or a LAG port.

3. Bind the ACL to an interface.
4. Save the configuration.

Related Topics
Configuring inbound ACL-based mirroring to the insight interface on page 107

Follow these steps to configure inbound ACL-based mirroring.

Configuring inbound ACL-based mirroring to the insight interface

1. Enter global configuration mode.

device# configure terminal

2. Create an extended Layer 2 ACL.

device (config) # mac access-list extended macl

3. Configure the Layer 2 ACL for mirroring.

device (conf-macl-ext)# seq 10 permit host 0010.9400.0010 host 0010.9400.0014 vlan 20
count mirror

device (conf-macl-ext)# seq 20 permit host 0010.9400.0011 host 0010.9400.0015 vlan 20
count mirror

device (conf-macl-ext)# seq 30 permit host 0010.9400.0012 host 609c.9f01.58cb vlan 21
count mirror

device (conf-macl-ext)# seq 40 permit host 0010.9400.0013 host 609c.9f01.58cb vlan 22
count mirror

device (conf-macl-ext)# seq 50 permit any any count mirror

4. Return to global configuration mode.

device (conf-macl-ext)# exit

5. Create an extended |IPv4 ACL.

device (config)# ip access-list extended ipv4acl

6. Configure the IPv4 ACL for mirroring.

device (conf-ipvdacl-ext)# seq 10 permit ip host 11.12.13.14 any count mirror

7. Return to global configuration mode.

device (conf-ipviacl-ext)# exit

8. Associate the ACL destination mirror port.

device (config) # acl-mirror source ethernet 0/1 destination port-channel 1

9. Enter configuration mode for the source mirror port.

device (config) # interface ethernet 0/4
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10.Bind the Layer 3 IP ACL to the source mirror port.
a. Bind the Layer 2 ACL to the source mirror port.

device (conf-if-eth-0/1) # mac access-group macl in

b. Bind the IPv4 ACL to the source mirror port.

device (conf-if-eth-0/1)# ip access-group ipv4acl in

1. Return to privileged exec mode.

device (conf-if-eth-0/1)# end

12. Verify the configuration.

device# show statistics access-list interface ethernet 0/1 in
mac access-list macl on Ethernet
0010.9400.

seq 10 permit host
(105555094236 frames)
seq 20 permit host
(105555103123 frames)
seq 30 permit host
(105555072247 frames)
seq 40 permit host
(105555083432 frames)

seq 50 permit any any count mirror

13. Save the configuration.

0010.9400.

0010.9400.

0010.9400.

0/1 at Ingress

0010 host

0011 host

0012 host

0013 host

device# copy running-config startup-config

0010.9400.

0010.9400.

609c.9f01.

609c.9£f01.

(0 frames)

(From User)

0014 vlan 20 count mirror

0015 vlan 20 count mirror

58cb vlan 21 count mirror

58cb vlan 22 count mirror

Inbound ACL-based mirroring to the insight interface configuration example (Layer 2)

device# configure terminal

device (config) # mac access-list extended macl

device (conf-macl-ext)# seq
count mirror
device (conf-macl-ext) # seq
count mirror
device (conf-macl-ext)# seq
count mirror
device (conf-macl-ext)# seq
count mirror
device (conf-macl-ext) # seq

10

20

30

40

50

device (conf-macl-ext) # exit
device (config)# acl-mirror source ethernet 0/1 destination port-channel
device (config) # interface ethernet 0/1
device (conf-if-eth-0/1)# mac access-group macl in
device (conf-if-eth-0/1)# end
device# show statistics access-list interface ethernet 0/1 in
device# copy running-config startup-config

permit
permit
permit
permit

permit

host 0010

host 0010

host 0010

host 0010

.9400.

.9400.

.9400.

.9400.

0010

0011

0012

0013

host 0010.9400.

host 0010.9400.

host 609c.9f01.

host 609c.9f01.

any any count mirror

s Note
E Only the Layer 2 ACL creation is shown in this example.

Insight interface traffic management and QoS

0014 vlan

0015 vlan

58cb vlan

58cb vlan

20

20

21

22

From a traffic management perspective, QoS for an Insight Interface is similar to QoS
for a regular port. If required, SLX conventional egress traffic rate-limiting or typical QoS
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features may be applied to the Port Channel with an enabled Insight Interface. The
difference is the QoS configuration is applied to an Insight Interface LAG (port-channel).

Consider the following when you configure this feature:

The TM supports egress scheduling, rate shaping, WRED, and ingress buffer
management for insight interface.

TM egress scheduling and shaping for the insight interface must be configured
under a port-channel interface.

+ The QoS configuration is automatically applied to all ports in the port-channel.
+ Follow the same configuration procedures for ingress buffer management and
WRED as you would with a standard port.

For more information, see Configuring QoS egress scheduling on page 110.
QoS egress scheduling

You must use a credit request/grant mechanism to perform egress scheduling QoS.
The maximum credit size is 1024 Bytes.

+ For each egress port there are 8 Virtual Output Queues (VOQs) allocated on each
ingress transmit module (TM) core to support 8 priorities.

Egress scheduling supports strict priority (SP), weighted fair queue (WFQ), and
mixed mode scheduling.

You can specify weighted for each VOQ only in WFQ mode.
Fair queue (FQ) scheduling between VOQs from different TMs and with the same
priority is permitted.

The figure below illustrates a QoS egress scheduling scheme.
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Figure 8: QoS egress scheduling scheme
In the figure above P1is the insight interface.

See the topic Configuring QoS egress scheduling on page 110 for configuration

information.

QoS rate shaping

Rate shaping works under the following rules and limitations:

« Ifthere is a higher data rate than the configured shaping rate, traffic is kept at the

ingress VOQ.

The ingress TM tail drops packets if the queue is full.

« Accuracy is +- 3%.
«  Configuration granularity is TKB.

Configuring QoS egress scheduling

1. Enter global configuration mode.

device# configure terminal

2. Enter interface configuration mode for port-channel 1.

device (config) # interface port-channel 1

(0]
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3. Specify the option for strict priority mode to determine strict priority queues.

device (port-channel-1) # gos queue scheduler strict-priority 4

There are seven traffic classes. Specify the weight for the priority If the priority is in
WFQ mode.

4. Return to privileged exec mode.

device (port-channel-1)# end

5. Verify the configuration.

device# show gos interface port-channel 1

6. View the VOQ statistics.

device# show tm vog-stat ingress-device ethernet 0/15 egress-port ethernet 0/125

VOQ-Counters:

Priority O
EnQue Pkt Count

EnQue Bytes Count

Total Discard Pkt Count

Total Discard Bytes Count

Current Queue Depth

Maximum Queue Depth since Last read

Priority 1
EnQue Pkt Count

EnQue Bytes Count

Total Discard Pkt Count

Total Discard Bytes Count

Current Queue Depth

Maximum Queue Depth since Last read

Priority 2
EnQue Pkt Count

EnQue Bytes Count

Total Discard Pkt Count

Total Discard Bytes Count

Current Queue Depth

Maximum Queue Depth since Last read

Priority 3
EnQue Pkt Count

EnQue Bytes Count

Total Discard Pkt Count

Total Discard Bytes Count

Current Queue Depth

Maximum Queue Depth since Last read

Priority 4

EnQue Pkt Count 0
EnQue Bytes Count 0
Total Discard Pkt Count 0
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Total Discard Bytes Count 0
Current Queue Depth 0
Maximum Queue Depth s